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#### Abstract

The central theme of the thesis is the application of modern on-shell techniques to compute Scattering Amplitudes and Form Factors in various Effective Field Theories. In particular, we apply such techniques in the context of the Standard Model Effective Field Theories, focusing on the renormalisation group evolution of irrelevant operators, and the study of the classical binary problem in gravitational theories, beyond General Relativity including higher derivative interactions.

We first show how to find a basis of EFT interactions from a purely on-shell point of view. From these EFT building blocks, any tree-level amplitude can be computed using a recursive algorithm which requires only the knowledge of lower-point amplitudes. Starting from these results, modern (generalised) unitarity techniques allow for the computations of higher loop amplitudes which can be used to characterise precision observables both for gravitational waves and for collider experiments. We will focus on the computation of form factors in the context of Standard Model Effective Field Theory which allowed us to compute for the first time the one-loop mixing matrix for all the dimension-eight operators in the theory. Then, we will show how to compute the deflection angle and the time delays induced by higher-derivative corrections to the Einstein-Hilbert action from the eikonal form of gravitational scattering amplitudes.
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## Chapter 1

## Introduction to Scattering Amplitudes

In this chapter, we are going to introduce the definition of the S -matrix and its main properties, which will be fundamental in understanding the topics presented in the following chapters of this thesis. In particular, the elements of the S-matrix, which are called Scattering Amplitudes, are mathematical objects encoding the observables in scattering experiments.

The typical set-up of collider experiments consists of two collections of particles (noninteracting within each cluster), in states, which are initially separated on a macroscopic scale and are made to interact at microscopic scales. The nature of the initial particles can be completely different from the results of this scattering experiment, which is the third bunch of (non-interacting) particles, out states. The mathematical object which describes the probability that, given an initial state, we find a final state in a specific kinematic configuration is what we called the Scattering Amplitude. This definition makes manifest that such objects encode most of the features of relativistic quantum mechanics which is relevant for experiments in high-energy physics.

The last thirty years have seen a great development of computational techniques and more theoretical structure in the study of the S-matrix, in perturbation theory. Some of these new results are the main subject of this thesis and are collectively referred to as on-shell methods. For a comprehensive review of this topic, we refer to [1-7].

### 1.1 A definition for the S-matrix

Following [8], the elements of the S-matrix are the overlap between an in and an out states:

$$
\begin{equation*}
S_{\alpha \rightarrow \beta}=\left\langle\Psi_{\beta}^{\text {out }} \mid \Psi_{\alpha}^{\text {in }}\right\rangle, \tag{1.1}
\end{equation*}
$$

where such states (in the Heisenberg picture) are defined in terms of Møller operators $\Omega(t)$, which intertwine states in a free theory with those of an interacting theory. In particular,

$$
\begin{equation*}
\left|\Psi_{\alpha}^{\text {in } / \text { out }}\right\rangle=\Omega(\mp \infty)\left|\Phi_{\alpha}\right\rangle, \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega(t)=e^{i H t} e^{-i H_{0} t} \tag{1.3}
\end{equation*}
$$

where $H$ is the Hamiltonian of the full theory, $H_{0}$ is the Hamiltonian of the free theory and $\left|\Phi_{\alpha}\right\rangle$ are eigenstates of the $H_{0}$ :

$$
\begin{align*}
H_{0}\left|\Phi_{\alpha}\right\rangle & =E_{\alpha}\left|\Phi_{\alpha}\right\rangle  \tag{1.4}\\
\left\langle\Phi_{\beta} \mid \Phi_{\alpha}\right\rangle & =\delta\left(E_{\alpha}-E_{\beta}\right)
\end{align*}
$$

where we ignored additional quantum numbers identifying the multi-particle states and

$$
\begin{equation*}
E_{\alpha}=\sum_{i \in \alpha} E_{\overrightarrow{p_{i}}}=\sum_{i \in \alpha} \sqrt{m_{i}^{2}+\vec{p}_{i}^{2}} \tag{1.5}
\end{equation*}
$$

In particular, the $\left|\Phi_{\alpha}\right\rangle$ can be defined as vectors in a Fock space with a Lorentz-invariant vacuum $|0\rangle$ (of the free theory, with $\langle 0 \mid 0\rangle=1$ ). For example, if we are dealing only with bosons we can write vacuum and the one-particle states in terms of annihilation and creation operators $a_{\sigma}(p)$ and $a_{\sigma}^{\dagger}(p)$ which satisfy canonical commutation relations

$$
\begin{equation*}
\left[a_{\sigma}(p), a_{\sigma^{\prime}}^{\dagger}(q)\right]=(2 \pi)^{(d-1)} 2 E_{\vec{p}} \delta_{\sigma \sigma^{\prime}} \delta^{(d-1)}(\vec{p}-\vec{q}) \tag{1.6}
\end{equation*}
$$

where $\sigma$ refers to the quantum number characterising the state. The annihilation and creation operators act on the vacuum as follow:

$$
\begin{equation*}
a_{\sigma}(p)|0\rangle=0 \tag{1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|p^{\sigma}\right\rangle=a_{\sigma}^{\dagger}(p)|0\rangle \tag{1.8}
\end{equation*}
$$

The full Hilbert space of the theory is described by the Fock space of multi-particle states, which is the direct sum of $n$-particle states obtained acting multiple times with creating operators. Then the completeness relation read:

$$
\begin{equation*}
\mathbf{1}=|0\rangle\langle 0|+\sum_{n=1}^{\infty} \sum_{\{\sigma\}} \int \mathrm{d} \mu_{n}\left|p_{1}^{\sigma_{1}}, \ldots, p_{n}^{\sigma_{n}}\right\rangle\left\langle p_{1}^{\sigma_{1}}, \ldots, p_{n}^{\sigma_{n}}\right| \tag{1.9}
\end{equation*}
$$

where $\mathrm{d} \mu_{n}$ is the Lorentz-invariant phase space measure

$$
\begin{equation*}
\mathrm{d} \mu_{n}=\frac{1}{s_{1}!\cdots s_{m}!} \prod_{i=1}^{n} \frac{\mathrm{~d}^{d} p_{i}}{(2 \pi)^{d-1}} \Theta\left(E_{\vec{p}_{i}}\right) \delta\left(p_{i}^{2}-m_{i}^{2}\right) \tag{1.10}
\end{equation*}
$$

$s_{i}!$ are some Bose symmetry factors and $\Theta$ is the Heaviside theta.
A number of properties follow immediately from this definition of the S-matrix, most of which have a long history and go back to the seminal works of Wheeler [9], Heisenberg [10] and the S-matrix bootstrap approach (for a review, see [11-13]). We are not going to present an extended review of the topic, but only mention those properties which will be essential to understanding the following chapters.

- The S-matrix is a Poincaré invariant object. In particular, translation invariance implies momentum conservation and the elements of the S-matrix can always be written as

$$
\begin{equation*}
S_{\alpha \rightarrow \beta}=(2 \pi)^{d} \delta^{(d)}\left(\sum_{i \in \beta} p_{i}-\sum_{j \in \alpha} p_{j}\right) \mathcal{S}(\alpha \rightarrow \beta) \tag{1.11}
\end{equation*}
$$

where $\mathcal{S}(\alpha \rightarrow \beta)$ should always be thought as a function defined of the support of the momentum-conserving delta function.

- Lorentz invariance also implies that the S-matrix elements are functions only of invariant quantities, like the Mandelstam invariants $s_{i_{1} \ldots i_{n}}=\left(\sum_{j=1}^{n} p_{i_{j}}\right)^{2}$ and the masses of the asymptotic states $p_{i}^{2}=m_{i}^{2}$.
- Scattering amplitudes are covariant under little group transformations of the asymptotic states, in case we are dealing with spinning particles. Then any scattering amplitude can be written as

$$
\begin{equation*}
\mathcal{S}(\alpha \rightarrow \beta)=\sum_{i} \mathcal{R}_{\alpha \rightarrow \beta}^{(i)} \cdot \mathcal{T}_{\alpha \rightarrow \beta}^{(i)}, \tag{1.12}
\end{equation*}
$$

where $\mathcal{R}_{\alpha \rightarrow \beta}^{(i)}$ are rational function of some spinorial variables which encodes the correct transformation properties under little group transformations, while $\mathcal{T}_{\alpha \rightarrow \beta}^{(i)}$ can include polylogarithms, elliptic or more complicated functions of the Mandelstam invariants and the masses. The correct variables to describe $\mathcal{R}_{\alpha \rightarrow \beta}^{(i)}$ are commonly referred to as Spinor Helicity variables and they are specific to the space-time dimensions $d$ (see Appendix A for an introduction to spinor helicity formalism in four and six dimensions). The little group is defined as the subgroup of $\mathrm{SO}(1, d-1)$ which leaves the momentum of the corresponding particle invariant. We can write momenta in a form which makes this invariance manifest. Indeed, we can always write a momentum in terms of two spinors

$$
\begin{equation*}
\not p=p_{\mu} \gamma^{\mu}=\lambda^{I} \widetilde{\lambda}_{I}, \tag{1.13}
\end{equation*}
$$

where the $\gamma$-matrices generate a Clifford algebra $\left\{\gamma^{\mu}, \gamma^{\nu}\right\}=\eta^{\mu \nu} \mathbf{1}$. The spinors $\lambda$ and $\widetilde{\lambda}$ are matrices transforming in some (spin) representations of the (double) covering of the Lorentz group and of the little group (the latter labelled by the index $I$ ). These spinor helicity variables, properly symmetrised to form the correct little group representations, define the rational terms $\mathcal{R}_{\alpha \rightarrow \beta}^{(i)}$.

- In natural units, the mass dimension of an $n$-point scattering amplitude, is

$$
\begin{equation*}
\left[\mathcal{A}_{n}\right]=d-n . \tag{1.14}
\end{equation*}
$$

This property will be fundamental in the following chapter, where we consider a perturbative expansion of the scattering amplitudes and we focus on the tree level. Indeed, tree-level scattering amplitudes are particularly simple rational functions as we will show in the following section. By definition, we have $\left[p^{\mu}\right]=1,[\lambda]=\frac{1}{2}$ and $[\widetilde{\lambda}]=\frac{1}{2}$.

### 1.2 Unitarity and locality of the S-matrix

Although the properties we mentioned in the previous section and many other features of the scattering amplitude hold at the non-perturbative level, in the following we will focus only on perturbation theory around a free theory. In particular, in this section, we are going to mention two of the fundamental properties of scattering amplitudes, namely unitarity and locality. Such properties are made manifest in the standard approach to perturbation theory in QFT, through the Feynman diagrams approach. On the other hand, the ordinary formulation of QFT suffers from a number of gauge redundancies
when we introduce particles with spin higher than one-half, which are not present in the fully on-shell approach. In fact, as we will review in Chapter 3, gauge symmetries are recovered from the above-mentioned principles of unitarity and causality.

Unitarity is one of the axioms of quantum mechanics and states that the timeevolution of a system is governed by a unitarity operator, i.e. which preserves the inner product of physical states. On the other hand, locality has no unique definition. One possibility is to identify it with the cluster decomposition principle [8], which is the requirement that the results of two independent experiments far apart from each other must be uncorrelated (unless we put some special effort into preparing them in an entangled state). In the scattering amplitudes, these two properties appear hand-in-hand: in fact, locality dictates the position of the singularities of the amplitudes, while unitarity fixes the "value" of the amplitudes across the singularities. In particular, long-range interactions correspond to non-analytic terms in the scattering amplitudes, which in turn must correspond to some propagating internal particle going on shell. When a single exchanged particle goes on-shell, the amplitude develops a simple pole, while an intermediate multi-particle state corresponds to a branch point. The residues and the discontinuities are given by properly multiplying the corresponding lower-point and/or lower loop amplitudes, in the perturbative expansion, and integrating over the Lorentz-invariant phase space of the internal particles.

In the following, we show how such properties arise in the scattering amplitudes and, in particular, we focus on the single particle exchange, which is all we need for tree-level amplitudes, i.e. usually the leading terms in the perturbative expansion. Beyond leading order, old-fashion unitarity is not the most efficient method to construct loop-level amplitudes. Indeed, such an approach can be improved if we combine the structures of scattering amplitudes with some insights coming from Feynman diagrams (and Feynman integrals), as we will show in the next sections.

We start considering the S -operator

$$
\begin{equation*}
S=\Omega(+\infty)^{\dagger} \Omega(-\infty) \tag{1.15}
\end{equation*}
$$

which is unitary

$$
\begin{equation*}
S^{\dagger} S=1 \tag{1.16}
\end{equation*}
$$

We can also write the S-operator as a trivial contribution, which keeps track of disconnected terms in the scattering ${ }^{1}$, plus a transition operator $T$ which yields the non-trivial part of the scattering matrix:

$$
\begin{equation*}
S=\mathbf{1}+i T . \tag{1.17}
\end{equation*}
$$

A scattering amplitude $\mathcal{A}(\alpha \rightarrow \beta$ ) is defined as the expectation value of $i T$ (up to a momentum conserving delta function):

$$
\begin{equation*}
i\left\langle\Phi_{\beta}\right| T\left|\Phi_{\alpha}\right\rangle=(2 \pi)^{d} \delta^{(d)}\left(\sum_{i \in \beta} p_{i}-\sum_{j \in \alpha} p_{j}\right) \mathcal{A}(\alpha \rightarrow \beta) \tag{1.18}
\end{equation*}
$$

The unitarity of the S-operator can be written in terms of the $T$ operator as

$$
\begin{equation*}
-i\left(T-T^{\dagger}\right)=T^{\dagger} T \tag{1.19}
\end{equation*}
$$

[^0]which encodes most of the analytic structures of the scattering amplitudes. In particular, if we consider the expectation value of both the LHS and RHS and we insert the completeness relation in the product $T^{\dagger} T$ discarding all the multi-particle contributions we find
\[

$$
\begin{equation*}
i\left\langle\Phi_{\beta}\right| T\left|\Phi_{\alpha}\right\rangle-i\left\langle\Phi_{\beta}\right| T^{\dagger}\left|\Phi_{\alpha}\right\rangle=-\sum_{\sigma} \int \mathrm{d} \mu_{1}\left\langle\Phi_{\beta}\right| T^{\dagger}\left|p^{\sigma}\right\rangle\left\langle p^{\sigma}\right| T\left|\Phi_{\alpha}\right\rangle+\ldots \tag{1.20}
\end{equation*}
$$

\]

Using crossing (for example, see [11]) on the LHS, this equation brings to

$$
\begin{equation*}
\operatorname{Re} \mathcal{A}(\alpha \rightarrow \beta)=-\pi \sum_{\sigma} \delta\left(s_{\alpha}-M_{\sigma}^{2}\right) \mathcal{A}\left(\alpha \rightarrow p^{\sigma}\right) \mathcal{A}^{*}\left(\beta \rightarrow p^{\sigma}\right)+\ldots \tag{1.21}
\end{equation*}
$$

where $s_{\alpha}=\left(\sum_{i \in \alpha} p_{i}\right)^{2}$ and $M_{\sigma}$ is the mass of the intermediate state $\left|p_{\sigma}\right\rangle$. A deltafunction real part can be obtained from a simple pole (see, for example, the Chapter 24 of [14]):

$$
\begin{equation*}
\frac{i}{s_{\alpha}-M_{\sigma}^{2}+i \epsilon}=\mathrm{P} \frac{i}{s_{\alpha}-M_{\sigma}^{2}}+\pi \delta\left(s_{\alpha}-M_{\sigma}^{2}\right) \tag{1.22}
\end{equation*}
$$

where P is the principal value ${ }^{2}{ }^{3}$. Then, the residues on these simple poles are given by

$$
\begin{equation*}
\operatorname{Res}_{s_{1} \ldots m=M_{\sigma}^{2}} \mathcal{A}_{n}\left(p_{1}^{h_{1}} \ldots p_{n}^{h_{n}}\right)=i f \sum_{s_{\mathrm{I}}, h_{\mathrm{I}}} \mathcal{A}_{m+1}\left(p_{1}^{h_{1}} \ldots p_{m}^{h_{m}}, p_{I}^{h_{I}}\right) \mathcal{A}_{n-m+1}\left(p_{I}^{h_{I}} \rightarrow p_{m+1}^{h_{m+1}} \ldots p_{n}^{h_{n}}\right) \tag{1.23}
\end{equation*}
$$

where $f=(-1)^{\Delta s}$ with $\Delta s$ the respective signature of the fermion ordering between the LHS and the RHS, $s_{I}$ and $h_{I}$ are the type and the helicity of the intermediate state propagating ${ }^{4}$. This equation will be fundamental in Chapter 3 in the bootstrap of tree-level amplitudes in generic Effective Field Theories (EFTs) ${ }^{5}$.

### 1.2.1 Tree-level amplitudes from BCFW-like recursion relations

In the following, we consider for simplicity massless theory in four dimensions and amplitudes in the perturbative expansion, unless otherwise specified.

In general, all the three-point scattering amplitudes can be fixed by symmetry, helicity weight and mass dimension considerations, up to an overall coupling constant [16]. In particular, the kinematic part of any massless three-point amplitude can be written as

$$
\mathcal{A}\left(1^{h_{1}}, 2^{h_{2}}, 3^{h_{3}}\right)= \begin{cases}i \mathfrak{g}\langle 12\rangle^{h_{1}+h_{2}-h_{3}}\langle 23\rangle^{h_{2}+h_{3}-h_{1}}\langle 31\rangle^{h_{3}+h_{1}-h_{2}} & \sum_{i} h_{i}=-n  \tag{1.24}\\ i \mathfrak{g} & h_{1}=h_{2}=h_{3}=0 \\ i \mathfrak{g}[12]^{h_{1}+h_{2}-h_{3}}[23]^{h_{2}+h_{3}-h_{1}}[31]^{h_{3}+h_{1}-h_{2}} & \sum_{i} h_{i}=n\end{cases}
$$

[^1]where $n=1,2, \ldots$ and the mass dimension of the coupling constant is $[\mathfrak{g}]=0$ in the first and last case or $[\mathfrak{g}]=1$ for the purely scalar case. In general, $\mathfrak{g}$ must be thought of as a tensor describing the non-kinematic quantum numbers of the asymptotic states.

This classification exhausts all the relevant and marginal couplings in relativistic QFTs with only massless particles, once we consider the four-scalar interaction $\mathcal{A}\left(1^{0}, 2^{0}, 3^{0}, 4^{0}\right)=i \lambda$. For example, a list of all the three-point amplitudes in the Standard Model, with the proper colour and flavour structures, is presented in Appendix B.2. The on-shell classification of relevant and marginal couplings for theories with massive particles can be found in [17-19]. While the most general classification of irrelevant interactions in four-dimension EFTs has been presented [20] and will be discussed in Chapter 2. We will argue that, in principle, the knowledge of such minimal amplitudes is enough to fix any higher-point and higher-loop amplitude and, in this section, we will show how higher-point tree-level amplitudes are usually computed using BCFW-like recursion relations.

Before going to the higher-point amplitudes, some comments are in order about three-point amplitudes. First, such amplitudes do not receive any loop correction and, then, are tree-level exact. Such a feature will be fundamental in Section 3.3. Second, the three-point amplitudes are defined only in complex Minkowski space. In fact, massless three-point kinematic is not allowed in real Minkowski space because we are forced to have $s_{i j}=0$, for $i, j=1,2,3$. Then, we can consider $\lambda$ and $\widetilde{\lambda}$ spinors as independent (not related by complex conjugation). Then, $s_{i j}=0$ implies either $\langle i j\rangle=0$ or $[i j]=0$ for all $i, j$. If we consider, for example, the three-vector amplitude in the so-called maximal-helicity-violating (MHV) configuration, we have $\widetilde{\lambda}_{1} \propto \widetilde{\lambda}_{2} \propto \widetilde{\lambda}_{3}$ and momentum conversation becomes equivalent to Schouten identity ( $\langle 12\rangle \lambda_{3}+\langle 23\rangle \lambda_{1}+\langle 31\rangle \lambda_{2}=0$ ).

In the amplitudes literature, the computation of higher-point tree-level amplitudes from on-shell data is usually performed through BFCW recursion relation [21-23] or its generalisations [24-28]. The strategy of BCFW-like recursion relations is the following:

- $l$ momenta are shifted introducing a complex parameter $z$ ( $l$-line shift) in a way which preserves momentum conservation and on-shell conditions, and the real kinematics is recovered when we set $z=0$.
- The original amplitude is computed as a contour integral in the complex $z$-plane

$$
\begin{equation*}
\mathcal{A}_{n}(0)=\frac{1}{2 \pi i} \oint_{z=0} \frac{A_{n}(z)}{z} \tag{1.25}
\end{equation*}
$$

using Cauchy's theorem knowing that, under the assumption of good behaviour in the $z \rightarrow \infty$ limit (i.e. $\mathcal{A}_{n}(z) \rightarrow z^{\gamma}$ with $\gamma \leq-1$ ), the other poles of the amplitude correspond to factorisation channels and can be computed from (1.23).

These recursion relations are particularly well-suited for the computation of amplitudes involving vectors and gravitons in four dimensions (thanks to the especially simple massless spinor helicity formalism) , for which the BCFW (two-line) shift gives rather compact results summing over a small subset of the actual factorisation channels. The most general criteria for the shifted amplitude to be well-behaved in the $z \rightarrow \infty$ limit are given in [29]: all renormalisable theories are shown to be five-line constructible and, in particular, theories involving fermions and scalars charged under a $U(1)$ are threeline constructible, as in the case of the Standard Model. Moreover, non-renormalisable amplitudes with no-derivative operator insertions are on-shell constructible, but it is not generally true for operators with derivatives.

On the other hand, recursion relations have some drawbacks. For $n$-line shifts with $n \geq 3$, we have to introduce non-physical reference spinors and the final result does not depend on the choice of it. On the other hand, eliminating such dependence is usually a non-trivial task. In general, they also give rather cumbersome results and, in no case, locality is manifest in the final amplitude, because of the presence of spurious poles. The residues over such poles are always zero, but re-writing the amplitude such that this property becomes manifest is in general very non-trivial. Moreover, this is an unpleasant feature because, when we use such tree-level amplitude to construct integrands at loop level (through generalised unitarity, which will be explained in the next section), all sorts of unphysical singularities seem to be present in the analytic results of the integrand. Finally, general recursion relations are defined only in four dimensions, while BCFW shift has been generalised in six dimensions [30]. On the other hand, a generalisation to generic $d$ dimensions, which would be necessary for (conventional) dimensional regularisation at higher loops [31-33], is not known. In Chapter 3, we will show how to overcome these issues at the cost of some efficiency, while keeping the recursive features of the on-shell methods (which is the key difference with respect to Feynman diagrams calculations). In particular, the method we will present can be applied to any EFT, even with the insertion of irrelevant operators with derivative interactions.

### 1.2.2 Loop-level amplitudes from generalised unitarity

While tree-level amplitude has at most simple pole singularities, at loop level we can find all sorts of branch-point singularities associated with multiparticle unitarity. The simplest singularities of this kind are normal thresholds and the unitarity constraint (1.19) fixes the discontinuities across the corresponding branch cuts in terms of the product of two (lower-loop) amplitudes, integrated over a $n$-particle Lorentz-invariant phase space integral. Such discontinuities can be further analytically continued to nonphysical values of Mandelstam invariants and present branch points on some specific kinematic points called Landau singularities [34]. In general, such discontinuities can be computed by putting a certain number of internal propagators on-shell

$$
\begin{equation*}
\frac{i}{s-M_{\sigma}^{2}} \rightarrow \pi \delta\left(s-M_{\sigma}^{2}\right) \tag{1.26}
\end{equation*}
$$

after glueing the resulting lower-loop amplitudes (i.e. summing over all the possible states with mass $M_{\sigma}$ which can be exchanged in the propagator) and integrating over the phase space of the internal on-shell states.

These unitarity methods allow constructing recursively loop amplitudes from onshell tree amplitudes. In gauge or gravity theories, this also allows working only with gauge-invariant quantities at every step, in contrast to Feynman diagrams. However, the old-fashioned approach from the S-matrix bootstrap programme [11] suffered from many problems: the reconstruction of the full amplitudes from the discontinuities is not unique (indeed, we find subtraction terms which are left undetermined), and a generalisation beyond four-point amplitudes had many technical issues and it was not clear how to deal with massless particles. These difficulties have been overcome in the perturbative approach by modern generalised unitarity, introduced in the seminal paper [35], and powerful new methods were discussed in [21, 36-43] to refine generalised unitarity at one loop (a review of generalised unitarity techniques, even beyond one loop, can be found in [44-47]). Indeed, while the old-fashioned approach heavily relied on
non-perturbative properties of the S-matrix, the modern generalised unitarity combines unitarity properties with the knowledge of the structures appearing in the amplitudes in the Feynman diagrammatic perturbative analysis.

An L-loop amplitude can be written schematically as

$$
\begin{equation*}
\mathcal{A}_{n}^{(L)}=\sum_{i} \int \prod_{j=1}^{L} \frac{\mathrm{~d}^{4} l_{j}}{(2 \pi)^{4}} \frac{1}{S_{i}} \frac{n_{i} c_{i}}{\prod_{\alpha_{i}} d_{\alpha_{i}}}, \tag{1.27}
\end{equation*}
$$

where $i$ labels all possible $L$-loop Feynman diagrams, $l_{j}$ are the $l$ loop momenta, $\alpha_{i}$ label the propagators and $S_{i}$ some symmetry factor. The factors $n_{i}$ are polynomials of Lorentz-invariant contractions of external and loop momenta and polarization vectors. The constants $c_{i}$ capture all the information about coupling and gauge group structure.

There are new effects at loop level with respect to the analysis at tree level. The first is ultraviolet (UV) divergences, which arise due to the bad high energy behaviour of the loop integrals. They can be absorbed through a redefinition (renormalization) of the bare parameters appearing in the Lagrangian. The standard way to deal with these divergences is by defining the theory in $d=4-2 \epsilon$ dimensions (dimensional regularization):

$$
\begin{equation*}
\frac{\mathrm{d}^{4} l_{j}}{(2 \pi)^{4}} \longrightarrow \frac{\mathrm{~d}^{d} l_{j}}{(2 \pi)^{d}} . \tag{1.28}
\end{equation*}
$$

Then, after the appropriate parameters are renormalized, one can study the limit $\epsilon \rightarrow 0$. A second complication has to do with those theories involving massless particles, they are infrared (IR) divergences. These divergences can also be dealt with in the framework of dimensional regularization, analytically continuing to negative $\epsilon$. IR divergences cancel in the IR safe cross-sections against corresponding divergences from real emissions. The integrand is still a rational function which at most simple poles in specific kinematic points, but the loop integration gives rise to the additional branch point singularities mentioned above.

In this thesis, we will only present one-loop computations in four dimensions. Then, in the remaining part of this section, we will briefly review one-loop generalised unitarity. In general, if one is interested only in obtaining a result for scattering amplitudes up to $O(\epsilon)$ terms, it can be shown $[48,49]$ that one can reduce a generic one-loop integral to a linear combination of one-loop scalar integrals of four, three, two and one point type, plus terms which are rational in the external variables and we will denote them as $\mathcal{R}$. This is the so-called Passarino-Veltman reduction and the result reads:

$$
\begin{equation*}
I_{N}=\sum_{i_{4}} c_{4, i_{4}} I_{4}^{i_{4}}+\sum_{i_{3}} c_{3, i_{3}} I_{3}^{i_{3}}+\sum_{i_{2}} c_{4, i_{2}} I_{2}^{i_{2}}+\sum_{i_{1}} c_{1, i_{1}} I_{1}^{i_{1}}+\mathcal{R}+O(\epsilon), \tag{1.29}
\end{equation*}
$$

where $I_{M}^{i}$ denotes the scalar $M$-point integral and $i$ refers to the possible distribution of external momenta $p_{j}$ on the $M$ vertices of $I_{M}^{i}$. The coefficients $c_{M, i}$ are algebraic fourdimensional quantities related to the tree-level amplitudes and fixed by the unitarity methods. For example, let us consider the triangles:

$$
\begin{equation*}
I_{3}\left(p_{1}^{2}, p_{2}^{2}, p_{3}^{2}\right)=i \int \frac{\mathrm{~d}^{d} l}{(2 \pi)^{d}} \frac{1}{d_{1} d_{2} d_{3}}, \tag{1.30}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{k}=\left(l+\sum_{j=1}^{k-1} p_{j}\right)^{2}-m_{k}^{2}+i \varepsilon, \tag{1.31}
\end{equation*}
$$

where $p_{i}$ is the sum of external momenta in the $j$-th vertex and $\sum_{i=1}^{3} p_{i}=0$, because of momentum conservation. We shall also mention that UV divergences only occur in the tadpoles and bubbles, IR divergences can only occur in some configurations of triangles and boxes.

The idea behind modern generalized unitarity is to go beyond double cuts and to construct the one-loop amplitude by applying also triple and quadrupole cuts. One starts from the maximal number of cuts in order to find the corresponding box coefficients in terms of four tree-level amplitudes, by matching the RHS and LHS in equation (1.29). From this one proceeds to triple, double and single cuts to reconstruct the lower integral coefficients, subtracting carefully the contributions from higher cuts. Rational terms $\mathcal{R}$ are not captured by four-dimensional generalised unitarity, but they can be computed, for example, from locality considerations [50, 51] (see discuss in Section 3.3), four-dimensional recursion relations [52-54] or through $d$-dimensional unitarity [55-60], as discussed in Chapter 4.

### 1.3 Form factors and low energy expansion

Scattering amplitudes are fully on-shell quantities, in contrast with correlation functions which are vacuum expectation values of multiple insertions of some operators. A natural question is whether it would be possible to extend on-shell techniques to off-shell quantities, in the perturbative expansion [61]. As an intermediate step, we consider an interpolating quantity between completely off-shell and on-shell quantities, namely the form factors. This is defined as the transition matrix between the vacuum as in state and a $n$-particle out state, with an insertion of a local gauge-invariant operator $\mathcal{O}(x)$.

$$
\begin{equation*}
\int \mathrm{d}^{d} x e^{i q \cdot x}\left\langle p_{1}^{\sigma_{1}} \ldots p_{n}^{\sigma_{n}}\right| \mathcal{O}(x)|0\rangle=(2 \pi)^{d} \delta^{(d)}\left(q-\sum_{i=1}^{n} p_{i}\right)\left\langle p_{1}^{\sigma_{1}}, \ldots, p_{n}^{\sigma_{n}}\right| \mathcal{O}(0)|0\rangle \tag{1.32}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{F}_{\mathcal{O}, n}\left(p_{1}^{\sigma_{1}}, \ldots, p_{n}^{\sigma_{n}} ; q\right)=\left\langle p_{1}^{\sigma_{1}}, \ldots, p_{n}^{\sigma_{n}}\right| \mathcal{O}(0)|0\rangle \tag{1.33}
\end{equation*}
$$

is the form factor.
Furthermore, form factors are also relevant in the context of EFTs. Indeed, form factors can be physically interpreted as small perturbations of the S-matrix: setting $q^{\mu}=0$, equation (1.32) can be interpreted as the linear term in the expansion of the exponential in the path-integral with a deformed action

$$
\begin{equation*}
S=S_{0}+\alpha \int \mathrm{d}^{d} x \mathcal{O}(x) \tag{1.34}
\end{equation*}
$$

Such deformations are common in EFTs when we integrate out massive modes whose mass $\Lambda$ is much bigger than the scales involved in the processes under consideration. In particular, if we consider the large-mass expansion of a propagator

$$
\begin{equation*}
\frac{i}{s-\Lambda^{2}}=-\frac{i}{\Lambda^{2}} \sum_{i=0}^{\infty}\left(\frac{s}{\Lambda^{2}}\right)^{i} \tag{1.35}
\end{equation*}
$$

in an amplitude, we find that each contribution is equivalent to an irrelevant deformation of the action with a local operator (involving derivatives at higher order in the expansion). This is equivalent to considering insertions in the amplitude of a local
gauge-invariant operator (at $q^{\mu}=0$ ) with the correct field content (fixed by the interaction vertices connected by the expanded propagator). In particular, if we consider the free theory limit of $S_{0}$, using Wick's theorem, we see that there is only one non-vanishing form factor for the operator $\mathcal{O}(x)$ and it is completely local (polynomial) in the kinematic variables. Such quantities are called minimal form factors (for $q^{\mu}=0$ or $n=2$, we will also refer to these polynomial terms as contact terms or minimal amplitudes) and the one-to-one correspondence between its leading order term in perturbation theory and kinematically independent (relevant, marginal or irrelevant) deformations of an EFT action can be exploited to classify EFT operators. Such correspondence has been first used in the context of Standard Model Effective Field Theory (SMEFT) in [62], as there are several technical advantages in the on-shell classification:

- Invariance under field redefinition and the definition of field strengths $\left[D_{\mu}, D_{\nu}\right] \sim$ $F_{\mu \nu}$, where $D_{\mu}$ are covariant derivatives, are automatically taken into account.
- Fierz identities and Bianchi identities correspond to Schouten identities for the spinor helicity variables.
- Integration-by-part identities $\int \mathrm{d}^{d} x \partial_{\mu} \mathcal{O}^{\mu}=0$ correspond simply to momentum conservation.

Then, a basis of linear independent polynomial structures is equivalent to a basis of EFT operators. Such classification will be the subject of Chapter 2.

### 1.4 Applications of BCFW-like recursion relations

Before moving to more advanced topics, we present some explicit computations of BCFW recursion relations to clarify the role of the quantities needed in the computations. Then, in this section, we will present two examples, to show both the power and the limits of this method to bootstrap tree-level amplitudes from the knowledge of few on-shell data which are the seeds of the recursion. These are three-point amplitudes or amplitudes which are polynomial in the kinematic variables which will name in the following as minimal amplitudes, which will be classified in Chapter 2.

## The colour-ordered MHV amplitude in Yang-Mills theories

First, we consider the colour-ordered maximal-helicity-violating (MHV) amplitude with $n$ gluons.

Any $n$-gluon tree-level amplitude in Yang-Mills theory can be decomposed into simpler amplitudes [63, 64]:

$$
\begin{equation*}
\mathcal{A}_{n}\left(1^{h_{1}, A_{1}}, \ldots, n^{h_{n}, A_{n}}\right)=\sum_{\sigma \in \mathbf{S}_{n} / \mathbf{Z}_{n}} \tau^{A_{\sigma(1) \ldots} \ldots A_{\sigma(n)}} A_{n}\left(\sigma(1)^{h_{\sigma(1)}}, \ldots, \sigma(n)^{h_{\sigma(n)}}\right), \tag{1.36}
\end{equation*}
$$

where $h_{i}$ and $A_{i}$ are the helicities and the color indices of the gluons, $\mathbf{S}_{n}$ is the set of all permutations of $n$ elements and $\mathbf{Z}_{n}$ are the cyclic permutations, $\tau^{A_{i_{1}} \ldots A_{i_{n}}}$ are the traces of $n$ generators of the fundamental representation of the gauge group and $A_{n}\left(i_{1}^{h_{1}}, \ldots, i_{n}^{h_{i n}}\right)$ are the color-ordered amplitudes. Such amplitudes satisfy a number of properties, which are reviewed, for example, in [65]. Among such properties, it is
important to stress that these amplitudes have poles only in adjacent channels: e.g. $A_{n}\left(1^{h_{1}}, \ldots, n^{h_{n}}\right)$ have poles only at $s_{i, i+1, \ldots, i+m}=0$, where the sum of the indices is modulo $n$, and they only depend on kinematic variables (all the information about colour has been factorised away).

In this section, we will apply BCFW recursion relation to determine the color-ordered MHV amplitudes $A_{n}\left(1^{-}, 2^{-}, 3^{+}, \ldots, n^{+}\right)$. All the amplitudes in Yang-Mills theories in perturbation theory can be reconstructed from the (two) minimal three-point amplitudes describing the interaction of three gluons (in a complex kinematic space) which are fixed from little group, mass dimension and parity considerations in equation (1.24) (with some constraints imposed by locality and unitarity as we will show in Chapter 3):

$$
\begin{align*}
& A_{3}\left(1^{-}, 2^{-}, 3^{+}\right)=i g \frac{\langle 12\rangle^{4}}{\langle 12\rangle\langle 23\rangle\langle 31\rangle}  \tag{1.37}\\
& A_{3}\left(1^{-}, 2^{+}, 3^{+}\right)=-i g \frac{[23]^{4}}{[12][23][31]} \tag{1.38}
\end{align*}
$$

We want now to prove that the MHV colour-ordered amplitude we are interested in can be written for any $n$ as

$$
\begin{equation*}
A_{n}\left(1^{-}, 2^{-}, 3^{+}, \ldots, n^{+}\right)=i g^{n-2} \frac{\langle 12\rangle^{4}}{\langle 12\rangle\langle 23\rangle \cdots\langle n-1 n\rangle\langle n 1\rangle} \tag{1.39}
\end{equation*}
$$

We can consider the BCFW shift

$$
\begin{align*}
& \tilde{\lambda}_{1} \rightarrow \widetilde{\lambda}_{1}-z \widetilde{\lambda}_{n}  \tag{1.40}\\
& \lambda_{n} \rightarrow \lambda_{n}+z \lambda_{1}
\end{align*}
$$

and any other spinor is left untouched in the shifted (complex) kinematics. In particular, we can notice that such deformation preserves momentum conservation and the on-shell condition. Using now Cauchy theorem in (1.25) and factorisation we have

$$
\begin{align*}
& A_{n}\left(1^{-}, 2^{-}, 3^{+}, \ldots, n^{+}\right)=\left.A_{n}\left(\hat{1}^{-}, 2^{-}, 3^{+}, \ldots, \hat{n}^{+}\right)\right|_{z=0}= \\
& \quad=\left.\sum_{m=2}^{n-2} A_{m+1}\left(\hat{1}^{-}, \ldots, m^{h_{m}}, \hat{P}_{I_{m}}^{ \pm}\right) \frac{i}{P_{I_{m}}^{2}} A_{n-m+1}\left(\hat{P}_{I_{m}}^{ \pm} \rightarrow(m+1)^{+}, \ldots, \hat{n}^{+}\right)\right|_{z=z_{P_{I_{m}}}} \\
& \quad=\left.A_{n-1}\left(\hat{1}^{-}, \ldots,(n-2)^{+}, \hat{P}_{n-1, n}^{+}\right) \frac{i}{s_{n-1, n}} A_{3}\left(-\hat{P}_{n-1, n}^{-},(n-1)^{+}, \ldots, \hat{n}^{+}\right)\right|_{z=z_{n-1, n}} \\
& \quad=i g^{n-2} \frac{\langle 12\rangle^{4}}{\langle 12\rangle\langle 23\rangle \cdots\langle n-1 n\rangle\langle n 1\rangle} \tag{1.41}
\end{align*}
$$

where in the third step we used the fact that the all-plus (for any $n$ ) and single-minus (for $n>3$ ) amplitudes vanish at tree-level for pure Yang-Mills theories, while in the last step we needed the amplitudes (1.39) (with $n-1$ gluons) and (1.37), with $z_{n-1, n}=\frac{\langle n-1 n\rangle}{\langle 1 n-1\rangle}$ and ${ }^{6}$

$$
\begin{equation*}
\left.\hat{P}_{n-1, n}\right|_{z=z_{n-1, n}}=\lambda_{n-1}\left(\widetilde{\lambda}_{n-1}-\frac{\langle 1 n\rangle}{\langle 1 n-1\rangle} \widetilde{\lambda}_{n}\right) \tag{1.42}
\end{equation*}
$$

Then, we showed recursively that the colour-ordered MHV amplitude takes the form presented in (1.39). As we said, the BCFW recursion relations are particularly well

[^2]suited to compute tree-level amplitudes in Yang-Mills theories and Einstein-Hilbert gravity. Already at this stage, we can notice that the alternative shift
\[

$$
\begin{align*}
& \lambda_{1} \rightarrow \lambda_{1}-z \lambda_{n} \\
& \widetilde{\lambda}_{n} \rightarrow \widetilde{\lambda}_{n}+z \widetilde{\lambda}_{1} \tag{1.43}
\end{align*}
$$
\]

would give an amplitude which does not fall off as $z \rightarrow \infty$ :

$$
\begin{equation*}
A_{n}\left(\hat{1}^{-}, 2^{-}, 3^{+}, \ldots, \hat{n}^{+}\right) \underset{z \sim \infty}{\sim} z^{3} \tag{1.44}
\end{equation*}
$$

In particular, one could show that in Yang-Mills theories, even beyond the simplest MHV configuration, any other two-line shift

$$
\begin{align*}
& \lambda_{a} \rightarrow \lambda_{a}-z \lambda_{b}, \\
& \widetilde{\lambda}_{b} \rightarrow \widetilde{\lambda}_{b}+z \widetilde{\lambda}_{a} \tag{1.45}
\end{align*}
$$

gives the correct boundary behaviour if and only if we $a$ and $b$ do not correspond to a helicity-minus and a helicity-plus gluons respectively [22]. Moreover, Yang-Mills treelevel amplitudes can also be determined, for example, using MHV rules [66] (which can be extended even to one-loop [67]), corresponding to the (three-line) Risager shift [24].

## The dipole contribution to the $\mathcal{A}_{4}\left(\bar{\psi}^{+}, \psi^{+}, \gamma^{+}, \gamma^{+}\right)$amplitude

We now consider a different scattering amplitude and, in particular, we want to focus on the dipole contribution in the SMEFT to the $\bar{\psi}^{+} \psi^{+} \rightarrow \gamma^{-} \gamma^{-}$process. For the moment, we will only define the relevant minimal amplitude: we need two types of three-point amplitudes $^{7}$

$$
\begin{array}{ll}
\mathcal{A}\left(1_{\bar{\psi}}^{-}, 2_{\psi}^{+}, 3_{\gamma}^{-}\right)=i Q_{\psi} \frac{\langle 13\rangle^{2}}{\langle 12\rangle}, & \mathcal{A}\left(1_{\bar{\psi}}^{-}, 2_{\psi}^{+}, 3_{\gamma}^{+}\right)=i Q_{\psi} \frac{[23]^{2}}{[12]} \\
\mathcal{A}\left(1_{\bar{\psi}}^{+}, 2_{\psi}^{+}, 3_{\gamma}^{+}\right)=i \frac{a_{6} v}{\Lambda^{2}}[13][23], & \mathcal{A}\left(1_{\bar{\psi}}^{-}, 2_{\psi}^{-}, 3_{\gamma}^{-}\right)=i \frac{a_{6} v}{\Lambda^{2}}\langle 13\rangle\langle 23\rangle \tag{1.47}
\end{array}
$$

where the first line is the renormalisable $\mathrm{U}(1)$ coupling of fermions with photons, with $Q_{\psi}$ the charge of the fermion, and in the second line we have the dipole coupling. Although this will not be relevant in the following, we specify that $v$ is the vacuum expectation value of the Higgs field, $\Lambda$ is some energy scale typical of new physics states and $a_{6}$ is a numerical Wilson coefficient. In general, a method to classify a basis of minimal amplitudes in the a generic EFT (and, in particular, in the SMEFT) will be presented in Chapter 2.

For the computation of this amplitude, we consider the so-called all-line shift [25]

$$
\begin{equation*}
\lambda_{i} \rightarrow \hat{\lambda}_{i}=\lambda_{i}+z w_{i} \lambda_{X} \tag{1.48}
\end{equation*}
$$

where the $w_{i}$ have to satisfy

$$
\begin{equation*}
\sum_{i=1}^{4} w_{i} \widetilde{\lambda}_{i}=0 \tag{1.49}
\end{equation*}
$$

which guarantees momentum conservation in the shifted (complex) kinematics.

[^3]Using the BCFW recursion formula, we find

$$
\begin{align*}
\mathcal{A}_{4}\left(1_{\bar{\psi}}^{+}, 2_{\psi}^{+}, 3_{\gamma}^{+}, 4_{\gamma}^{+}\right)= & \left.\mathcal{A}_{3}\left(\hat{1}_{\psi}^{+},\left(\hat{P}_{14}\right)_{\psi}^{+}, \hat{4}_{\gamma}^{+}\right) \frac{i}{P_{14}^{2}} \mathcal{A}_{3}\left(\left(\hat{P}_{14}\right)_{\psi}^{+} \rightarrow \hat{2}_{\psi}^{+}, \hat{3}_{\gamma}^{+}\right)\right|_{z=z_{14}}+ \\
& \left.\mathcal{A}_{3}\left(\hat{1}_{\psi}^{+},\left(\hat{P}_{14}\right)_{\psi}^{-}, \hat{¢}_{\gamma}^{+}\right) \frac{i}{P_{14}^{2}} \mathcal{A}_{3}\left(\left(\hat{P}_{14}\right)_{\psi}^{-} \rightarrow \hat{2}_{\psi}^{+}, \hat{3}_{\gamma}^{+}\right)\right|_{z=z_{14}}+(3 \leftrightarrow 4) \\
= & i Q_{\psi} \frac{a_{6} v}{\Lambda^{2}} \frac{[14][23]}{t}\left([14] \frac{\langle 1 X\rangle}{\langle 3 X\rangle}-[23] \frac{\langle 2 X\rangle}{\langle 4 X\rangle}\right)+(3 \leftrightarrow 4) . \tag{1.50}
\end{align*}
$$

Here we can notice some unpleasant features of BCFW-like recursion relations. The amplitude is written in terms of some arbitrary spinor $\lambda_{X}$ and one can check (for example, numerically) that the former does not depend on the latter. In particular, the result in (1.50) has some fake (spurious) poles at $\langle 3 X\rangle=0$ and $\langle 4 X\rangle=0$. In fact, one can show that the result just obtained is equivalent to

$$
\begin{equation*}
\mathcal{A}_{4}\left(1_{\bar{\psi}}^{+}, 2_{\psi}^{+}, 3_{\gamma}^{+}, 4_{\gamma}^{+}\right)=-2 i Q_{\psi} \frac{a_{6} v}{\Lambda^{2}} \frac{\langle 12\rangle[13][14][23][24]}{t u} \tag{1.51}
\end{equation*}
$$

but showing the equivalence of these two quantities is already non-trivial, and it becomes a hopeless problem when we go beyond four points. Such spurious poles are particularly disadvantageous when we use tree-level amplitude to construct the integrands of loop amplitudes through generalised unitarity. Moreover, one can show that no BCFW (twoline) shift can reproduce correctly such amplitude. This situation becomes even worse if we would have considered interactions with explicit derivative insertions in the minimal amplitudes [28] and such a shift could even not exist. Finally, we emphasise that the method we will presented in Chapter 3 will bring directly to the result (1.51), for which locality is manifest.

### 1.5 Modern applications

In recent years, on-shell methods have proved to be extremely powerful in the study of EFTs. Among other applications, they appeared as prominent tools in the study of the SMEFT and (classical) gravitational binary systems.

The SMEFT is a systematic and model-independent framework to characterise both experimental deviation from predictions of the Standard Model (SM) and its possible extensions (for a review, see [68] and references therein), assuming that the light degrees of freedom are all those of the SM. Indeed, up to now, most of the measurements in accelerator experiments of cross-sections are compatible with SM theoretical predictions and no new physics has been observed. Nonetheless, the SM is expected to be an incomplete description of Nature: many theoretical puzzles are still unsolved, including but not limited to the hierarchy problem, the magnitude of the quartic $\lambda$ coupling of the Higgs, the origin of CP violation in the quark sector, or the unnatural pattern of the Yukawa couplings. More recently, also an experimental deviation from SM predictions has been measured in the $g_{\mu}-2$ experiment. [69-71].
Then, how should we look for new physics beyond the SM? When considering extensions of the SM, additional heavy modes with mass $\Lambda$ can be integrated out at electro-weak energy scales $E_{\mathrm{EW}} \ll \Lambda$. In the Lagrangian formalism, we have some effective interac-
tions which can be organised in terms of their mass dimension as

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SMEFT}}=\mathcal{L}_{\mathrm{SM}}+\sum_{i, j} \frac{c_{i}^{(j)}}{\Lambda^{j-4}} \mathcal{O}_{i}^{(j)} \tag{1.52}
\end{equation*}
$$

The first example is the dimension-five Weinberg operators [72] which generate light Majorana-like neutrino masses:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SMEFT}}=\mathcal{L}_{\mathrm{SM}}+\frac{C_{m n}}{\Lambda_{L}}\left(\epsilon_{i k} \epsilon_{j l} L_{m}^{i} L_{n}^{j} H^{k} H^{l}+\epsilon^{i k} \epsilon^{j l} \bar{L}_{m i} \bar{L}_{n j} \bar{H}_{k} \bar{H}_{l}\right) \tag{1.53}
\end{equation*}
$$

where $m, n=1,2,3$ are flavour indices and $i, j$ are $S U(2)$ indices, and $\Lambda_{L}$ is the natural cut-off of the effective theory. More precisely $\Lambda_{L}$ is the cut-off scale for effective interactions which violate lepton and baryon numbers, as opposed to the scale $\Lambda$ associated with lepton/baryon number preserving interactions. Experimental constraints on the neutrino masses put the lower bound on the cut-off scale at $\Lambda_{L} / C_{m n} \gtrsim 10^{15} \mathrm{GeV}$, which are scales currently impracticable for the observation of new physics.
In fact, the leading contributions to the SMEFT come from dimension-six operators [73-79], but there are interesting processes for which the dominant contribution comes from even higher-dimensional operators. Some examples include the light-by-light scattering [80], the light production via gluon fusion [81] and the neutral bosons production [82] and even, in some scenarios, the $g_{\mu}-2$ [83] and Higgs production in association with a $W$ boson [84], which receives the first contribution from dimension-eight operators. dimension-eight operators can play a relevant role even when appearing as subleading contributions [85], and recent studies of their impact on SMEFT have been performed [86-90].

In this context, on-shell methods are acquiring a prominent role. They have been used to discover non-interference theorems between dimension-six operators and the SM [91], to study positivity bounds on Wilson coefficients [92-96] and natural zeros for Wilson coefficient in the matching between UV and IR theory [97]. Crucially, on-shell techniques played a key role in the study of the anomalous dimensions of irrelevant interactions in the SMEFT [98-107], to understand the patterns of zeros in the oneloop anomalous dimension matrix for dimension-six operators in the SMEFT [108-110] and, as we have already mentioned, in the classification of SMEFT interactions [20, 111-122].

The breakthroughs in gravitational-wave science, with the observations by the LIGO and Virgo collaborations [123, 124], has opened new windows to observations in astronomy, cosmology, and particle physics. Gravitational waves can be the key to answering longstanding questions in these areas and offers an observational test of gravitational processes involving huge energy scales, which could have never been probed by experiment. The LIGO and Virgo detectors precision will grow further in future upgrades, and this demands very accurate theoretical predictions, which will be encoded in waveform templates utilized for the gravitational-wave detection and the extraction of source parameters. This calls for high-energy physicists to develop a new theoretical framework to study signals with more and more accuracy.

Traditionally, this is approached using effective one-body, numerical relativity, gravitational self-force, and perturbation theory in the post-Newtonian (PN), post-Minkowskian $(\mathrm{PM})^{8}$, and non-relativistic general relativity frameworks. In the context of on-shell

[^4]techniques and scattering amplitudes, the new discoveries started a program for understanding the nature of gravitational wave sources by the collapse of binary systems of celestial objects (black holes and neutron stars, mostly in the inspiral phase of the merging). Although some studies in this context can be traced back to the seventies [125, 126] with some more recent developments [127-129], the program for understanding the nature of gravitational-wave sources is based on tools from scattering amplitudes and effective field theory (EFT) exploded in the last five-ten years [130-143]. These ideas culminated with advancing the state-of-the-art computation to order in the PM expansion to $\mathcal{O}\left(G^{3}\right)$ [144, 145]. This result has been confirmed in a number of studies [146-150], including radiation [151-155]. Moreover, scattering amplitude techniques allowed to compute the conservative two-body scattering dynamics up to $\mathcal{O}\left(G^{4}\right)$ in all orders in velocity [156, 157], and to lower orders in $G$ including spin effects [158-167], tidal effects [168-172] and higher-derivative interactions $[173,174]^{9}$.

Besides the above-mentioned line of research, there are other important topics which are very important in the development of on-shell methods which we will not mention in this thesis: for example, the strong hint for hidden geometric structures in perturbative scattering amplitudes [189] (for a review, see [190, 191] and references therein), the colour-kinematics duality and the double copy map which links amplitudes in scalar, gauge and gravitational theories [192, 193] (see [65, 194] and references therein), the study and analytic calculation of Feynman integrals (for a modern and comprehensive review, see [195-197]), the study of cosmological correlators in de Sitter spacetime using on-shell inspired methods [198] (see also [199]), or the $\mathcal{N}=4$ Super-Yang-Mills highloop computations [200-206].

### 1.6 Summary of the thesis

This thesis is structured according to the following order:

- First, we consider amplitudes which are polynomial in the kinematic variables, i.e. contact terms.
- Second, we show how to glue such contact terms to produce tree-level amplitudes.
- We show how $d$-dimensional generalised unitarity is enough to construct amplitudes and form factors at loop level.
- Finally, we apply on-shell methods to study relevant (loop) amplitudes in the context of SMEFT and classical General Relativity (GR).

In particular, the material in the various chapters is organised as follows:

1. In Chapter 2, we show the classification of the simplest scattering amplitudes, i.e. contact terms. First, we introduced a new strategy for purely massless theories,

[^5]which can be generalised to give a basis of contact terms in any EFT in four dimensions, with masses and higher-spin particles. This chapter is based on [20].
2. In Chapter 3, we present a recursive on-shell alternative to BCFW-like recursion relations, which is valid for any theory. In particular, we first review how Lie algebra structures follow from tree-level unitarity of four-point amplitudes in gauge theories. Then, we show how to generalise the algorithm to higher-point tree-level amplitudes. Finally, we show how unitarity and locality fix anomaly cancellation conditions in the Standard Model. Most of this chapter is based on the work presented in [104].
3. In Chapter 4, we show how Dimensional Reconstruction Techniques allow computing loop amplitudes, including rational terms, from $d$-dimensional generalised unitarity. We generalised these techniques to form factors which are relevant to the Higgs decay into gluons, following the paper [207].
4. In Chapter 5, we present the techniques needed to compute the full mixing matrix between dimension-eight operators in the SMEFT. Partial results are shown explicitly for the operators relevant for the Higgs production in association with a $W$-boson through $p p$ scattering. The complete result is given in the ancillary files of [104].
5. In Chapter 6, we present the calculations of the corrections to the deflection angle and the time delay of light and gravitons from a heavy source (like a black hole), induced by higher-derivative interactions beyond GR, using the eikonal (exponential) form of the corresponding two-to-two gravitational scattering amplitude. These results were presented in [174].
6. Finally, some appendices are presented. In Appendix A, we review (massless and massive) spinor helicity formalism in four dimensions, massless spinor helicity formalism in six dimensions, and some basics of momentum twistors relevant for the generation of rational kinematics and some basic concepts of finite field arithmetic. In Appendix B, we fix our conventions in the SMEFT and we provide the three-point amplitudes of the Standard Model. In Appendix C, we give some details on the computation of six-dimensional tree-level amplitudes relevant for computations in Chapther 4. Finally, in Appendix D, we provide the analytic results of the one-loop Feynman integrals appearing in this thesis.

## Chapter 2

## Minimal Amplitudes Bases for EFTs

In general, the classification of irrelevant operators in an EFT is a complicated task. The counting of non-redundant operators can be performed via the Hilbert series method, as shown in [208-210], however, explicit construction of the SMEFT operators is rather involved. Traditional techniques require taking care separately of many sources of redundancy, e.g. Bianchi identities and IBP identities of operators with derivative insertions, field redefinitions and Fierz identities. More recently, as discussed in the introduction, a more direct way of constructing this basis has been proposed, which relies on the classification of the independent effective interactions directly from their S-matrix elements, and has been used to classify all the SMEFT operators up to mass dimension nine [117, 118]. Indeed, in the context of weakly coupled EFTs, the on-shell program provides us with an alternative to the standard Lagrangian EFTs, where the information of the theory beyond the IR physics is encoded by adding irrelevant operators. In particular, it exists a one-to-one correspondence between irrelevant independent operators and minimal amplitudes, i.e. terms in the low-energy expansion of the S-matrix which are polynomial in the kinematic variables (and are linear in the Wilson coefficients). This means that from the S-matrix perspective the classification and enumeration of independent operators [208-212] are equivalent to finding a basis of kinematically independent polynomial structures in the amplitudes [62, 213]. From these "building blocks", higherpoint tree-level amplitudes can be constructed from the knowledge of the factorisation channels.

The classification program was carried out mainly in four dimensions where we take advantage of the simplicity of both massless [214-217] and massive [18] spinor helicity formalism. Generic techniques to classify fully massless interactions have been worked out in previous works mentioned in the introduction. For massive particles, the authors of $[19,116]$ introduced an unbolding/bolding procedure to classify massive structures from their massless counterparts, and they presented a strategy to tackle this problem for four-point contact terms and particles with spin $S \leq 1$. An alternative strategy valid for any multiplicity and any spin has been presented in [218], but this method does not allow for a clear one-to-one correspondence between independent structures and operators. A general method for massive particles with any mass, spin and multiplicity has only been developed recently $[20,121]$

In this chapter, we present the method to classify generic contact terms in fourdimension of [20], for any mass, spin and multiplicity ( $n \geq 4$, the classification for $n=3$ is known [16-19]), starting from the graph method presented in [104], strengthen by the unbolding/bolding procedure of $[19,116]$ which we implement at the level of


Figure 2.1: The graph associate to the kinematic structures $\langle 23\rangle\langle 31\rangle^{3}[12]^{2}[14][32]$ and $\langle 23\rangle\langle 34\rangle[13][14][25]$ respectively.
graphs. In this algorithm, structures involving powers of any mass are always regarded as kinematically independent from structures with fewer powers of mass. This allows for a clear one-to-one correspondence between independent contact terms and operators in massive EFTs.

This chapter is organised as follows. In Section 2.1 we review the graph method introduced in [104], giving more details on the algorithm and its implementation. In Section 2.2 we will extend the method to the structures involving massive spinor variables. In Section 2.3, we work out explicitly four examples: the classification of SMEFT operators (with some details about the identical particles and the Lie algebra structures), the classification of $D^{2 n} F^{4}$ operators in $\mathrm{SU}(N)$ Yang-Mills theories, of dimension-six interactions between (charged and uncharged) massive and massless vectors and of quadratic-in-spin (spin-)tidal interactions in gravity.

### 2.1 The massless basis

### 2.1.1 Kinematic structures from graphs

A simple way to find all possible Lorentz invariant structures in four dimensions is to identify them with an oriented graph with two types of edges, where each vertex is associated with a particle, and the edges correspond to angle (red) or square (blue) brackets, as shown in Figure 2.1. The orientation of the edges then keeps track of the ordering in the spinor brackets and thus provides potential minus signs.

The valency of each vertex is given by two natural numbers $v^{i}=\left(v_{a}^{i}, v_{s}^{i}\right)$ such that $v_{s}^{i}-v_{a}^{i}=2 h_{i}$ is the helicity of the $i^{\text {th }}$ particle. In general, we consider polynomial structures with an arbitrary number of momentum insertions $n_{\partial} \geq 0$. Each momentum in the structure can be assigned to any of the $n$ states, which increases the valency of the corresponding vertex by $(1,1)$. Then the number of momenta associated with each vertex is $\min \left\{v_{a}^{i}, v_{s}^{i}\right\}$. Moreover, for reasons which will become clear in the next section, it is crucial to consider a circular embedding for our graphs, i.e. we take all the vertices to be ordered points on a circle.

We can associate to each graph a couple of $n \times n$ adjacency matrices $(\mathbf{A}, \mathbf{S})$, whose elements are non-negative integer numbers: each element $A_{i j} \geq 0$ (or $S_{i j} \geq 0$ ) indicates the number of red (or blue) edges going from the $i^{\text {th }}$-vertex to the $j^{\text {th }}$-vertex. Finally, there is a trivial map $\mathbb{M}$ from the adjacency matrices to the corresponding polynomial


Figure 2.2: Graphical representation of the relation [13][24] $=[14][23]+[12][34]$. Then Schouten identities are equivalent to untying crossings for both the two kinds of edges (red and blue) in the graph.
spinor structure:

$$
\begin{equation*}
\mathbb{M}(\mathbf{A}, \mathbf{S})=\prod_{i, j=1}^{n}\langle i j\rangle^{A_{i j}}[i j]^{S_{i j}} \tag{2.1}
\end{equation*}
$$

This map is in general non-invertible, because the spinor brackets are antisymmetric $(\langle i j\rangle=-\langle j i\rangle,[i j]=-[j i])$. Then we restrict without loss of generality to upper-half triangular adjacency matrices $\left(A_{i j}=0\right.$ and $S_{i j}=0$ if $\left.i \geq j\right)$, in order to make the correspondence between polynomial structures and graphs one-to-one.

At this point, we are interested in finding a basis of structures that are independent up to Schouten identity and momentum conservation. Notice that the former acts separately on the angle and square invariants, while the latter mixes the two structures. In the following sections, we will show how to deal with these identities in terms of the graphs mentioned above.

### 2.1.2 Schouten identities

Schouten identities for angle and square brackets read

$$
\begin{align*}
\left\langle i_{1} i_{2}\right\rangle\left\langle i_{3} i_{4}\right\rangle+\left\langle i_{2} i_{3}\right\rangle\left\langle i_{1} i_{4}\right\rangle+\left\langle i_{3} i_{1}\right\rangle\left\langle i_{2} i_{4}\right\rangle & =0, \\
{\left[i_{1} i_{2}\right]\left[i_{3} i_{4}\right]+\left[i_{2} i_{3}\right]\left[i_{1} i_{4}\right]+\left[i_{3} i_{1}\right]\left[i_{2} i_{4}\right] } & =0 . \tag{2.2}
\end{align*}
$$

Thinking of the kinematic structures in terms of graphs, specifically using the circular embedding already mentioned, if ( $i_{1}, i_{2}, i_{3}, i_{4}$ ) are arranged in cyclic order, we notice that $\left\langle i_{1} i_{3}\right\rangle\left\langle i_{2} i_{4}\right\rangle$ correspond to intersecting edges in the graph, while $\left\langle i_{1} i_{2}\right\rangle\left\langle i_{3} i_{4}\right\rangle$ and $\left\langle i_{2} i_{3}\right\rangle\left\langle i_{1} i_{4}\right\rangle$ do not (the same is true for the square brackets). This is illustrated in Figure 2.2. In a generic graph, this relation can be applied recursively a finite number of times until we end up with a sum over graphs that do not have any crossings. It is then clear that a basis for kinematic structures that are independent under Schouten identity can be obtained by classifying all planar graphs associated with a polynomial kinematic structure.

It is easy to see that the planarity of the graph translates into a sharp condition on the adjacency matrices associated with it:

$$
\begin{equation*}
\text { if } A_{i j} \neq 0, \quad A_{k l}=0 \text { for } i<k<j<l \leq n, \tag{2.3}
\end{equation*}
$$

for any $i=1, \ldots, n$ and $j=i+2, \ldots, n-1$. Indeed, to have an intersection between the edges $(i, j)$ and $(k, l)$, the vertices must have the order specified above. In particular,
the number of crossings of a graph is given by the sum

$$
\begin{equation*}
n_{\times}=\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} A_{i j} \sum_{l=j+1}^{n} \sum_{k=i+1}^{j-1} A_{k l} \tag{2.4}
\end{equation*}
$$

where the extrema of the sums are consistent with the restriction to upped-half triangular adjacency matrices.

This also provides an algorithmic method to write any non-planar structure in terms of planar ones. Indeed, if we consider a graph $(\mathbf{A}, \mathbf{S})$ for which, for example, the red edges are non-planar, i.e. if in (2.3) any of the $A_{k l} \neq 0$, then we can recursively untie the corresponding crossing(s) using

$$
\begin{equation*}
\mathbb{M}(\mathbf{A}, \mathbf{S})=\mathbb{M}\left(\mathbf{A}+\mathbf{E}_{(k l)}^{(i j)}, \mathbf{S}\right)+\mathbb{M}\left(\mathbf{A}+\mathbf{F}_{(k l)}^{(i j)}, \mathbf{S}\right) \tag{2.5}
\end{equation*}
$$

where

$$
\begin{align*}
E_{(k l), a b}^{(i j)} & =-\delta_{a, i} \delta_{b, j}-\delta_{a, k} \delta_{b, l}+\delta_{a, i} \delta_{b, k}+\delta_{a, j} \delta_{b, l},  \tag{2.6}\\
F_{(k l), a b}^{(i j)} & =-\delta_{a, i} \delta_{b, j}-\delta_{a, k} \delta_{b, l}+\delta_{a, i} \delta_{b, l}+\delta_{a, j} \delta_{b, k} \tag{2.7}
\end{align*}
$$

Applying such decomposition a finite number of times, every non-planar structure can be written as a linear combination of planar ones. A proof of this statement is given at the end of this section.

This algorithm can be used to find a basis of $\operatorname{SU}(2)$ singlets in the tensor product of any finite-dimensional representation of the $\mathrm{SU}(2)$ group. In fact, any tensor that transforms in a representation $\mathbf{2 q + 1}$ can be written as a totally symmetric tensor $T^{a_{1} \cdots a_{q}}=T^{\left(a_{1} \cdots a_{q}\right)}$, where $a_{i}$ are indices in the fundamental of $\operatorname{SU}(2)$. The singlets are given by contractions of any product of tensors of this kind with $\epsilon_{a_{1} a_{2}}=-\epsilon_{a_{2} a_{1}}$ and the Schouten identities are equivalent to

$$
\begin{equation*}
\epsilon_{\left[a_{1} a_{2}\right.} \epsilon_{\left.a_{3}\right] a_{4}}=0 . \tag{2.8}
\end{equation*}
$$

Then to any tensor $T$ we can associate a vertex with valency $q$, and the edges correspond to contractions of two $\mathrm{SU}(2)$ indices through an $\epsilon_{a_{i} a_{j}}$. Any loop is then automatically zero because

$$
\begin{equation*}
T^{a_{1} \cdots a_{i} \cdots a_{j} \cdots a_{n}} \epsilon_{a_{i} a_{j}}=0 . \tag{2.9}
\end{equation*}
$$

This observation is useful if we want to apply our method to select a basis of independent $\mathrm{SU}(2)$ gauge structures (see for example [104]), or when we will consider polynomial structures with masses involved because the little group for massive particles in four dimensions is exactly $\operatorname{SU}(2)$. This could also be applied to the Lorentz group $\operatorname{SL}(2, \mathbb{C})$, because the finite-dimensional representations are in one-to-one correspondence with those of $\mathrm{SU}(2) \times \mathrm{SU}(2)$.

## Reduction to the planar basis

In this section, we give details on the algorithm to decompose spinor structures corresponding to a non-planar graph into our basis, given by the set of structures related to planar graphs. Such decomposition amounts to repeatedly applying Schouten identities, which act separately on angle and square invariants. Then for simplicity, we are going
to consider Lorentz invariant structures with only angle invariants $\left(S_{i j}=0 \forall i, j\right)$. The condition that identifies a crossing between the edges $(i, j)$ and $(k, l)$ is

$$
\begin{equation*}
A_{a b} \neq 0, \quad A_{c d} \neq 0, \quad a<c<b<d . \tag{2.10}
\end{equation*}
$$

Obviously, there are a finite number of edges (and crossings) associated with each vertex. We can consider the total number of crossings of the matrices $\mathbf{A}$ and $\mathbf{A}+\mathbf{E}_{(c, d)}^{(a, b)}$, which we call $n_{\times}$and $n_{\times}^{\prime}$, respectively. Then, proving that

$$
\begin{equation*}
n_{\times}^{\prime}-n_{\times}<0 \tag{2.11}
\end{equation*}
$$

is equivalent to the statement that every non-planar graph can be decomposed as a sum of planar ones in a finite number of steps. We have

$$
\begin{equation*}
n_{\times}^{\prime}-n_{\times}=\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{l=j+1}^{n} \sum_{k=i+1}^{j-1}\left(A_{i j} E_{(c d), k l}^{(a b)}+E_{(c d), i j}^{(a b)} A_{k l}+E_{(c d), i j}^{(a b)} E_{(c d), k l}^{(a b)}\right) \tag{2.12}
\end{equation*}
$$

where

$$
\begin{align*}
& \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{l=j+1}^{n} \sum_{k=i+1}^{j-1} A_{i j} E_{(c d), k l}^{(a b)}=\left(-\sum_{i=c}^{b-1} \sum_{j=c+1}^{n}-\sum_{i=c+1}^{b} \sum_{j=d+1}^{n}+\sum_{i=a+1}^{b-1} \sum_{j=c+1}^{b}\right) A_{i j},  \tag{2.13}\\
& \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{l=j+1}^{n} \sum_{k=i+1}^{j-1} E_{(c d), i j}^{(a b)} A_{k l}=\left(-\sum_{i=1}^{a-1} \sum_{j=c}^{b-1}-\sum_{i=1}^{c-1} \sum_{j=c+1}^{b}+\sum_{i=c}^{b-1} \sum_{j=b+1}^{d-1}\right) A_{i j},  \tag{2.14}\\
& \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sum_{l=j+1}^{n} \sum_{k=i+1}^{j-1} E_{(c d), i j}^{(a b)} E_{(c d), k l}^{(a b)}=1 . \tag{2.15}
\end{align*}
$$

Summing these contributions, we find

$$
\begin{equation*}
n_{\times}^{\prime}-n_{\times} \leq-A_{a b}-A_{c d}+1<0 . \tag{2.16}
\end{equation*}
$$

The same is true for the difference between the total number of crossings of $\mathbf{A}$ and $\mathbf{A}+\mathbf{F}_{(c, d)}^{(a, b)}$.

Then, we need to choose a recursive way of eliminating all the crossings. We select $a, b, c, d$ so that we have (2.10) and they are the smallest (in the selected order). We apply the decomposition in equation (2.5) $\min \left\{A_{a b}, A_{c d}\right\}$ times and we repeat this step until we end up with a sum of planar structures. Obviously, this choice is not always the fastest route, but the decomposition into planar graphs does not require an optimised strategy.

### 2.1.3 Momentum conservation

Momentum conservation is more subtle and does not have a clear graph-based interpretation. On the other hand, the classification above allows for a massive simplification and the conditions to find a basis of spinor structures independent, up to both Schouten identity and momentum conservation, are easy to implement.

We can take into account most of the relations coming from momentum conservation simply by excluding the momentum of the $n^{\text {th }}$-particle from the previous assignment.

Then the $n^{\text {th }}$-vertex will have valency $\left(\frac{\left|h_{n}\right|+h_{n}}{2}, \frac{\left|h_{n}\right|-h_{n}}{2}\right)^{1}$. This is equivalent to imposing the constraint

$$
\begin{equation*}
p_{n}=-\sum_{i=1}^{n-1} p_{i} \tag{2.17}
\end{equation*}
$$

and we can discard from our basis any graph whose adjacency matrix does not satisfy the conditions

$$
\begin{equation*}
A_{\text {in }}=0 \quad \text { or } \quad S_{j n}=0, \tag{2.18}
\end{equation*}
$$

for any $i, j=1, \ldots, n-1$.
However, this is not the end of the story, because there are in general $n$ additional momentum conservation conditions that do not involve any insertions of the momentum of the $n^{\text {th }}$ particles:

$$
0= \begin{cases}\sum_{j=1}^{n-1}\langle i j\rangle[j n] & h_{n}>0  \tag{2.19}\\ n-1 \\ \sum_{j=1}^{n-1}\langle n j\rangle[j i] & h_{n}<0\end{cases}
$$

which are a consequence of the equation of motion for free particles $p_{n \alpha \dot{\alpha}} \widetilde{\lambda}_{n}^{\dot{\alpha}}=0=$ $\lambda_{n}^{\alpha} p_{n \alpha \dot{\alpha}}$. If $h_{n}=0$ the valency of the $n^{\text {th }}$ vertex is $(0,0)$ and there is only one additional condition to consider:

$$
\begin{equation*}
\left(\sum_{i=1}^{n-1} p_{i \alpha \dot{\alpha}}\right)^{2}=\sum_{i=1}^{n-2} \sum_{j=i+1}^{n-1} s_{i j}=p_{n}^{2}=0 . \tag{2.20}
\end{equation*}
$$

As already noticed in the previous section, Schouten identities do not change the valency of vertices in the multigraph, so they do not change the number of momenta associated with each vertex. Then, we have to find a set of elements in our planar basis which can be written as a linear combination of the others via momentum conservation. Once we have discarded all the polynomial structures in which we find the momentum of the $n^{\text {th }}$-particle, we need to carefully discard the structures that maximise their appearance in conditions (2.19) and (2.20). Since the edges $(1, n)$ and $(n-1, n)$ are always planar, the natural choice is to isolate terms where either $p_{1}$ or $p_{n-1}$ appears

[^6]and to write the additional momentum conservation conditions as ${ }^{2}$
\[

$$
\begin{align*}
& \begin{cases}\langle i(n-1)\rangle[(n-1) n]=-\sum_{j=1}^{n-2}\langle i j\rangle[j n] \\
\langle(n-1) 1\rangle[1 n]=-\sum_{j=2}^{n-2}\langle(n-1) j\rangle[j n] & h_{n}>0\end{cases} \\
& s_{1 n-1}=-\sum_{j=2}^{n-2} s_{1 j}-\sum_{i=2}^{n-2} \sum_{j=i+1}^{n-1} s_{i j}  \tag{2.21}\\
& \begin{cases}\langle n(n-1)\rangle[(n-1) i]=-\sum_{j=1}^{n-2}\langle n j\rangle[j i] \\
\langle n 1\rangle[1(n-1)]=-\sum_{j=2}^{n-2}\langle n j\rangle[j(n-1)]\end{cases} \\
& \left\{\begin{array}{l}
h_{n}<0
\end{array}\right.
\end{align*}
$$
\]

Notice that also the structures $\langle(n-1) 1\rangle[1 n]$ (for $h_{n}>0$, or $s_{1 n-1}$ and $\langle n 1\rangle[1 n-1]$ in the other cases) are always planar, because any source of non-planarity would come from $\langle i n\rangle$ invariants, which are always excluded by our choice of eliminating any momentum insertions of the $n^{\text {th }}$-particle. In other words, the valency of the $n^{\text {th }}$-vertex is $\left(h_{n}, 0\right)$ and $\left(0, h_{n}\right)$ for $h_{n} \leq 0$ and $h_{n}>0$, respectively.

The conditions on the adjacency matrices for the polynomial structures to be in our basis are trivial. We are going to write them in the case $h_{n}<0$ for simplicity:

$$
\begin{align*}
A_{n-1 n}=0 & \text { or } \quad S_{i n-1}=0 \\
A_{1 n}=0 & \text { or } \quad S_{1 n-1}=0 \tag{2.22}
\end{align*}
$$

Moreover, equations (2.21) provide an algorithmic way of writing linear relations of the structures in terms of the elements of our basis.

### 2.1.4 A summary of the algorithm

In this section, we elaborate on the algorithms that follow from the considerations discussed in the previous sections. In particular, we present, step-by-step, how to find a basis of kinematically independent minimal amplitudes associated with a given particle content (or field content of the associated irrelevant operators) and a specified mass dimension. For the moment, we will ignore complications coming from colour structures, which will be discussed briefly later in this chapter (for an extended discussion see for example [117]).

1. We start with an initial trivial assignment of nodes valencies determined by the field content of the operators we want to consider. In this step, we choose the arbitrary ordering of the particles in the circular embedding.

[^7]2. Accordingly to their mass dimension, such operators can have a number $n_{\partial}$ of derivatives. These derivatives correspond to momenta insertions in the associated minimal amplitudes. Then, we must consider all the permutations of the partitions of $n_{\partial}$ momentum insertions into at most $n-1$ integers. By doing so, we have already taken into account the conditions (2.18) coming from momentum conservation, i.e. we exclude any insertion of $n^{\text {th }}$ momentum.
3. Each momentum insertion modifies the valency of nodes, as explained in 2.1.1. Then, we have a set of possible valency assignations for the graphs and we need to generate the corresponding structures which are kinematically independent:
(a) We classify all the planar graphs with the valency assignment just found.
(b) From this set of graphs, we exclude those not satisfying the conditions (2.22).
(c) Using the map $\mathbb{M}$, we write down our basis of kinematically independent spinor structures ${ }^{3}$.
4. Operators may involve multiple insertions of the same field, i.e. we have identical particles in the minimal amplitude. For a detailed discussion see [212, 219]. In these cases, the set of kinematically independent structures does not correspond to an independent basis of EFT operators. In practice, we consider all the previously classified independent structures and we act on them with a proper Young projector over the labels of the identical states, as explained in Section 2.3.1. When summing over permutations we introduce terms which are not elements of our planar basis and we need an algorithm to write them as a linear combination of such elements ${ }^{4}$.
(a) The inverse map $\mathbb{M}^{-1}$ gives the graphs associated with such structures.
(b) We apply recursively (2.5) (both for the angles and squares invariants) a finite number of times to write such graph as a sum of planar terms.
(c) We might end up with terms which do not satisfy (2.18) or (2.22). Such terms must also be decomposed in our basis and the graph operations, equivalent to (2.17), is
\[

$$
\begin{equation*}
\mathbb{M}(\mathbf{A}, \mathbf{S})=-\sum_{k=1}^{n-1} \mathbb{M}\left(\mathbf{A}+\mathbf{G}_{(k)}^{(i)}, \mathbf{S}+\mathbf{G}_{(k)}^{(j)}\right) \tag{2.23}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
G_{(j), a b}^{(i)}=-\delta_{a, i} \delta_{b, n}+\delta_{a, i} \delta_{b, j} . \tag{2.24}
\end{equation*}
$$

Similarly we take into account the relations (2.21). Obviously, such operations never introduce negative powers of the Lorentz invariant structures, by construction.
(d) After applying momentum conservation identities, the terms in the sum might not be all planar and we have to recursively apply (2.5) again.

[^8]5. After this decomposition we end up with linear combinations of terms in the chosen basis and transforming properly under permutations of the particles.
6. Finally we check whether there is a linear relation between such terms.

### 2.1.5 Checking the algorithm

We performed several non-trivial checks on the algorithm just presented.

1. The procedure seems to rely a lot on the cyclic order chosen for the vertices of the graphs and the momenta which we want to eliminate (using momentum conservation and equation of motion). Different choices correspond simply to different but equivalent bases for the kinematic structures. We checked that the number of elements in the basis does not depend on these choices in many nontrivial examples, involving several particles, also with higher helicity, and a high number of momenta insertions.
2. Generating all the graphs we classify all the corresponding structures. We verified numerically (on rational kinematic, as explained in Appendix A.3) that the relations we find through our algorithm are correct and that they are all.
(a) In particular, once the basis $\left\{\mathbf{b}_{i}\right\}_{i=1, \ldots, N}$ is generated, we might ask whether additional identities exist, which have not been considered in our approach. If such relation exist, we can find rational non-zero coefficients $\left\{\alpha_{i}\right\}_{i=1, \ldots, N}$ such that

$$
\begin{equation*}
\sum_{i=1}^{N} \alpha_{i} \mathbf{b}_{i}=0 \tag{2.25}
\end{equation*}
$$

We generate $N$ independent rational kinematics and evaluate the RHS of the previous equation. By doing so we obtain a homogeneous linear system of $N$ equations in $N$ variables and, if its solution is $\alpha_{i}=0 \forall i$, we checked the full independence of the elements of the basis.
(b) In a similar way we can check completeness. It is easy to generate all the graph corresponding to the helicity assignments and distribution of momentum insertions $\left\{\mathbf{c}_{i}\right\}_{i=1, \ldots, M}$ and we want to find numerically the rational coefficients $\left\{\beta_{i j}\right\}_{i=1, \ldots, N, j=1, \ldots, M}$ such that

$$
\begin{equation*}
\mathbf{c}_{i}=\sum_{j=1}^{N} \beta_{i j} \mathbf{b}_{j} \tag{2.26}
\end{equation*}
$$

We evaluate $N+1$ times both LHS and RHS on random rational kinematics and we obtain an inhomogeneous linear system of $M \times(N+1)$ equations in $M \times N$ variables. If a solution exists, we have verified completeness. We can also check the solution against the linear relations found from the graphic decomposition described in detail in the previous section.

We always found that the bases were complete and their elements independent in several non-trivial cases. The linear relations match with the results of the graphic decomposition.

### 2.2 The massive basis

The classification of independent structures in massive theories involves more technical considerations, but a generalisation of the method presented above for fully massless theories is possible. There are two sources of such additional complications:

1. The little group structures,
2. The equations of motion involving mass terms.

Indeed, when classifying irrelevant interactions for massive theories, we have to be careful about the mass ordering of the independent structures, i.e. we should not consider the operators $\mathcal{O}_{\Delta}$ and $\mathcal{O}_{\Delta+2}=m_{i}^{2} \mathcal{O}_{\Delta}$ as independent when listing operators of dimension $\Delta$ and $\Delta+2$, for example.

In Section 2.1, we identified a basis of structures $\mathcal{B}=\left\{\mathbf{b}_{i}\right\}$ such that any other combination of spinors with the proper mass dimension and helicity configuration can be written as a linear combination of $\mathbf{b}_{i}$ 's.

When dealing with massive particles, we fix the helicity category ${ }^{5}$ and the mass dimension of the structures. We can identify a set of structures such that any element within the above-mentioned helicity category can be written as a linear combination in this basis. On the other hand, the latter will contain terms proportional to $m_{i}, \widetilde{m}_{i}$ (through the equation of motion) and $p_{i}^{2}$, which are redundant when we exploit the correspondence between polynomial kinematic structures and irrelevant operators.

Then, for a specified helicity category $\left(S_{1}, \ldots, S_{n}\right)$ and mass dimension $\Delta$, we will identify different bases that are relevant for different purposes:

- Kinematic basis: any spinorial structures within the chosen helicity category and mass dimension can be written as a linear combination of the terms in the basis. This basis contains also structures in different helicity categories, multiplied by powers of the masses. Such basis is the relevant one when we test our method numerically on rational kinematics as explained in Section 2.1.5 or we are interested in building an ansatz for amplitudes (for example, see [104]).
- Helicity category basis: any term proportional to $m_{i}$ or $\widetilde{m}_{i}$ is ruled out. This gives a basis of structures that are kinematically independent of each other modulo identities across different helicity categories. This basis is the relevant one when we classify independent minimal amplitudes in order of the mass dimension of the corresponding EFT operators. For example, when classifying terms of mass dimension $\Delta$, any terms proportional to $m_{i}$ or $\widetilde{m}_{i}$ have already been considered with arbitrary coefficients in the basis for terms with mass dimension $\Delta-1$. This will allow us to work effectively up to terms proportional to any power of the masses.


### 2.2.1 The Massive Little Group

When dealing with combinations of massive spinors, we must distinguish between spinors whose little group indices are contracted and those with free indices (to which

[^9]


Figure 2.3: Schouten identities w.r.t. LG indices (2.27) are again equivalent to untying crossings of edges anchored to the spin and momentum vertices associated with the same particle.
we will refer as free spinors). Since we are interested in structures that transform under irreducible representations of the little group, the free indices associated with a particle will automatically be fully symmetric ${ }^{6}$. This distinction suggests that we have to associate different vertices in the graph with each momentum (momentum vertices) and free spinor (spin vertex).

Schouten identities for the little group can involve either a momentum or a free spinor ( $p_{i \alpha \dot{\alpha}} \widetilde{\lambda}_{i \dot{\beta}}^{I}$ or $p_{i \alpha \dot{\alpha}} \lambda_{i \beta}^{I}$ ) or two momenta $p_{i \alpha \dot{\alpha}} p_{i \beta \dot{\beta}}$. We will show in detail that Schouten identities are again equivalent to untying the crossing of two edges, both anchored to momentum vertices and/or to the spin vertices. Indeed, considering the combinations mentioned above, with $p_{i \alpha \dot{\alpha}}=\lambda_{i \alpha}^{I} \lambda_{i \dot{\alpha} I}$ and antisymmetrising over two little group group indices, we find

$$
\begin{align*}
p_{i \alpha \dot{\alpha}} \widetilde{\lambda}_{i \dot{\beta}}^{I} & =p_{i \alpha \dot{\beta}} \widetilde{\lambda}_{i \dot{\alpha}}^{I}-\epsilon_{\dot{\alpha} \dot{\beta}} p_{i \alpha \dot{\gamma}} \widetilde{\lambda}_{i}^{I \dot{\dot{ }}}, \\
p_{i \alpha \dot{\alpha}} p_{i \beta \dot{\beta}} & =p_{i \beta \dot{\alpha} \dot{\alpha}} p_{i \alpha \dot{\beta}}-\epsilon_{\alpha \beta} p_{i \gamma \dot{\alpha}} p_{i \dot{\beta}}^{\gamma} \tag{2.27}
\end{align*},
$$

and their "conjugates", which are identical to the relations one would find applying the antisymmetrisation directly over the $\mathrm{SL}(2, \mathbb{C})$ indices. We show their graph representation in Figure 2.3.

We should emphasise a crucial point: since we are looking for a basis of polynomial structures with a well-defined notion of mass ordering, momentum vertices must be all succeeding (or all preceding) the spin vertex. Indeed, we want the combinations which are proportional to higher powers of the mass to be always planar. This is not guaranteed if the condition mentioned above is lifted, as shown in Figure 2.4.

### 2.2.2 Equations of Motion

So far we find a proliferation of vertices, each particle is associated with a vertex carrying both helicity weight and momentum insertions for massless particles and only spin
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$=\prod_{k}^{i}$


Figure 2.4: The notion of mass ordering requires that momentum vertices succeed (or precede) the spin vertex, as dictated by the on-shell conditions $p_{i \alpha \dot{\alpha}} \widetilde{\lambda}_{i}^{\dot{\alpha} I}=\widetilde{m}_{i} \lambda_{i \alpha}^{I}$ and $p_{i \alpha \dot{\alpha}} p_{i}^{\dot{\alpha} \beta}=M_{i}^{2} \delta_{\alpha}^{\beta}$.
weight for a massive one. Besides, in the latter case, we need to add a vertex next to the spin vertex of the corresponding particle for each insertion of massive momenta. The order of momentum vertices among themselves is irrelevant, even though it seems crucial when we are dealing with planar graphs only.

In this section, we will show how the Dirac equation for the spinors allows mapping our problem to a finite set of fully massless classifications. Then, before dealing with momentum conservation identities, we simplify our problem by using the graph equivalent of the unbolding-bolding procedure presented in [116].

In the previous section, we have shown that choosing carefully the arrangement of the momentum vertices in the circular embedding is essential to guarantee that any polynomial structure can be written as a linear combination of structures in our basis which have the same number of explicit mass powers or higher. This suggests that there could be a way to classify independent spinor structures with fixed powers of mass, i.e. a classification modulo equations of motion, excluding all the graphs where any momentum vertex is connected to the corresponding spin vertex. The key observation is the following: unbolded graphs, i.e. graphs for which we do not distinguish between momentum and spin vertices, are in one-to-one correspondence with planar "massive"bolded graphs for which no momentum vertex is linked to the corresponding spin vertex and between themselves, and the edges are not crossing. An example of this is illustrated in Figure 2.5.

When we deal with massive structures, we have to introduce a notion of transversality, because the spins characterise our structures only partially. Indeed, when we consider, for example, a spin- 1 particle, its polarisation tensor (that we define to be dimensionless) could in principle be defined in several ways:

$$
\begin{equation*}
\frac{\lambda_{\alpha}^{(I} \lambda_{\beta}^{J)}}{m}, \quad \frac{\lambda_{\alpha}^{\left(I \widetilde{\lambda}_{\dot{\alpha}}^{J)}\right.}}{M}, \quad \frac{\widetilde{\lambda}_{\dot{\alpha}}^{\left(I \widetilde{\lambda}_{\dot{\beta}}^{J}\right)}}{\widetilde{m}}, \tag{2.28}
\end{equation*}
$$

which correspond to transversality $-1,0$, and +1 in our notation. In general, the





Figure 2.5: We considered the planar graphs associated terms in the helicity category $\left(1^{1_{0}}, 2^{1_{0}}, 3^{+1}, 4^{-1}\right)$ and mass dimension 6 . For simplicity, we did not consider a priori the ones with insertions of $p_{4}$ and those proportional to any insertion of $M_{1}$ and $M_{2}$. We are showing both the unbolded and the bolded versions of the graphs to make the one-to-one correspondence evident. The two framed graphs correspond to our basis after taking into account momentum conservation.
transversality can take the values $C=-J,-J+1, \ldots, J$ and we will specify it as $J_{C}$. The set of transversalities and helicities identify the helicity category of the structure.

Any edge, linking a momentum vertex with its respective spin vertex, gives a power of the mass and changes the transversality of the structure:

$$
\begin{equation*}
p_{i \alpha \alpha} \widetilde{\lambda}_{i}^{\dot{\alpha} I}=\widetilde{m}_{i} \lambda_{i \alpha}^{I}, \quad p_{i}^{\dot{\alpha} \alpha} \lambda_{i \alpha}^{I}=m_{i} \widetilde{\lambda}_{i}^{\dot{\alpha} I} \tag{2.29}
\end{equation*}
$$

or graphically

Indeed, given the valency of the spin vertex of the $i^{\text {th }}$-particle $\left(v_{a}^{i}, v_{s}^{i}\right)$, then $J=$ $v_{a}^{i}+v_{s}^{i}$ and $C=v_{s}^{i}-v_{a}^{i}$. When we classify the combinations in the helicity category $\left(\left\{i^{S_{i}}\right\}_{i=1, \ldots, n}\right.$ ) (with $S_{i}=J_{i C_{i}}$ or $S_{i}=h_{i}$ for massive and massless particles, respectively) and mass dimension $\Delta$, the number of momentum insertions is $\Delta-\sum_{i=1}^{n}\left|S_{i}\right|$. Then, if we are interested in the kinematic basis, in addition to the structures with the chosen transversality and no mass insertion (helicity category basis), we need to consider also the terms in which the equations of motion change the transversality. We consider the example shown in Figure 2.5, i.e. $\left(1^{1_{0}}, 2^{1_{0}}, 3^{+1}, 4^{-1}\right)_{6}$ : we also need to classify
$\left(1^{1+1}, 2^{1_{0}}, 3^{+1}, 4^{-1}\right)_{5},\left(1^{1_{-1}}, 2^{1_{0}}, 3^{+1}, 4^{-1}\right)_{5},\left(1^{1_{0}}, 2^{1+1}, 3^{+1}, 4^{-1}\right)_{5},\left(1^{1_{0}}, 2^{1-1}, 3^{+1}, 4^{-1}\right)_{5}$
(multiplied by $\widetilde{m}_{1}, m_{1}, \widetilde{m}_{2}, m_{2}$ respectively) and $\left(1^{1+1}, 2^{1+1}, 3^{+1}, 4^{-1}\right)_{4},\left(1^{1-1}, 2^{1+1}, 3^{+1}, 4^{-1}\right)_{4}$, $\left(1^{1+1}, 2^{1-1}, 3^{+1}, 4^{-1}\right)_{4},\left(1^{1-1}, 2^{1-1}, 3^{+1}, 4^{-1}\right)_{4}$ (all multiplied by $\widetilde{m}_{1} \widetilde{m}_{2}, m_{1} \widetilde{m}_{2}, \widetilde{m}_{1} m_{2}$, $\left.m_{1} m_{2}\right)^{7}$ :

$$
\begin{align*}
& \left.\left\{\langle\mathbf{1 2}\rangle[\mathbf{1 2}]\langle 4| p_{2} \mid 3\right]^{2},-\left\langle\mathbf{1 4 \rangle}\langle\mathbf{2 4 \rangle}\rangle \mathbf{1 3 ]}[\mathbf{2 3}]\langle 3| p_{2}\right| 3\right], \\
& \left.\left.\quad-\widetilde{m}_{1}\langle\mathbf{1 2}\rangle\langle\mathbf{1 4 \rangle}\rangle[\mathbf{2 3}]\langle 4| p_{2} \mid 3\right],-m_{1}[\mathbf{1 2}]\left\langle\mathbf{2 4 \rangle}[\mathbf{1 3}]\langle 4| p_{2}\right| 3\right] \\
& \left.\left.\left.-\widetilde{m}_{2}\langle\mathbf{1 2}\rangle\langle\mathbf{2 4 \rangle}\rangle \mathbf{1 3}\right]\langle 4| p_{2} \mid 3\right],-m_{2}[\mathbf{1 2}]\langle\mathbf{1 4}\rangle[\mathbf{2 3}]\langle 4| p_{2} \mid 3\right],  \tag{2.30}\\
& \left.\widetilde{m}_{1} m_{2}\langle\mathbf{1 4}\rangle^{2}[\mathbf{2 3}]^{2}, m_{1} \widetilde{m}_{2}\langle\mathbf{2 4}\rangle^{2}[\mathbf{1 3}]^{2}\right\} .
\end{align*}
$$

and the structures $\left(1^{1_{0}}, 2^{1_{0}}, 3^{+1}, 4^{-1}\right)_{4}$, multiplied by both $M_{1}^{2}$ and $M_{2}^{2}$ :

$$
\begin{equation*}
\left\{M_{1}^{2}\langle\mathbf{1 4}\rangle\langle\mathbf{2} 4\rangle[\mathbf{1 3}]\langle\mathbf{2 3}\rangle, M_{2}^{2}\langle\mathbf{1 4}\rangle\langle\mathbf{2} 4\rangle[\mathbf{1 3}]\langle\mathbf{2 3}\rangle\right\} . \tag{2.31}
\end{equation*}
$$

Such terms are generated by the contractions $p_{i \alpha \dot{\alpha}} p_{i}^{\dot{\alpha} \beta}=M_{i}^{2} \delta_{\alpha}^{\beta}$ and $p_{i}^{\dot{\alpha} \alpha} p_{i \alpha \dot{\beta}}=M_{i}^{2} \delta_{\dot{\beta}}^{\dot{\alpha}}$, or graphically


The total power of the masses cannot exceed the number of momentum insertions in the original structure. In particular, the maximum power of the $i^{\text {th }}$-particle mass in the kinematic basis is

$$
\begin{equation*}
\min \left\{\max \left\{\left|C_{i}-J_{i}\right|,\left|C_{i}+J_{i}\right|\right\}, \Delta-\sum_{i=1}^{n}\left|S_{i}\right|\right\} . \tag{2.32}
\end{equation*}
$$

### 2.2.3 Momentum Conservation

When dealing with massive structures, momentum conservation identities involve more subtleties. First, we can always choose a particle whose momentum does never appear in the structure: for example, the $n^{\text {th }}$-state. Then, we can write the remaining momentum

[^11]conservation identities as
\[

$$
\begin{gather*}
\left.\left.\left.p_{n-1} \mid n^{I}\right]=-\sum_{i=1}^{n-2} p_{i} \mid n^{I}\right]-p_{n} \mid n^{I}\right] \\
\left\langle n^{I}\right| p_{n-1}
\end{gather*}
$$=-\sum_{i=1}^{n-2}\left\langle n^{I}\right| p_{i}-\left\langle n^{I}\right| p_{n}, ~ $$
\begin{aligned}
&\left.\left\langle n^{I}\right| p_{1} \mid(n-1)^{J}\right]\left.=-\sum_{i=2}^{n-2}\left\langle n^{I}\right| p_{i} \mid(n-1)^{J}\right] \\
&\left.\left.-\left\langle n^{I}\right| p_{n} \mid(n-1)^{J}\right]-\left\langle n^{I}\right| p_{n-1} \mid(n-1)^{J}\right] \\
&\left.\left\langle(n-1)^{I}\right| p_{1} \mid n^{J}\right]\left.=-\sum_{i=2}^{n-2}\left\langle(n-1)^{I}\right| p_{i} \mid n^{J}\right]  \tag{2.33}\\
&\left.\left.-\left\langle(n-1)^{I}\right| p_{n} \mid n^{J}\right]-\left\langle(n-1)^{I}\right| p_{n-1} \mid n^{J}\right] \\
& 2 p_{1} \cdot p_{n-1}=M_{n}^{2}-\sum_{i=1}^{n-2} \sum_{j=i+1}^{n-1} 2 p_{i} \cdot p_{j}-\sum_{i=1}^{n-1} M_{i}^{2}
\end{aligned}
$$
\]

where the LG indices can be either contracted or not, or not be present at all (as the corresponding particle could be massless). We write these identities such that the terms with higher powers of the masses are independent, i.e. they can only be written as a linear combination of the structures with the same or higher mass powers. This allows us to effectively set them to zero and work modulo equations of motion $(\underset{\sim}{\sim})$, as explained in the previous section. For example, some of the equations in (2.33) look like

$$
\begin{gather*}
\left.\left.p_{n-1} \mid n^{I}\right] \stackrel{\mathrm{D}}{\sim}-\sum_{i=1}^{n-2} p_{i} \mid n^{I}\right] \\
\left.\left.\left\langle(n-1)^{I}\right| p_{1} \mid n^{J}\right] \stackrel{\mathrm{D}}{\simeq}-\sum_{i=2}^{n-2}\left\langle(n-1)^{I}\right| p_{i} \mid n^{J}\right]  \tag{2.34}\\
2 p_{1} \cdot p_{n-1} \stackrel{\mathrm{D}}{\sim}-\sum_{i=1}^{n-2} \sum_{j=i+1}^{n-1} 2 p_{i} \cdot p_{j}
\end{gather*}
$$

which resemble fully massless identities (2.21). Classifying the structures up to equations of motion means that we can put forward the identification

$$
\begin{equation*}
\left.\left.\left\langle j^{J}\right| p_{i} \mid k^{K}\right] \lambda_{i \alpha}^{I} \stackrel{\mathrm{D}}{\sim}\left\langle j^{J} i^{I}\right\rangle p_{i} \mid k^{K}\right]_{\alpha} \tag{2.35}
\end{equation*}
$$

and its "conjugate". This is equivalent to stating that the momentum conservation conditions for unbolded graphs are identical to the fully massless case, i.e. that we should not distinguish between spin and momentum vertices but only keep track of the number of momentum insertions for each particle. In particular, if the $n^{\text {th }}$ particle is either massless or $J_{n} \leq \frac{1}{2}$, momentum conservation identities for unbolded graphs are identical to the fully massless case, once we check if there are insertions of $p_{1}$ or $p_{n-1}$.

On the other hand, there is a subtlety when we consider fully massive structures or, in general, we choose to fully eliminate the momentum of a spin- $J$ massive particle whose transversality $C \neq-J, J$ and $J \geq 1$. In particular, in these cases, the structures $\left.\left\langle n^{I}\right| p_{1} \mid(n-1)^{J}\right]$ and $\left.\left\langle(n-1)^{I}\right| p_{1} \mid n^{J}\right]$ are not guaranteed to be planar because the spin
vertex of the $n^{\text {th }}$-particle has non-vanishing valency for the edges corresponding to both squares and angles, even if there are no momentum insertions associated to it. Nevertheless, these non-planar structures give additional momentum conservation constraints which should be taken into account.

An ad hoc solution to overcome this problem is the following:

1) We classify and count the number $m$ of independent structures, or planar graphs after redefining the valencies of the vertices as

$$
\begin{align*}
\left(v_{a}^{1}, v_{s}^{1}\right) & \rightarrow\left(v_{a}^{1}-l, v_{s}^{1}-l\right), \\
\left(v_{a}^{n-1}, v_{s}^{n-1}\right) & \rightarrow\left(v_{a}^{n-1}-l_{1}, v_{s}^{n-1}-l_{2}\right),  \tag{2.36}\\
\left(v_{a}^{n}, v_{s}^{n}\right) & \rightarrow\left(v_{a}^{n}-l_{2}, v_{s}^{n}-l_{1}\right),
\end{align*}
$$

where $l=l_{1}+l_{2}$. In this way, we classify the independent structures for which we factorise the product $\left.\left.\left\langle(n-1)^{I_{1}}\right| p_{1} \mid n^{J_{1}}\right]^{l_{1}}\left\langle n^{J_{2}}\right| p_{1} \mid(n-1)^{I_{2}}\right]^{l_{2}}$.
2) If we restore the factorised edges in the graphs obtained in this classification as

$$
\begin{align*}
A_{i, 1 n-1} & \rightarrow A_{i, 1 n-1}+l_{1}, \\
A_{i, 1 n} & \rightarrow A_{i, 1 n}+l_{2},  \tag{2.37}\\
S_{i, 1 n-1} & \rightarrow S_{i, 1 n-1}+l_{2}, \\
S_{i, 1 n} & \rightarrow S_{i, 1 n}+l_{1},
\end{align*}
$$

for $i=1, \ldots, m$, we obtain a series of planar and non-planar graphs. The structures corresponding to planar graphs in this classification must be removed from our basis.
3) Non-planar structures must be treated separately. There is a unique source of nonplanarity in these graphs and, using iteratively Schouten identities, we can write these non-planar structures as linear combinations of planar ones. In particular, we find

and its "conjugate". Using momentum conservation on the LHS we can trade $p_{1}$ insertions with a sum of structures which do not depend on neither $p_{1}, p_{n-1}$ nor $p_{n}$. This means that each non-planar structure gives a linear constraint for terms appearing on the RHS.
4) Then, we can discard a number $m$ of graphs whose adjacency matrices satisfy the conditions

$$
\begin{equation*}
A_{1 n}>0, \quad S_{1 n}>0, \quad \exists i \text { s.t. } S_{i n-1}>0, \tag{2.39}
\end{equation*}
$$

or

$$
\begin{equation*}
A_{1 n}>0, \quad S_{n-1 n}>0, \quad \exists i \text { s.t. } S_{1 i}>0, \tag{2.40}
\end{equation*}
$$

or their "conjugates".




Figure 2.6: Planar structures to eliminate corresponding to the factorised term $\left.\langle\mathbf{1} \mathbf{n}\rangle[(\mathbf{n}-\mathbf{1}) \mathbf{n}]\langle(\mathbf{n}-\mathbf{1})| p_{2} \mid \mathbf{1}\right]$.

Surprisingly, if we consider cases in which $J_{i} \geq 1$ and $C_{i} \neq-J_{i}, J_{i}$ for $i=1, n-1, n$, there is an additional relation to take into account:

$$
\begin{equation*}
\left.\left.\langle\mathbf{1 n}\rangle[(\mathbf{n}-\mathbf{1}) \mathbf{n}]\langle(\mathbf{n}-\mathbf{1})| \sum_{i=2}^{n-2} p_{i} \mid \mathbf{1}\right] \stackrel{\mathrm{D}}{\sim}[\mathbf{1 n}]\langle(\mathbf{n}-\mathbf{1}) \mathbf{n}\rangle\langle\mathbf{1}| \sum_{i=2}^{n-2} p_{i} \mid \mathbf{n}-\mathbf{1}\right] \tag{2.41}
\end{equation*}
$$

In order for the terms in this additional relation to be independent from the momentum conservation conditions already considered, the momenta $p_{1}, p_{n-1}$, and $p_{n}$ must be massive and none of them can appear in the structures in (2.41). The algorithm to eliminate this additional constraint is identical to the one just presented, except for the factorised structure, which we choose to be $\left.\langle\mathbf{1 n}\rangle[(\mathbf{n}-\mathbf{1}) \mathbf{n}]\langle(\mathbf{n}-\mathbf{1})| p_{2} \mid \mathbf{1}\right]$, and the corresponding planar structures that we need to eliminate are shown in Figure 2.6.

These algorithms give the basis of the independent kinematic structures we are looking for, modulo Schouten identities, momentum conservation, and equation of motion. To find the complete kinematic basis we need to consider all the helicity categories bases with lower mass dimensions multiplied by proper mass powers, as shown in Section 2.2.2.

### 2.2.4 A summary of the algorithm

We now present a summary of the algorithm for minimal amplitudes, including massive particles. The general structure is the same presented for fully massless amplitudes, with few key differences.

1. We start with an initial trivial assignment of vertex valencies determined by the field content of the operators and the distribution of momentum insertions (i.e. mass dimensions).
2. We are interested in the helicity category basis, then we will work up to terms with explicit powers of the masses, i.e. we do not distinguish free spinors and momentum vertices in the graphs.
3. We generate the corresponding structures which are kinematically independent ${ }^{8}$ :

[^12](a) We classify all the planar graphs.
(b) From this set of graphs, we exclude some of the graphs thanks to momentum conservation, as explained in Section 2.2.3.
(c) To each of the remaining graphs, we can associate a unique planar massive graph ${ }^{9}$.
(d) Using the massive generalisation of the map $\mathbb{M}$, we write down our basis of kinematically independent spinor structures in the helicity category basis. It is quite hard to write down an explicit (and clear) closed formula for such a map, then we provide a couple of examples from Figure 2.5:


4. When dealing with identical particles, we also need to decompose some structures which do not appear in our basis. Since our algorithm relies on the unbolding/bolding procedure at the level of graphs, we can find linear relations only up to terms with masses, like equations (2.34), (2.35) or (2.41). The details can be extrapolated from point (4) in Section 2.1.4 and the discussion of Section 2.2.3. Even if such linear relations are not complete, the information they provide is enough, as the missing terms are proportional for minimal amplitude with the same field content, but a smaller mass dimension.
5. After this decomposition we end up with linear combinations of terms in the chosen basis and transforming properly under permutations of the particles.
6. Finally we check whether there are linear relations between such terms.
7. The checks on the algorithm are exactly the same presented in Section 2.1.5.

### 2.3 Applications

In this section, we are going to present some applications of our method for the classification of irrelevant interactions in effective theories. The fully massless algorithm has been used in [104] to list the SMEFT irrelevant operators up to dimension eight.

The method presented in this thesis can be applied to any number of particles with arbitrary helicity and spin. In particular, we will show some details needed for the construction of our SMEFT basis, the classification of $D^{2 n} F^{4}$ effective interactions in $\operatorname{SU}(N)$ Yang-Mills theories, five-point effective interactions involving $W, Z$ and $\gamma$ vector

[^13]bosons and spin-tidal interactions in gravity. In particular, in the last case, we will show how our method is related to the strategy presented in [116], explicitly showing the mass-complete relations relevant to the case considered.

In the first part, we will briefly mention how to treat identical particles and colour structures, which have been extensively studied in the literature [116, 117, 210, 212, 219, 220].

All algorithms for massive particles have been implement in the Mathematica package MassiveGraphs, which make use of the SpinorHelicity package. An older version of this code, working only in the fully massless case and focusing on the construction of a SMEFT basis of irrelevant interactions, is SMEFT-operators, which make use of the package SpinorHelicity6D to deal with spinor helicity structures.

### 2.3.1 The on-shell classification of SMEFT operators

In this section we are going to extend the on-shell methods to the classification of effective interactions $[62,113,116]$ in the SMEFT [19, 111, 112, 114], corresponding in the Lagrangian formalism to insertions of irrelevant operators [211, 221-223]. First, we are going to classify all the independent kinematic structures in a generic theory in four dimensions introducing a new algorithm in terms of graphs and then we will consider the specific case of the Standard Model, combining these with the colour structures ${ }^{10}$. A subset of the contact term basis for dimension-six and dimension-eight irrelevant interactions, relevant for the study of deviation from the Standard Model in the process $p p \rightarrow W h$, is shown explicitly in the next chapter, in Table 5.1 and 5.2. The full list up to dimension-eight can be found in the ancillary files of [104].

## Mass dimension and minimal amplitudes in massless gauge theories

As we explained in the previous sections, each effective interaction will be identified by its minimal amplitude, i.e. the amplitude at leading order which does not vanish in free theory (if we switch off all the other interactions). This has to be a contact term, i.e. no intermediate modes are propagating.

As a first step in the classification procedure, we fix the mass-dimension $[\mathcal{O}]$ of the irrelevant operators for which we want to find a complete basis. From the minimal amplitudes, we strip off the coupling of the effective interaction, which is related to the dimension of the corresponding irrelevant operator by

$$
\begin{equation*}
\left[g_{\mathcal{O}}\right]=4-[\mathcal{O}] . \tag{2.42}
\end{equation*}
$$

What we are looking for are the kinematic structures which have mass dimension

$$
\begin{equation*}
[\mathcal{O}]-n \geq 0 \tag{2.43}
\end{equation*}
$$

where $n$ is the number of external legs in the corresponding minimal amplitude. Equation (2.43) provides a constraint on $n$ which can be further refined by taking into account which types of particles are found in the amplitudes. In fact, to get helicity weights right, each vector in the minimal amplitude will contribute with at least two spinor

[^14]| $\left(n_{g^{-}}, n_{g^{+}}, n_{f^{-}}, n_{f^{+}}, n_{s}\right)$ | Independent structures |
| :---: | :---: |
| $(0,0,0,0,6)$ | 1 |
| $(0,0,0,0,4)$ | $[12]\langle 12\rangle,[23]\langle 23\rangle$ |
| $(0,0,0,2,3)$ | $[12]$ |
| $(0,0,0,4,0)$ | $[12][34],[14][23]$ |
| $(0,0,1,1,2)$ | $[23]\langle 13\rangle$ |
| $(0,0,2,0,3)$ | $\langle 12\rangle$ |
| $(0,0,2,2,0)$ | $[34]\langle 12\rangle$ |
| $(0,0,4,0,0)$ | $\langle 12\rangle\langle 34\rangle,\langle 14\rangle\langle 3\rangle$ |
| $(0,1,0,2,1)$ | $[12][13]$ |
| $(0,2,0,0,2)$ | $[12]^{2}$ |
| $(0,3,0,0,0)$ | $[12][13][23]$ |
| $(1,0,2,0,1)$ | $\langle 12\rangle\langle 13\rangle$ |
| $(2,0,0,0,2)$ | $\langle 12\rangle^{2}$ |
| $(3,0,0,0,0)$ | $\langle 12\rangle\langle 13\rangle\langle 23\rangle$ |

Table 2.1: All the independent structures and possible particle content for minimal amplitudes corresponding to irrelevant operators of mass dimension six.
variables and each fermion with at least one. This leads to the stronger constraint ${ }^{11}$

$$
\begin{equation*}
[\mathcal{O}]-n \geq 2 \times \frac{1}{2} \times n_{g}+\frac{1}{2} \times n_{f} \quad \Longrightarrow \quad 2 n_{g}+\frac{3}{2} n_{f}+n_{s} \leq[\mathcal{O}] \tag{2.44}
\end{equation*}
$$

where $n_{g}, n_{f}$ and $n_{s}$ are respectively the number of vectors, fermions and scalars and clearly $n=n_{g}+n_{f}+n_{s}$. Next, we need to take into account the constraints coming from the condition that our kinematic structures must be $\mathrm{SL}(2, \mathbb{C})$ invariant. This requires to further distinguish between helicities of the different particles, and to find all the $\left(n_{g^{-}}, n_{g^{+}}, n_{f^{-}}, n_{f^{+}}, n_{s}\right)^{12}$ compatible with the constraint (2.44). Once $n_{g}, n_{f}$ and $n_{s}$ are fixed, we take into account that every state can contribute to the kinematic structures with powers of its momentum, which correspond to derivatives in the operator language. The total number of momenta $n_{\partial}$ is fixed by saturating the mass dimension constraint to

$$
\begin{equation*}
n_{\partial}=[\mathcal{O}]-2 n_{g}-\frac{3}{2} n_{f}-n_{s} . \tag{2.45}
\end{equation*}
$$

This algorithm classifies efficiently all the $\mathrm{SL}(2, \mathbb{C})$-invariant structures which are polynomial in the spinor variables with fixed mass dimension and helicity configuration, associated to each $\left(n_{g^{-}}, n_{g^{+}}, n_{f^{-}}, n_{f^{+}}, n_{s}\right)$. We notice that this algorithm can be applied also beyond gauge theories and massless states. As an example, in Table 2.1 we show all the possible particle configurations for minimal amplitudes corresponding to irrelevant operators of mass dimension six in generic gauge theories.

The classification of the helicity structures is completely theory-independent and is indeed not limited to gauge theories, but can be applied to effective field theories of gravity, with (massive and spinning) matter as well. Information about the Standard Model enters only in the $S U(3) \times S U(2) \times U(1)$ (invariant) structures associated with the chosen set of particles.

[^15]
## The gauge group structures

The classification of the invariant structures of the gauge groups can be worked out using standard group theory techniques. In particular

- $U(1)$ : to each $\left(n_{g^{-}}, n_{g^{+}}, n_{f^{-}}, n_{f^{+}}, n_{s}\right)$ structure we associate all the possible combinations of Standard Model states for which the total hypercharge is zero.
- $S U(2)$ : we notice that the algorithm presented in the previous section can be generalised to the case of $S U(2)$ invariants with a single graph associated with the invariants. Each oriented edge from the $n^{\text {th }}$ to the $m^{\text {th }}$ vertices correspond to an $\epsilon^{i_{n} i_{m}}$ tensors and the valence of each vertex $v_{i}$ is fixed by the representation of the $i^{\text {th }}$-particle, labelled by its dimension $\mathbf{v}_{\mathbf{i}}+\mathbf{1}$. The indices associated with the same vertex must be taken as completely symmetric. In the case of the $S U(2)$ group there is no analogous of momentum conservation, so the independent structures can be taken to be in one-to-one correspondence with planar graphs.
- $S U(3)$ : the $S U(N)$ invariants have been studied a lot both in mathematic and physic literature (see, for example, [224-226]), so we will not go into further details here. In our algorithm we adopt the standard Littlewood-Richardson rule [227, 228] as suggested in [117, 118].

Once the kinematic structures associated to $\left(n_{g^{-}}, n_{g^{+}}, n_{f^{-}}, n_{f^{+}}, n_{s}\right)$ have been generated and a compatible set of gauge singlets was found, we combine all the invariants to find a basis of independent structures enclosing information about both the kinematics and the colour. If no identical fields are present, these structures coincide with the minimal amplitudes, else one needs to impose Bose-Einstein and Dirac-Fermi statistics as explained in the next section.

## Repeated fields and Young projectors

There are cases for which the minimal amplitude involves identical states, for example for $\left[g_{\mathcal{O}}\right]=-2$ we could have minimal amplitudes with $\left(G^{+}, G^{+}, G^{+}\right)$or $(Q, Q, u, d)$. The treatment of this subtlety has been systematically taken into account in [117, 219]. Starting from their classification, we take a slightly different approach, since we deal with minimal amplitudes and not with operators. We distinguish between identical bosons and fermions at the level of the minimal amplitude and impose the Bose-Einstein statistic for the former and Dirac-Fermi statistic for the latter. In practice, we consider all the previously classified independent structures and we act on them with a proper Young projector over the labels of the identical states:

- in the case of $n$ identical bosons we act on the structures with the symmetriser projector

$$
\begin{equation*}
\mathcal{Y}_{[1] \cdots n}=\frac{1}{n!} \sum_{i=1}^{n!} p_{i} \tag{2.46}
\end{equation*}
$$

where $p_{i}$ are all the permutations of the $n$ labels associated with the identical bosons.

- in the case of $n$ identical fermions we act on the structures with the total antisymmetriser projector

$$
\begin{equation*}
\mathcal{Y}_{\substack{\text { 京 } \\ \dot{n}}}=\frac{1}{n!} \sum_{i=1}^{n!} s_{i} p_{i}, \tag{2.47}
\end{equation*}
$$

where $s_{i}$ is the signature of the permutations $p_{i}$.
Once, we apply the Young projectors to the independent minimal amplitudes, we will end up with a sum over terms which will not necessarily belong to the basis of independent structures chosen. To find the minimal amplitudes, we need to re-write these symmetrised amplitudes in terms of elements of our structure basis and check if they are linearly independent of each other (which in general will not be the case, some structures will even be automatically zero after projection).

A further subtlety arises in the case of the Standard Model, due to the flavour of fermions: to each particle, we can associate a further $S U\left(N_{f}\right)$ index, where $N_{f}$ is the number of flavours. The independent minimal amplitudes can then be classified in terms of inequivalent irreducible representations of $S U\left(N_{f}\right)$, which are in one-to-one correspondence with the irreducible representations of the symmetric group $S_{n}$, where $n$ is the number of identical fermions in the same family. For example, for dimension 6 operators we can consider the baryon number violating effective interactions with $(Q, Q, Q, L)(n=3)$. Then we have a basis of four independent structures:

$$
\begin{align*}
& \epsilon^{a_{1} a_{2} a_{3}} \epsilon^{i_{1} i_{4}} \epsilon^{i_{2} i_{3}} \tag{2.48}
\end{align*} \epsilon^{a_{1} a_{2} a_{3}} \epsilon^{i_{1} i_{2}} \epsilon^{i_{3} i_{4}}\langle 12\rangle\langle 34\rangle,
$$

There are three inequivalent representations of $S_{3}$, corresponding to the Young diagrams $\square \square, \square$ and $\boxminus$. Then we can act on the independent structure with the projectors associated to the standard Young tableaux [1213,,$\left.\left.\frac{122}{3}\right)^{\frac{1}{3}}\right)^{13}$. There is a unique linearly independent structure associated with each irreducible representation:

$$
\begin{align*}
& C_{m_{1} m_{2} m_{3}, m_{4}}^{\{3,, 1\}} \mathcal{Y}_{\frac{1}{3}} \circ \epsilon^{a_{1} a_{2} a_{3}} \epsilon^{i_{1} i_{4}} \epsilon^{i_{2} i_{3}}\langle 12\rangle\langle 34\rangle,  \tag{2.52}\\
& C_{m_{1} m_{2} m_{3}, m_{4}}^{\{2,1\},\{1\}} \mathcal{Y}_{\frac{112}{3}} \circ \epsilon^{a_{1} a_{2} a_{3}} \epsilon^{i_{1} i_{4}} \epsilon^{i_{2} i_{3}}\langle 12\rangle\langle 34\rangle,  \tag{2.53}\\
& C_{m_{1} m_{2} m_{3}, m_{4}}^{\{1,1\},\{1\}} \mathcal{Y}_{1213} \circ \epsilon^{a_{1} a_{2} a_{3}} \epsilon^{i_{1} i_{4}} \epsilon^{i_{2} i_{3}}\langle 12\rangle\langle 34\rangle, \tag{2.54}
\end{align*}
$$

where $C_{m_{1} m_{2} m_{3}, m_{4}}^{\pi,\{1\}}$ is a Wilson coefficient tensor associated with each effective minimal amplitude, with $\pi$ being the integer partition corresponding to the Young diagram for the $Q$ fields. Notice that Dirac-Fermi statistics forces the Wilson coefficient tensor to have the "opposite" symmetry properties with respect to the Young tableau associated to the projector: e.g. $C_{m_{1} m_{2} m_{3}, m_{4}}^{\{3\},\{1\}}=C_{\left(m_{1} m_{2} m_{3}\right), m_{4}}^{\{3\},\{1\}}, C_{m_{1} m_{2} m_{3}, m_{4}}^{\{2,1\}}=C_{\left[m_{1} m_{2}\right] m_{3}, m_{4}}^{\{2,1\},\{1\}}$,

[^16]$C_{\left[m_{1} m_{2} m_{3}\right], m_{4}}^{\{2,1\},\{1\}}=0$ and $C_{m_{1} m_{2} m_{3}, m_{4}}^{\{1,1,1\},\{1\}}=C_{\left[m_{1} m_{2} m_{3}\right], m_{4}}^{\{1,1,1\},\{1\}}$. The number of independent operators for this specific case is ${ }^{14} \frac{\left(N_{f}+2\right)\left(N_{f}+1\right) N_{f}}{6}, \frac{\left(N_{f}+1\right) N_{f}\left(N_{f}-1\right)}{3}$ and $\frac{N_{f}\left(N_{f}-1\right)\left(N_{f}-2\right)}{6}$ for each tensor respectively.

### 2.3.2 $D^{2 n} F^{4}$ interactions in gauge theories

We consider now a simple example in which all the particles are massless vector bosons in $\mathrm{SU}(N)$ Yang-Mills theory with $N>3$. We will consider in order the three independent helicity configurations $(++++),(+++-)$ and $(++--)$.

## All-plus configuration

The algorithm provides us with a basis of kinematically independent structures which are compatible with the mass dimension $4+2 n$ and the chosen helicity configuration. In particular, we find

$$
\begin{equation*}
s_{12}^{n}[12]^{2}[34]^{2}, s_{12}^{n}[14]^{2}[23]^{2}, s_{12}^{n}[12][23][34][41],\left\{s_{23}^{n-k} s_{12}^{k}[14]^{2}[23]^{2}\right\}_{k=0, \ldots n-1} \tag{2.55}
\end{equation*}
$$

which correspond to the only $n+3$ graphs that meet all the requirements stated in Section 2.1. A basis of independent colour structures for $N>3$ is

$$
\begin{equation*}
\mathcal{C}=\left\{\delta^{A_{1} A_{4}} \delta^{A_{2} A_{3}}, \delta^{A_{1} A_{3}} \delta^{A_{2} A_{4}}, \delta^{A_{1} A_{2}} \delta^{A_{3} A_{4}}\right\} \cup\left\{\tau^{A_{1} A_{i} A_{j} A_{k}}\right\}_{(i, j, k)=\mathcal{P}_{3}(2,3,4)} \tag{2.56}
\end{equation*}
$$

where $\mathcal{P}_{3}(2,3,4)$ corresponds to the permutations of $(2,3,4)$, and $\tau^{A_{1} A_{2} A_{3} A_{4}}$ is the trace of four $\operatorname{SU}(N)$ generators $\tau^{A}$.

These two bases must be combined to find the effective interactions we are looking for. At this point, we have $9 \times(3+n)$ terms and, as we are dealing with identical particles, we need to sum over all the permutations of the external legs in these structures. For example, we can consider $\delta^{A_{1} A_{4}} \delta^{A_{2} A_{3}} s_{12}^{n}[12]^{2}[34]^{2}$ :

$$
\begin{align*}
\mathcal{Y}_{\underline{12|3| 4}} \circ \delta^{A_{1} A_{2}} \delta^{A_{3} A_{4}} s_{12}^{n}[12]^{2}[34]^{2} & \equiv \frac{1}{3} \delta^{A_{1} A_{2}} \delta^{A_{3} A_{4}} s_{12}^{n}[12]^{2}[34]^{2}+\frac{1}{3} \delta^{A_{1} A_{3}} \delta^{A_{2} A_{4}} s_{13}^{n}[13]^{2}[24]^{2} \\
& +\frac{1}{3} \delta^{A_{1} A_{4}} \delta^{A_{2} A_{3}} s_{23}^{n}[14]^{2}[23]^{2} \tag{2.57}
\end{align*}
$$

The structure $s_{13}^{n}[13]^{2}[24]^{2}$ does not belong to our basis and we have to rewrite it as a linear combination of elements of our basis. We can do this using the algorithm presented in Section 2.1 and we always verify such relations on rational kinematics, as presented in Appendix A.3. This means that, after symmetrisation, not all the $9 \times(3+n)$ structures are kinematically independent. Indeed, it turns out that only $4+2\left\lfloor\frac{n}{2}\right\rfloor$ structures actually are. We are going to present a basis of effective interactions

[^17]for $n \leq 8$, which we will denote by $\mathcal{B}_{4+2 n}$ :
\[

$$
\begin{aligned}
\mathcal{B}_{4} & =\left([14]^{2}[23]^{2} \times \mathcal{C}_{1}\right) \cup\left([14]^{2}[23]^{2} \times \mathcal{C}_{2}\right), \\
\mathcal{B}_{6} & =s_{23} \times \mathcal{B}_{4}, \\
\mathcal{B}_{8} & =\left(s_{12} \times \mathcal{B}_{6}\right) \cup\left(s_{12} s_{23}[14]^{2}[23]^{2} \times \mathcal{C}_{3}\right), \\
\mathcal{B}_{10} & =s_{23} \times \mathcal{B}_{8}, \\
\mathcal{B}_{12} & =\left(s_{12} \times \mathcal{B}_{10}\right) \cup\left(s_{12} s_{23}^{3}[14]^{2}[23]^{2} \times \mathcal{C}_{1}\right), \\
\mathcal{B}_{14} & =s_{23} \times \mathcal{B}_{12}, \\
\mathcal{B}_{16} & =\left(s_{12}^{2} s_{23}^{2} \times \mathcal{B}_{8}\right) \cup\left(s_{12}^{2} s_{23}^{4} \times \mathcal{B}_{4}\right), \\
\mathcal{B}_{18} & =s_{23} \mathcal{B}_{16}, \\
\mathcal{B}_{20} & =\left(s_{12}^{4} s_{23}^{4} \times \mathcal{B}_{8}\right) \cup\left(s_{12}^{3} s_{23}^{5} \times \mathcal{B}_{8}\right),
\end{aligned}
$$
\]

where

$$
\begin{aligned}
& \mathcal{C}_{1}=\left\{\delta^{A_{1} A_{4}} \delta^{A_{2} A_{3}}, \tau^{A_{1} A_{2} A_{3} A_{4}}\right\}, \\
& \mathcal{C}_{2}=\left\{\delta^{A_{1} A_{3}} \delta^{A_{2} A_{4}}, \tau^{A_{1} A_{2} A_{4} A_{3}}\right\}, \\
& \mathcal{C}_{3}=\left\{\delta^{A_{1} A_{2}} \delta^{A_{3} A_{4}}, \tau^{A_{1} A_{3} A_{2} A_{4}}\right\},
\end{aligned}
$$

and the symmetrisation is understood for each element in the lists. For example, the first element in $\mathcal{B}_{4}$ is

$$
\begin{align*}
\delta^{A_{1} A_{4}} \delta^{A_{2} A_{3}}[14]^{2}[23]^{2} & \rightarrow \frac{1}{3} \delta^{A_{1} A_{2}} \delta^{A_{3} A_{4}}[12]^{2}[34]^{2}+\frac{1}{3} \delta^{A_{1} A_{3}} \delta^{A_{2} A_{4}}[13]^{2}[24]^{2} \\
& +\frac{1}{3} \delta^{A_{1} A_{4}} \delta^{A_{2} A_{3}}[14]^{2}[23]^{2} . \tag{2.58}
\end{align*}
$$

## Single-minus configuration

In this case, the basis of kinematically independent structures consists of $n$ elements:

$$
\begin{equation*}
\left\{s_{12}^{n-k-1} s_{23}^{k}\langle 24\rangle^{2}[12]^{2}[23]^{2}\right\}_{k=0, \ldots n-1} . \tag{2.59}
\end{equation*}
$$

After combining with the colour basis and symmetrising over the $(1,2,3)$ we end up with $\left\lfloor\frac{3 n+1}{2}\right\rfloor$ independent contact terms:

$$
\begin{aligned}
\mathcal{B}_{6} & =\left(\langle 24\rangle^{2}[12]^{2}[23]^{2} \times \mathcal{C}_{1}\right), \\
\mathcal{B}_{8} & =\left(s_{23} \times \mathcal{B}_{6}\right) \cup\left\{\tau^{A_{1} A_{2} A_{4} A_{3}} s_{23}(24\rangle^{2}[12]^{2}[23]^{2}\right\}, \\
\mathcal{B}_{10} & =s_{12} s_{23}(24\rangle^{2}[12]^{2}[23]^{2} \times\left(\mathcal{C}_{1} \cup \mathcal{C}_{2}\right) \cup\left\{\tau^{A_{1} A_{3} A_{4} A_{2}} s_{12} s_{23}\langle 24\rangle^{2}[12]^{2}[23]^{2}\right\}, \\
\mathcal{B}_{12} & =s_{23} \times \mathcal{B}_{10} \cup\left\{\tau^{A_{1} A_{3} A_{2} A_{4}} s_{12} s_{23}^{2}\langle 24\rangle^{2}[12]^{2}[23]^{2}\right\}, \\
\mathcal{B}_{14} & =s_{12} \times \mathcal{B}_{12} \cup s_{12} s_{23}^{3}\langle 24\rangle^{2}[12]^{2}[23]^{2} \times \mathcal{C}_{1}, \\
\mathcal{B}_{16} & \left.=s_{12}^{2} s_{23}^{3} 24\right\rangle^{2}[12]^{2}[23]^{2} \times \mathcal{C}, \\
\mathcal{B}_{18} & =s_{12}^{2} s_{23}^{2} \times \mathcal{B}_{10} \cup s_{12} s_{23}^{2} \times \mathcal{B}_{12}, \\
\mathcal{B}_{20} & =s_{12} s_{23} \times \mathcal{B}_{16} \cup s_{12}^{2} s_{23}^{4} \times \mathcal{B}_{8},
\end{aligned}
$$

where the symmetrisation is understood for each element in the lists.

## MHV configuration

In this configuration the basis of kinematically independent structures consists of $n+1$ elements:

$$
\begin{equation*}
s_{12}^{n}[12]^{2}\langle 34\rangle^{2}, s_{12}^{n-1}[12]^{2}\langle 34\rangle\langle 3| p_{2} p_{1}|4\rangle,\left\{s_{23}^{n-k-2} s_{12}^{k}[12]^{2}\langle 3| p_{2} p_{1}|4\rangle^{2}\right\}_{k=0, \ldots, n-2}, \tag{2.60}
\end{equation*}
$$

where the negative powers of the Mandelstam invariants for $n=0,1$ mean that such a structure is not in the basis.

The number of effective interactions in the $\operatorname{SU}(N)$ gauge theories is $4+\left\lfloor\frac{7 n}{2}\right\rfloor$ and the choice of basis is given by

$$
\begin{aligned}
& \mathcal{B}_{4}=[12]^{2}\langle 34\rangle^{2} \times\left(\mathcal{C}_{1} \cup \mathcal{C}_{3}\right), \\
& \mathcal{B}_{6}=s_{12} \times \mathcal{B}_{4} \cup[12]^{2}\langle 34\rangle\langle 3| p_{2} p_{1}|4\rangle \times \mathcal{C}_{1}^{\prime}, \\
& \mathcal{B}_{8}= s_{12}^{2} \times \mathcal{B}_{4} \cup[12]^{2}\langle 3| p_{2} p_{1}|4\rangle^{2} \times\left(\mathcal{C}_{1} \cup \mathcal{C}_{2} \cup \mathcal{C}_{3} \cup\left\{\tau^{A_{1} A_{4} A_{2} A_{3}}\right\}\right), \\
& \mathcal{B}_{10}= s_{12} \times \mathcal{B}_{8} \cup s_{23}[12]^{2}\langle 3| p_{2} p_{1}|4\rangle^{2} \times \mathcal{C}_{1}^{\prime}, \\
& \mathcal{B}_{12}= s_{12} \times \mathcal{B}_{10} \cup s_{23}^{2}[12]^{2}\langle 3| p_{2} p_{1}|4\rangle^{2} \times\left(\mathcal{C}_{1} \cup \mathcal{C}_{3}\right), \\
& \mathcal{B}_{14}= s_{12} \times \mathcal{B}_{12} \cup s_{23}^{3}[12]^{2}\langle 3| p_{2} p_{1}|4\rangle^{2} \times \mathcal{C}_{1}^{\prime}, \\
& \mathcal{B}_{16}= s_{12}^{2} \times \mathcal{B}_{12} \cup s_{23}^{3}[12]^{2}\langle 3| p_{2} p_{1}|4\rangle^{2} \times\left(\mathcal { C } _ { 1 } \cup \mathcal { C } _ { 2 } \cup \mathcal { C } _ { 3 } \cup \left\{\tau^{\left.\left.A_{1} A_{4} A_{2} A_{3}\right\}\right),}\right.\right. \\
& \mathcal{B}_{18}=s_{12}^{3} \times \mathcal{B}_{12} \cup s_{23} \times\left(\mathcal{B}_{16} \backslash s_{12}^{2} \times \mathcal{B}_{12}\right) \cup s_{12}^{2} s_{23}^{3}[12]^{2}\langle 3| p_{2} p_{1}|4\rangle^{2} \times \mathcal{C}_{1}^{\prime}, \\
& \mathcal{B}_{20}=s_{12}^{4} \times \mathcal{B}_{12} \cup s_{23}^{2} \times\left(\mathcal{B}_{16} \backslash s_{12}^{2} \times \mathcal{B}_{12}\right) \cup s_{12}^{3} s_{23}^{3}[12]^{2}\langle 3| p_{2} p_{1}|4\rangle^{2} \times \mathcal{C}_{1}^{\prime} \\
& \cup s_{12}^{3} s_{23}^{3}[12]^{2}\langle 3| p_{2} p_{1}|4\rangle^{2} \times\left(\mathcal{C}_{1} \cup \mathcal{C}_{3}\right),
\end{aligned}
$$

where

$$
\begin{equation*}
\mathcal{C}_{1}^{\prime}=\mathcal{C}_{1} \cup\left\{\tau^{A_{1} A_{3} A_{2} A_{4}}\right\} \tag{2.61}
\end{equation*}
$$

Clearly, the basis we found is not the most symmetric and recursive. In this section, we wanted to show how our method can systematically deal with this problem of classification. But it is easy to start from our basis and find more symmetric ones, as we will show explicitly in Section 2.3.4.

### 2.3.3 Five-point interactions between $W, Z$ and $\gamma$

In this section we show how our algorithm can be applied beyond the results of [116] (beyond four-point and purely massive amplitudes), classifying the effective interaction corresponding to dimension-six operators at five-point, with massive (both charged and uncharged) and $\mathrm{U}(1)$ massless vector bosons, which we call $W^{ \pm}, Z$ and $\gamma$. Such operators can appear in various combinations: $D\left(W^{+}\right)^{2}\left(W^{-}\right)^{2} Z, D W^{+} W^{-} Z^{3}, D Z^{5}$, $F_{\gamma}\left(W^{+}\right)^{2}\left(W^{-}\right)^{2}, F_{\gamma} W^{+} W^{-} Z^{2}$ and $F_{\gamma} Z^{4}$. Now we will deal with the purely massive cases and the mixed case separately, as the purely kinematic structures are common in the two cases.

## Five-point massive effective interactions

First, we need to classify all possible contact terms using the algorithm presented in Section 2.2: we need terms with mass dimension 6 and in the helicity category $\left(1^{1_{0}}, 2^{1_{0}}, 3^{1_{0}}\right.$, $\left.4^{1_{0}}, 5^{1_{0}}\right)$, and terms with mass dimension 5 in the various helicity categories $\left(1^{1_{ \pm 1}}, 2^{1_{0}}\right.$,
$3^{1_{0}}, 4^{1_{0}}, 5^{1_{0}}$, plus the permutations needed to distinguish different particles. We are not going to write all the structures explicitly as they are of order $10^{2}$. As in the purely massless case, after symmetrising over identical particles we find structures that are not in our basis of kinematic independent structures. Nevertheless, we can use our algorithm to write down explicitly the decomposition of such structures. When doing so, it is important to distinguish between $m_{i}, \widetilde{m}_{i}$, and $M_{i}$, and only at the very end set $m_{i}=\widetilde{m}_{i}=M_{i}$, as explained in the Appendix A.3.

It is important to note that in the massive case, such relations contain terms across different helicity categories, which enter in the relations multiplied by powers of the masses. Then, the linear independence of the symmetrised terms can be checked by either setting all the masses to zero and working with a fixed helicity category, or by keeping the masses and considering the independence across the different categories in order of increasing mass dimension.

The number of independent contact terms in the three cases under consideration $D\left(W^{+}\right)^{2}\left(W^{-}\right)^{2} Z, D W^{+} W^{-} Z^{3}, D Z^{5}$ are, respectively, 20,14 and 0 :

$$
\begin{aligned}
\mathcal{B}_{6}^{W^{4}} Z= & \left\{M_{Z}\langle\mathbf{1 5}\rangle\langle\mathbf{2 3}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 4}][\mathbf{2 3}], M_{W}\langle\mathbf{1 5}\rangle\langle\mathbf{2 4}\rangle\langle\mathbf{3 4}\rangle[\mathbf{1 5}][\mathbf{2 3}], M_{W}\langle\mathbf{1 4}\rangle\langle\mathbf{2 3}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 5}][\mathbf{2 3}],\right. \\
& M_{W}\langle\mathbf{1 2}\rangle\langle\mathbf{3 4}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 5}][\mathbf{2 3}], M_{W}\langle\mathbf{2 5}\rangle\langle\mathbf{3 4}\rangle[\mathbf{1 4}][\mathbf{1 5}][\mathbf{2 3}], M_{W}\langle\mathbf{2 3}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 4}][\mathbf{1 5}][\mathbf{2 3}], \\
& M_{W}\langle\mathbf{1 3}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 5}][\mathbf{2 3}][\mathbf{2 4}], M_{W}\langle\mathbf{1 2}\rangle\langle\mathbf{2 5}\rangle\langle\mathbf{3 4}\rangle[\mathbf{1 5}][\mathbf{3 4}], M_{W}\langle\mathbf{1 5}\rangle\langle\mathbf{2 4}\rangle[\mathbf{1 5}][\mathbf{2 3}][\mathbf{3 4}], \\
& M_{W}\langle\mathbf{1 2}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 5}][\mathbf{2 3}][\mathbf{3 4}], M_{W}\langle\mathbf{1 5}\rangle\langle\mathbf{2 3}\rangle\langle\mathbf{2 4}\rangle[\mathbf{1 3}][\mathbf{4 5}], M_{W}\langle\mathbf{1 2}\rangle\langle\mathbf{2 3}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 3}][\mathbf{4 5}], \\
& \left.M_{W}\langle\mathbf{1 5}\rangle\langle\mathbf{2 4}\rangle[\mathbf{1 3}][\mathbf{2 3}][\mathbf{4 5}], M_{Z}\langle\mathbf{1 4}\rangle\langle\mathbf{2 3}\rangle\langle\mathbf{1 5}][\mathbf{2 3}][\mathbf{4 5}],\langle\mathbf{1 3}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 5}][\mathbf{3 4}]\langle\mathbf{2}| p_{1} \mid \mathbf{2}\right], \\
& \left.\left.\left.\langle\mathbf{1 3}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 3}][\mathbf{4 5}]\langle\mathbf{2}| p_{1} \mid \mathbf{2}\right],\langle\mathbf{1 2}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 5}][\mathbf{2 4}]\langle\mathbf{3}| p_{2} \mid \mathbf{3}\right],\langle\mathbf{1 5}\rangle\langle\mathbf{2 4}\rangle[\mathbf{1 5}][\mathbf{2 4}]\langle\mathbf{3}| p_{2} \mid \mathbf{3}\right], \\
& \left.\left.\left.\langle\mathbf{1 5}\rangle\langle\mathbf{2 3}\rangle[\mathbf{1 5}][\mathbf{2 3}]\langle\mathbf{4}| p_{3} \mid \mathbf{4}\right],\langle\mathbf{1 5}\rangle\langle\mathbf{2 3}\rangle[\mathbf{2 3}][\mathbf{4 5}]\langle\mathbf{4}| p_{3} \mid \mathbf{1}\right]\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{B}_{6}^{W^{2} Z^{3}}= & \left\{M_{Z}\langle\mathbf{1 5}\rangle\langle\mathbf{2 5}\rangle\langle\mathbf{3 4}\rangle[\mathbf{1 4}][\mathbf{2 3}], M_{Z}\langle\mathbf{1 5}\rangle\langle\mathbf{2 3}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 4}][\mathbf{2 3}], M_{Z}\langle\mathbf{1 2}\rangle\langle\mathbf{3 5}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 4}][\mathbf{2 3}],\right. \\
& M_{W}\langle\mathbf{2 5}\rangle\langle\mathbf{3 4}\rangle[\mathbf{1 4}][\mathbf{1 5 ]}][\mathbf{2 3}], M_{W}\langle\mathbf{1 3}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 5}][\mathbf{2 3}][\mathbf{2 4}], M_{W}\langle\mathbf{1 2}\rangle\langle\mathbf{2 5}\rangle\langle\mathbf{3 4}\rangle[\mathbf{1 5}][\mathbf{3 4}], \\
& M_{Z}\langle\mathbf{1 5}\rangle\langle\mathbf{2 4}\rangle[\mathbf{1 5}][\mathbf{2 3}][\mathbf{3 4}], M_{Z}\langle\mathbf{1 2}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 5}][\mathbf{2 3}][\mathbf{3 4}], M_{W}\langle\mathbf{1 4}\rangle\langle\mathbf{1 5}\rangle\langle\mathbf{2 3}\rangle[\mathbf{2 5}][\mathbf{3 4}], \\
& \left.\left.M_{Z}\langle\mathbf{1 5}\rangle\langle\mathbf{2 4}\rangle[\mathbf{1 2}][\mathbf{3 4}][\mathbf{3 5}],\langle\mathbf{1 3}\rangle\langle\mathbf{4 5 \rangle}\rangle[\mathbf{1 5}][\mathbf{3 4}]\langle\mathbf{2}| p_{1} \mid \mathbf{2}\right],\langle\mathbf{1 2}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 2}][\mathbf{4 5}]\langle\mathbf{3}| p_{2} \mid \mathbf{3}\right], \\
& \left\langle\mathbf{1 5 \rangle \langle \mathbf { 2 4 } \rangle [ \mathbf { 1 5 } ] [ \mathbf { 2 4 } ] \langle \mathbf { 3 } | p _ { 2 } | \mathbf { 3 } ] , \langle \mathbf { 1 5 } \rangle \langle \mathbf { 2 3 } \rangle [ \mathbf { 1 5 } ] [ \mathbf { 2 3 } ] \langle \mathbf { 4 } | p _ { 3 } | \mathbf { 4 } ] \} .} .\right.
\end{aligned}
$$

All elements of these lists are understood to be properly symmetric under permutations: the elements of the former must be symmetric in $(1,2)$ and $(3,4)$ and the latter in $(3,4,5)$. For example, if we consider the first element of $\mathcal{B}_{6}^{W^{4} Z}$, we have:

$$
\begin{aligned}
M_{Z}\langle\mathbf{1 5}\rangle\langle\mathbf{2 3}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 4}][\mathbf{2 3}] \rightarrow & \frac{M_{Z}}{4}\langle\mathbf{1 4}\rangle\langle\mathbf{2 5}\rangle\langle\mathbf{3 5}\rangle[\mathbf{1 4}][\mathbf{2 3}]+\frac{M_{Z}}{4}\langle\mathbf{1 5}\rangle\langle\mathbf{2 3}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 4}][\mathbf{2 3}] \\
& +\frac{M_{Z}}{4}\langle\mathbf{1 5}\rangle\langle\mathbf{2 4}\rangle\langle\mathbf{3 5}\rangle[\mathbf{1 3}][\mathbf{2 4}]+\frac{M_{Z}}{4}\langle\mathbf{1 3}\rangle\langle\mathbf{2 5}\rangle\langle\mathbf{4 5}\rangle[\mathbf{1 3}][\mathbf{2 4}]
\end{aligned}
$$

Finally, keeping in mind the definition of the polarisation tensor for massive vectors (2.28), we need to divide these polynomial structures by $M_{W}^{4} M_{Z}$ and $M_{W}^{2} M_{Z}^{3}$ to obtain contact terms with the correct mass dimension.

## $\boldsymbol{F}_{\gamma} \boldsymbol{W}^{4}, \boldsymbol{F}_{\gamma} \boldsymbol{W}^{2} Z^{2}, \boldsymbol{F}_{\gamma} Z^{4}$ contact terms

This example is easier to follow than the previous one because there is only one helicity category involved when we consider dimension-six operators. The kinematic basis has
only six elements:

$$
\begin{align*}
&\{\langle\mathbf{1 2}\rangle\langle\mathbf{3 4}\rangle[\mathbf{1 2}][53][54],\langle\mathbf{1 2}\rangle\langle\mathbf{3 4}\rangle[\mathbf{2 3}][51][54],\langle\mathbf{1 2}\rangle\langle\mathbf{3 4}\rangle[\mathbf{3 4}][51][52]  \tag{2.62}\\
&\langle\mathbf{1 4}\rangle\langle\mathbf{2 3}\rangle[\mathbf{1 2}][53][54],\langle\mathbf{1 4}\rangle\langle\mathbf{2 3}\rangle[\mathbf{2 3}][51][54],\langle\mathbf{1 4}\rangle\langle\mathbf{2 3}\rangle[\mathbf{3 4}][51][52]\}
\end{align*}
$$

After the proper symmetrisations, we find that the number of contact terms for the operators we are considering are 1,3 and 0 , respectively. In particular, we find

$$
\mathcal{B}_{6}^{\gamma W^{4}}=\left\{\frac{1}{M_{W}^{4}} \mathcal{Y}_{[12} \circ \mathcal{Y}_{[3 \mid 4} \circ\langle\mathbf{1 4}\rangle\langle\mathbf{2 3}\rangle[\mathbf{2 3}][5 \mathbf{1}][54]\right\}
$$

and

$$
\begin{aligned}
\mathcal{B}_{6}^{\gamma W^{2} Z^{2}}= & \left\{\frac{1}{M_{Z}^{2} M_{W}^{2}} \mathcal{Y}_{(314} \circ\langle\mathbf{1 2}\rangle\langle\mathbf{3 4}\rangle[\mathbf{1 2}][5 \mathbf{3}][54], \frac{1}{M_{Z}^{2} M_{W}^{2}} \mathcal{Y}_{3 \mid 44} \circ\langle\mathbf{1 4}\rangle\langle\mathbf{2 3}\rangle[\mathbf{1 2}][5 \mathbf{3}][54],\right. \\
& \left.\frac{1}{M_{Z}^{2} M_{W}^{2}} \mathcal{Y}_{(344} \circ\langle\mathbf{1 4}\rangle\langle\mathbf{2 3}\rangle[\mathbf{2 3}][5 \mathbf{1}][5 \mathbf{4}]\right\} .
\end{aligned}
$$

### 2.3.4 Spin-tidal interactions in gravitational EFTs

In this section, we will apply our algorithm to classify the operators that encode spintidal interactions for spin $S_{i}=1$ in gravitational systems. This work has been carried out for $S_{i}=0, \frac{1}{2}$ in [169, 172]. In this section, we will massage the original basis such that the terms appearing are easily recursive when going up in mass dimension. Furthermore, we will highlight the difference between our strategy and the existing procedure presented in [116]. We will study the helicity category $\left(1^{1_{0}}, 2^{1_{0}}, 3^{+2}, 4^{+2}\right)$ in detail and present the general result in Table 2.2 and 2.3.

The minimal mass dimension for such helicity category is 6 , and the basis is

$$
\begin{equation*}
\mathcal{B}_{6}=\left\{\langle\mathbf{1 2}\rangle[\mathbf{1 2}][34]^{4},\langle\mathbf{1 2}\rangle[\mathbf{1 4}][\mathbf{2 3}][34]^{3}\right\} \tag{2.63}
\end{equation*}
$$

A helicity category basis for higher mass dimensions is

$$
\begin{equation*}
\mathcal{B}_{6+2 n} \stackrel{\mathrm{D}}{\sim}\left\{\langle\mathbf{1 2}\rangle[\mathbf{1 2}][34]^{4} \tilde{s}_{12}^{n-k} \tilde{s}_{23}^{k}\right\}_{k=0, \ldots, n} \cup\left\{\langle\mathbf{1 2}\rangle\left[\mathbf{1 4 ]}[\mathbf{2 3}][34]^{3} \tilde{s}_{23}^{n}\right\},\right. \tag{2.64}
\end{equation*}
$$

where $\tilde{s}_{i j}=s_{i j}-M_{i}^{2}-M_{j}^{2}$ and $\stackrel{\mathrm{D}}{\sim}$ means that these bases have been found from the original basis from the algorithm Section 2.2, working on the graphs modulo terms with powers of the masses (and different helicity categories). Terms of the form $\langle\mathbf{1 2}\rangle\left[\mathbf{1 4 ]}[\mathbf{2 3}][34]^{3} \tilde{s}_{12}^{k} \tilde{s}_{23}^{n-k}\right.$ with $k \neq 0$ are not kinematically independent from those in our basis. In particular, we have the (mass completed) relation:

$$
\begin{align*}
& \tilde{s}_{12}\langle\mathbf{1 2}\rangle[\mathbf{2 3}][\mathbf{1 4}][34]^{3}-\tilde{s}_{23}\langle\mathbf{1 2}\rangle[\mathbf{1 2}][34]^{4}= \\
& \left.\left.\quad-\widetilde{m}_{2}\langle\mathbf{1 2}\rangle[\mathbf{1 4}][34]^{3}\langle\mathbf{2}| p_{1} \mid 3\right]-\widetilde{m}_{1}\langle\mathbf{1 2}\rangle[\mathbf{2 4}][34]^{3}\langle\mathbf{1}| p_{2} \mid 3\right]+M_{2}^{2}\langle\mathbf{1 2}\rangle[\mathbf{1 2}][34]^{4} . \tag{2.65}
\end{align*}
$$

In the strategy of [116], in the helicity categories $\left(1^{1_{-1}}, 2^{1_{0}}, 3^{+2}, 4^{+2}\right)$ and $\left(1^{1_{0}}, 2^{1_{-1}}, 3^{+2}, 4^{+2}\right)$ we would allow only (anti-symmetrised) spinor structures

$$
\begin{equation*}
\left.\left.\widetilde{m}_{2}\langle\mathbf{1 2}\rangle[\mathbf{1} 4][34]^{3}\langle\mathbf{2}| p_{1} \mid 3\right]-\widetilde{m}_{1}\langle\mathbf{1 2}\rangle[\mathbf{2} 4][34]^{3}\langle\mathbf{1}| p_{2} \mid 3\right], \tag{2.66}
\end{equation*}
$$

such that we could consider $\tilde{s}_{12}\langle\mathbf{1 2 \rangle}\rangle[\mathbf{2 3}]\left[\mathbf{1 4 ]}[34]^{3}\right.$ and $\tilde{s}_{23}\langle\mathbf{1 2}\rangle[\mathbf{1 2}][34]^{4}$ as independent. On the other hand, our algorithm regards the two structures in the different helicity categories as independent and excludes the terms mentioned above.

| Helicity category | $\mathcal{B}_{d_{\text {dim }}}$ | $\mathcal{B}_{d_{\text {dim }}+2 n}$ |
| :---: | :---: | :---: |
| $\left(1^{1+1}, 2^{1+1}, 3^{+2}, 4^{+2}\right)$ | $\begin{gathered} {[\mathbf{1 2}]^{2}[34]^{4}}_{[\mathbf{1 4} 4]^{2}[\mathbf{2 3}]^{2}[34]^{4}}^{[\mathbf{1 2}][\mathbf{1 4}][\mathbf{2 3}][34]^{4}} . \\ \hline \end{gathered}$ | $\begin{gathered} \left\{[\mathbf{1 2}]^{2}[34]^{4} s_{12}^{n-k} s_{23}^{k}\right\}_{k=0, \ldots, n} \\ {[\mathbf{1} 4]^{2}[\mathbf{2 3}]^{2}[34]^{4} s_{12} s_{23}^{n-1}} \\ {[\mathbf{1 4}]^{2}[\mathbf{2 3} 3]^{2}[34]^{4} s_{23}^{n}} \end{gathered}$ |
| $\left(1^{1+1}, 2^{10}, 3^{+2}, 4^{+2}\right)$ | $\begin{gathered} \left.\langle\mathbf{2}\| p_{1} \mid \mathbf{2}\right][\mathbf{1 3}][\mathbf{1 4}][34]^{3} \\ \left.\langle\mathbf{2}\| p_{1} \mid 3\right][\mathbf{1 4}]^{2}[\mathbf{2 3}][34]^{2} \end{gathered}$ | $\begin{gathered} \left\{\langle\mathbf{2}\| p_{1} \mid \mathbf{2}\right][\mathbf{1} 3]\left[\mathbf{1 4 ]}[34]^{3} s_{12}^{n-k} s_{23}^{k}\right\}_{k=0, \ldots, n} \\ \left.\langle\mathbf{2}\| p_{1} \mid 3\right][\mathbf{1} 4]^{2}[\mathbf{2} 3][34]^{2} s_{23}^{n} \end{gathered}$ |
| $\left(1^{1+1}, 2^{1-1}, 3^{+2}, 4^{+2}\right)$ | $\left.\langle\mathbf{2}\| p_{1} \mid 3\right]^{2}[\mathbf{1 4}]^{2}[34]^{2}$ | $\left.\left\{\langle\mathbf{2}\| p_{1} \mid 3\right]^{2}[\mathbf{1 4}]^{2}[34]^{2} s_{12}^{n-k} s_{23}^{k}\right\}_{k=0, \ldots, n}$ |
| $\left(1^{10}, 2^{1+1}, 3^{+2}, 4^{+2}\right)$ | $\begin{gathered} \left.\langle\mathbf{1}\| p_{2} \mid 3\right][\mathbf{1 2}][\mathbf{2 4}][34]^{3} \\ \left.\langle\mathbf{1}\| p_{2} \mid 3\right][\mathbf{1 4}][\mathbf{2 3}][\mathbf{2 4}][34]^{2} \end{gathered}$ | $\begin{gathered} \left.\left\{\langle\mathbf{1}\| p_{2} \mid 3\right][\mathbf{1 2}][\mathbf{2 4}][34]^{3} s_{12}^{n-k} s_{23}^{k}\right\}_{k=0, \ldots, n} \\ \left.\langle\mathbf{1}\| p_{2} \mid 3\right]\left[\mathbf{1 4 ]}[\mathbf{2 3}][\mathbf{2 4}][34]^{2} s_{23}^{n}\right. \\ \hline \end{gathered}$ |
| $\left(1^{1_{0}}, 2^{1_{0}}, 3^{+2}, 4^{+2}\right)$ | $\begin{gathered} \langle\mathbf{1 2}\rangle[\mathbf{1 2}][34]^{4} \\ \langle\mathbf{1 2}\rangle[\mathbf{1 4}][\mathbf{2 3}][34]^{3} \end{gathered}$ | $\begin{gathered} \left\{\langle\mathbf{1 2}\rangle[\mathbf{1 2}][34]^{4} \tilde{s}_{12}^{n-k} \tilde{s}_{32}^{k}\right\}_{k=0, \ldots, n} \\ \langle\mathbf{1 2}\rangle[\mathbf{1 4}][\mathbf{2 3}][34]^{3} \tilde{s}_{23}^{n} \end{gathered}$ |
| $\left(1^{1_{0}}, 2^{1-1}, 3^{+2}, 4^{+2}\right)$ | $\left.\langle\mathbf{2}\| p_{1} \mid 3\right]\langle\mathbf{1 2}\rangle\left[\mathbf{1 4 ]}[34]^{3}\right.$ | $\left\{\langle\mathbf{2}\| p_{1} \mid 3\right]\langle\mathbf{1 2}\rangle\left[\mathbf{1 4 ]}[34]^{3} \tilde{s}_{12}^{n-k} \tilde{s}_{23}^{k}\right\}_{k=0, \ldots, n}$ |
| $\left(1^{1-1}, 2^{1+1}, 3^{+2}, 4^{+2}\right)$ | $\left.\langle\mathbf{1}\| p_{2} \mid 3\right]^{2}[\mathbf{2 4}]^{2}[34]^{2}$ | $\left.\left\{\langle\mathbf{1}\| p_{2} \mid 3\right]^{2}[\mathbf{2 4}]^{2}[34]^{2} s_{12}^{n-k} s_{23}^{k}\right\}_{k=0, \ldots, n}$ |
| $\left(1^{1-1}, 2^{1_{0}}, 3^{+2}, 4^{+2}\right)$ | $\left.\langle\mathbf{1}\| p_{2} \mid 3\right]\langle\mathbf{1 2}\rangle\left[\mathbf{2 4 ]}[34]^{3}\right.$ | $\left.\left\{\langle\mathbf{1}\| p_{2} \mid 3\right]\langle\mathbf{1 2}\rangle[\mathbf{2 4 ]}][34]^{3} \tilde{s}_{12}^{n-k} \tilde{s}_{23}^{k}\right\}_{k=0, \ldots, n}$ |
| $\left(1^{1-1}, 2^{1-1}, 3^{+2}, 4^{+2}\right)$ | $\langle\mathbf{1 2}\rangle^{2}[34]^{4}$ | $\left\{\langle\mathbf{1 2}\rangle^{2}[34]^{4} \tilde{s}_{12}^{n-k} \tilde{s}_{23}^{k}\right\}_{k=0, \ldots, n}$ |
| $\left(1^{1+1}, 2^{1+1}, 3^{+2}, 4^{-2}\right)$ | $\left.\langle 4\| p_{2} \mid 3\right]^{4}[\mathbf{1 2}]^{2}$ | $\left.\left\{\langle 4\| p_{2} \mid 3\right]^{4}[\mathbf{1 2}]^{2} \tilde{s}_{12}^{n-k} \tilde{s}_{23}^{k}\right\}_{k=0, \ldots, n}$ |
| $\left(1^{1+1}, 2^{1_{0}}, 3^{+2}, 4^{-2}\right)$ | $\left.\langle 4\| p_{2} \mid 3\right]^{3}\langle\mathbf{2 4 \rangle}$ [12][13] | $\left.\left\{\langle 4\| p_{2} \mid 3\right]^{3}\langle\mathbf{2 4}\rangle[\mathbf{1 2}][\mathbf{1 3}] \tilde{s}_{12}^{n-k} \tilde{s}_{23}^{k}\right\}_{k=0, \ldots, n}$ |
| $\left(1^{1+1}, 2^{1-1}, 3^{+2}, 4^{-2}\right)$ | $\left.\langle 4\| p_{2} \mid 3\right]^{2}\langle\mathbf{2} 4\rangle^{2}[\mathbf{1 3}]^{2}$ | $\left.\left\{\langle 4\| p_{2} \mid 3\right]^{2}\langle\mathbf{2} 4\rangle^{2}[\mathbf{1} 3]^{2} \tilde{s}_{12}^{n-k} \tilde{s}_{23}^{k}\right\}_{k=0, \ldots, n}$ |
| $\left(1^{1_{0}}, 2^{1+1}, 3^{+2}, 4^{-2}\right)$ | $\left.\langle 4\| p_{2} \mid 3\right]^{3}\langle\mathbf{1 4 \rangle}$ [12][23] | $\left\{\langle 4\| p_{2} \mid 3\right]^{3}\langle\mathbf{1 4}\rangle[\mathbf{1 2}]\left[\mathbf{2 3 ]} \tilde{s}_{12}^{n-k} \tilde{S}_{23}^{k}\right\}_{k=0, \ldots, n}$ |
| $\left(1^{1_{0}}, 2^{1_{0}}, 3^{+2}, 4^{-2}\right)$ | $\left.\langle 4\| p_{2} \mid 3\right]^{2}\langle\mathbf{1 4}\rangle\langle\mathbf{2 4}\rangle[\mathbf{1 3 ]}[\mathbf{2 3 ]}$ | $\left\{\langle 4\| p_{2} \mid 3\right]^{2}\left\langle\mathbf{1 4 \rangle}\left\langle\mathbf{2 4 \rangle}\left[\mathbf{1 3 ]}\left[\mathbf{2 3 ]} \tilde{s}_{12}^{n-k} \tilde{s}_{23}^{k}\right\}_{k=0, \ldots, n}\right.\right.\right.$ |
| $\left(1^{10}, 2^{1-1}, 3^{+2}, 4^{-2}\right)$ | $\left.\langle 4\| p_{2} \mid 3\right]^{3}\langle\mathbf{1 2}\rangle\langle\mathbf{2 4}\rangle[\mathbf{1 3}]$ | $\left.\left\{\langle 4\| p_{2} \mid 3\right]^{3}\langle\mathbf{1 2}\rangle\langle\mathbf{2 4}\rangle[\mathbf{1 3}] \tilde{s}_{12}^{n-k} \tilde{s}_{23}^{k}\right\}_{k=0, \ldots, n}$ |
| $\left(1^{1-1}, 2^{1+1}, 3^{+2}, 4^{-2}\right)$ | $\left.\langle 4\| p_{2} \mid 3\right]^{2}\langle\mathbf{1} 4\rangle^{2}[\mathbf{2 3}]^{2}$ | $\left.\left\{\langle 4\| p_{2} \mid 3\right]^{2}\langle\mathbf{1 4}\rangle^{2}[\mathbf{2 3}]^{2} \tilde{s}_{12}^{n-k} \tilde{s}_{23}^{k}\right\}_{k=0, \ldots, n}$ |
| $\left(1^{1-1}, 2^{1_{0}}, 3^{+2}, 4^{-2}\right)$ | $\left.\langle 4\| p_{2} \mid 3\right]^{3}\langle\mathbf{1 2}\rangle\langle\mathbf{1 4}\rangle[\mathbf{2 3 ]}$ | $\left.\left\{\langle 4\| p_{2} \mid 3\right]^{3}\langle\mathbf{1 2}\rangle\langle\mathbf{1 4}\rangle[\mathbf{2 3 ]}]_{s_{12}^{n}}^{n-k} \tilde{s}_{23}^{k}\right\}_{k=0, \ldots, n}$ |
| $\left(1^{1-1}, 2^{1-1}, 3^{+2}, 4^{-2}\right)$ | $\left.\langle 4\| p_{2} \mid 3\right]^{4}\langle\mathbf{1 2}\rangle^{2}$ | $\left.\left\{\langle 4\| p_{2} \mid 3\right]^{4}\langle\mathbf{1 2}\rangle^{2} \tilde{s}_{12}^{n-k} \tilde{s}_{23}^{k}\right\}_{k=0, \ldots, n}$ |

Table 2.2: The helicity category bases for the spin-tidal interactions at $S=1$.

Until now, we have dealt with gravitons and spinning massive particles as different between themselves. The basis is further restricted when we consider identical particles:

$$
\begin{equation*}
\mathcal{B}_{6+4 m}^{\mathrm{id}}=\left\{\langle\mathbf{1 2}\rangle[\mathbf{1 2}][34]^{4} \tilde{s}_{12}^{2 m-2 k} \tilde{s}_{23}^{2 k}\right\}_{k=0, \ldots, m} \tag{2.67}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{B}_{6+4 m+2}^{\mathrm{id}}=\left\{\langle\mathbf{1 2}\rangle[\mathbf{1 2}][34]^{4} \tilde{s}_{12}^{2 m+1-2 k} \tilde{s}_{23}^{2 k}\right\}_{k=0, \ldots, m} \cup\left\{\langle\mathbf{1 2}\rangle[\mathbf{1} 4][\mathbf{2 3}][34]^{3} \tilde{s}_{23}^{2 m+1}\right\} \tag{2.68}
\end{equation*}
$$

where the elements of the bases are always understood as properly symmetrised.

| Helicity category | $\mathcal{B}_{d_{\text {min }}}^{\text {id }}$ d $2 n$ |
| :---: | :---: |
| $(++,++)$ | $\begin{aligned} & \mathcal{Y}_{112} \circ \mathcal{Y}_{(314} \circ[\mathbf{1 2}]^{2}[34]^{4} \tilde{s}_{12}^{n-2 k} \tilde{s}_{23}^{2 k} \\ & \mathcal{Y}_{[12]} \circ \mathcal{Y}_{[344} \circ[\mathbf{1 4}]^{2}[\mathbf{2 3}]^{2}[34]^{4} s_{12} s_{23}^{n-1} \end{aligned}$ |
| $(+0,++)$ | $\begin{aligned} & \left.\mathcal{Y}_{112} \circ \mathcal{Y}_{(314} \circ\langle\mathbf{2}\| p_{1} \mid \mathbf{2}\right][\mathbf{1 3 ]}]\left[\mathbf{1 4 ]}[34]^{3} s_{12}^{n-k-1} s_{23}^{k+1} \quad k=0, \ldots,\left\lfloor\frac{n}{2}\right\rfloor-1\right. \\ & \left.\mathcal{Y}_{[12]} \circ \mathcal{Y}_{(344} \circ\langle\mathbf{2}\| p_{1} \mid 3\right][\mathbf{1 4}]^{2}[\mathbf{2 3}][34]^{2} s_{23}^{n} \quad n \text { even } \end{aligned}$ |
| $(+-,++)$ | $\left.\mathcal{Y}_{112} \circ \mathcal{Y}_{\text {(314 }} \circ\langle\mathbf{2}\| p_{1} \mid 3\right]^{2}[\mathbf{1 4}]^{2}[34]^{2} s_{12}^{n-k} s_{23}^{k} \quad k=0, \ldots,\left\lfloor\frac{n}{2}\right\rfloor$ |
| $(0-,++)$ | $\left.\mathcal{Y}_{(112]} \circ \mathcal{Y}_{\text {[3]4 }} \circ\langle\mathbf{2}\| p_{1} \mid 3\right]\langle\mathbf{1 2}\rangle\left[\mathbf{1 4 ]}[34]^{3} s_{12}^{n-k-1} s_{23}^{k+1} \quad k=0, \ldots,\left\lfloor\frac{n}{2}\right\rfloor-1\right.$ |
| $(--,++)$ | $\mathcal{Y}_{1122} \circ \mathcal{Y}_{[314} \circ\langle\mathbf{1 2}\rangle^{2}[34]^{4} \tilde{s}_{12}^{n-2 k} \tilde{s}_{23}^{2 k} \quad k=0, \ldots,\left\lfloor\frac{n}{2}\right\rfloor$ |
| $(++,+-)$ | $\left.\mathcal{Y}_{(112]} \circ\langle 4\| p_{2} \mid 3\right]^{4}[\mathbf{1 2}]^{2} \tilde{s}_{12}^{n-2 k} \tilde{s}_{23}^{2 k} \quad k=0, \ldots,\left\lfloor\frac{n}{2}\right\rfloor$ |
| $(+0,+-)$ | $\left.\mathcal{Y}_{(112)} \circ\langle 4\| p_{2} \mid 3\right]^{3}\langle\mathbf{2} 4\rangle[\mathbf{1 2}][\mathbf{1 3}] \tilde{s}_{12}^{n-k} \tilde{S}_{23}^{k} \quad k=0, \ldots, n$ |
| (+-, +-) | $\left.\mathcal{Y}_{112} \circ\langle 4\| p_{2} \mid 3\right]^{2}\langle\mathbf{2 4}\rangle^{2}[\mathbf{1 3}]^{2} \tilde{S}_{12}^{n-k} \tilde{S}_{23}^{k} \quad k=0, \ldots, n$ |
| $(00,+-)$ | $\left.\mathcal{Y}_{\underline{112}]^{\circ}} \circ\langle 4\| p_{2} \mid 3\right]^{2}\langle\mathbf{1 4}\rangle\langle\mathbf{2} 4\rangle[\mathbf{1 3}]\left[\mathbf{2 3 ]} \tilde{s}_{12}^{n-2 k} \tilde{s}_{23}^{2 k} \quad k=0, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right.$ |
| (0-, +-) | $\left.\mathcal{Y}_{[112]} \circ\langle 4\| p_{2} \mid 3\right]^{3}\langle\mathbf{1 2}\rangle\langle\mathbf{2} 4\rangle[\mathbf{1 3 ]}]_{12}^{n-k} \hat{s}_{23}^{k} \quad k=0, \ldots, n$ |
| (--, +-) | $\left.\mathcal{Y}_{\text {[12 } 2} \circ\langle 4\| p_{2} \mid 3\right]^{4}\langle\mathbf{1 2}\rangle^{2} \tilde{s}_{12}^{n-2 k} \tilde{s}_{23}^{2 k} \quad k=0, \ldots,\left\lfloor\frac{n}{2}\right\rfloor$ |

Table 2.3: The amplitude bases for the different helicity categories, after taking into account that we are dealing with identical bosons. On the right-hand side, we wrote only the transversality and the helicity of each particle, separating massive and massless states with a comma.

## Chapter 3

## Bootstrapping Tree-Level Amplitudes

In the previous chapter, we have introduced a systematic algorithm to classify polynomial terms in four-dimensional scattering amplitudes. From such contact terms, we can in principle compute any tree-level amplitude. In Section 1.2.1, we introduced the strategy of BCFW-like recursion relations, emphasising their limits. In particular, when it comes to effective field theories, such relations cannot fix amplitudes with insertions of irrelevant interactions with derivative insertions and locality is never manifest in the final result. Since in our approach we should consider all kinds of operators, we have to find an alternative approach to recursion relations, which is anyway completely on-shell, and in the following chapter we are going to argue that in our framework any effective field theory is fully on-shell constructible from unitarity and locality. In particular, the singularity structure will be manifest in the final result.

In this chapter, we will focus mainly on the Standard Model in the unbroken phase ${ }^{1}$ and the SMEFT as a playground for the development of the new recursive method. But we will mention some possible extensions beyond fully massless theories and four dimensions.

In particular, in Section 3.1 we will show, in the context of the Standard Model, how consistent factorisation of four-point tree-level amplitudes constrains the (matrix) couplings $\mathfrak{g}$ in (1.24). Then, in Section 3.2, we will generalise the tree-level bootstrap to higher-point amplitudes, constructing an ansatz consistent with locality and unitarity and fixing all the unknown coefficients using factorisation of the tree level on finite fields. Finally, in Section 3.3, we will move to one loop using generalised unitarity and show that unitarity and locality also fix the anomaly cancellation conditions, from a purely on-shell point of view.

### 3.1 The Standard Model from on-shell techniques

All the four-point amplitudes in the Standard Model, but $\mathcal{A}\left(\bar{H}^{i}, \bar{H}^{j}, H^{k}, H^{l}\right)$, can be completely fixed by factorisation. This will be proven in Section 3.2.1 but we assume

[^18]it for the moment. Consistency between different factorisation channels at tree-level for four-point amplitudes then constrains many of the structures in the three-point amplitude. These constraints fix the (gauge-invariant) structures appearing and impose relations between couplings [16].

The constraints imposed by factorisation are completely equivalent to those found when we construct a consistent gauge-invariant Lagrangian describing a unitary QFT of self-interacting vector bosons [229] and their minimal coupling to fermions and scalars, i.e. the Lie algebra structures and the universality of Yang-Mills coupling (see, for example, $[230]$ ). Moreover, we generalise this argument and find that factorisation also imposes relations between the hypercharges associate to the minimal coupling of matter with (non-self-interacting) $U(1)$-vectors, which are equivalent from a Lagrangian perspective to the requirement that the Yukawa interactions are $U(1)_{\mathrm{Y}}$ invariant, i.e. scattering amplitudes are non zero only for hypercharge-conserving processes. Similar arguments have been applied to supersymmetric theories and gravitational amplitudes [18] and recently also to massive gauge theories [231].

### 3.1.1 Lie Algebras from Tree-Level Unitarity

## Jacobi identities from factorisation

In this subsection we review the observations in [16], from a somewhat different perspective. We consider the three-gluon amplitudes ${ }^{2}$

$$
\begin{equation*}
\mathcal{A}\left(G_{-}^{A}, G_{-}^{B}, G_{+}^{C}\right)=g_{3} f^{A B C} \frac{\langle 12\rangle^{3}}{\langle 23\rangle\langle 31\rangle}, \quad \mathcal{A}\left(G_{-}^{A}, G_{+}^{B}, G_{+}^{C}\right)=-g_{3} f^{B C A} \frac{[23]^{3}}{[12][31]}, \tag{3.1}
\end{equation*}
$$

where $f^{A B C}=f^{[A B C] 3}$ to satisfy Bose-Einstein symmetry of the three-point amplitude and we try to bootstrap the four-gluon amplitude from factorisation. The most generic (slightly redundant) ansatz for the four-point amplitude which is compatible with locality and unitarity is

$$
\begin{align*}
\frac{\mathcal{A}\left(G_{-}^{A}, G_{-}^{B}, G_{+}^{C}, G_{+}^{D}\right)}{i\langle 12\rangle^{2}[34]^{2}} & =\frac{f^{A B E} f^{C D E}}{s_{12}}\left(\frac{c_{1}}{s_{13}}+\frac{c_{2}}{s_{14}}\right)+\frac{f^{A C E} f^{B D E}}{s_{13}}\left(\frac{c_{3}}{s_{12}}+\frac{c_{4}}{s_{14}}\right)  \tag{3.2}\\
& +\frac{f^{A D E} f^{B C E}}{s_{14}}\left(\frac{c_{5}}{s_{12}}+\frac{c_{6}}{s_{13}}\right) .
\end{align*}
$$

The coefficients $c_{i}$ can be fixed from factorisation using (1.23) which in the 4-point case reduces to ${ }^{4}$

$$
\begin{equation*}
-i \operatorname{Res}_{s_{i j}=0} \mathcal{A}_{4}=\mathcal{A}_{3} \cdot \mathcal{A}_{3} \tag{3.3}
\end{equation*}
$$

Imposing this constraint for all the three distinct channels, we find

$$
\left\{\begin{array}{l}
f^{A B E} f^{C D E}\left(c_{1}-c_{2}\right)+f^{A C E} f^{B D E} c_{3}-f^{A D E} f^{B C E} c_{5}=-g_{3}^{2} f^{A B E} f^{C D E}  \tag{3.4}\\
f^{A B E} f^{C D E} c_{1}+f^{A C E} f^{B D E}\left(c_{3}-c_{4}\right)-f^{A D E} f^{B C E} c_{6}=-g_{3}^{2} f^{A C E} f^{B D E} \\
f^{A B E} f^{C D E} c_{2}-f^{A C E} f^{B D E} c_{4}+f^{A D E} f^{B C E}\left(c_{5}-c_{6}\right)=-g_{3}^{2} f^{A D E} f^{B C E}
\end{array} .\right.
$$

[^19]This linear system in general has no solutions, unless we impose the following quadratic relations among the constants $f^{A B C}$ :

$$
\begin{equation*}
f^{A B E} f^{C D E}+f^{B C E} f^{A D E}+f^{C A E} f^{B D E}=0, \tag{3.5}
\end{equation*}
$$

which can be recognised as the Jacobi identities for the structure constants of a Lie algebra.

## Lie algebras from factorisation

We can apply the same reasoning to scalars and fermions coupled to the non-abelian spin- 1 particles and find that also their minimal coupling is tightly constrained by locality and unitarity [18]. We consider as an example the four-point amplitude $\mathcal{A}\left(G_{-}^{A}, G_{+}^{B}, \bar{u}^{a}, u^{b}\right)$. The three-point minimal coupling is fixed by little group and in principle can take the general form

$$
\begin{equation*}
\mathcal{A}\left(G_{-}^{A}, \bar{u}^{a}, u^{b}\right)=i g_{3, m} \tau^{A a}{ }_{b} \frac{\langle 12\rangle^{2}}{\langle 23\rangle}, \quad \mathcal{A}\left(G_{+}^{A}, \bar{u}^{a}, u^{b}\right)=i g_{3, m} \tau_{b}^{A a} \frac{[13]^{2}}{[23]}, \tag{3.6}
\end{equation*}
$$

where, for the moment, $\tau^{A a}{ }_{b}$ is some generic matrix encoding the interaction properties of the fermions $u^{a}\left(\bar{u}^{a}\right)$ and the vector bosons, and we factored out an overall numerical coefficient. The most general ansatz for the four-point is then

$$
\begin{align*}
\frac{\mathcal{A}\left(G_{-}^{A}, G_{+}^{B}, \bar{u}^{a}, u^{b}\right)}{i\langle 13\rangle^{2}[23][24]} & =\frac{f^{A B C} \tau^{C a}{ }_{b}}{s_{12}}\left(\frac{c_{1}}{s_{13}}+\frac{c_{2}}{s_{14}}\right)+\frac{\tau^{A B{ }_{b}}}{s_{13}}\left(\frac{c_{3}}{s_{12}}+\frac{c_{4}}{s_{14}}\right)  \tag{3.7}\\
& +\frac{\tau^{B A a}{ }_{b}}{s_{14}}\left(\frac{c_{5}}{s_{12}}+\frac{c_{6}}{s_{13}}\right)
\end{align*}
$$

where $\tau^{A B a}{ }_{b}=\tau^{A a}{ }_{c} \tau^{B c}{ }_{b}$. Again taking the residues and matching with the factorisation channels as in equation (3.3), we find:

$$
\left\{\begin{array}{l}
f^{A B C} \tau^{C a}{ }_{b}\left(c_{1}-c_{2}\right)+\tau^{A B a}{ }_{b} c_{3}-\tau^{B A a}{ }_{b} c_{5}=i g_{3} g_{3, m} f^{A B C} \tau^{C a}{ }_{b}  \tag{3.8}\\
f^{A B C} \tau^{C}{ }_{b} c_{1}+\tau^{A B a{ }_{b}\left(c_{3}-c_{4}\right)-\tau^{B A}{ }_{b} c_{6}=g_{3, m}^{2} \tau^{A B a}{ }_{b}} \\
f^{A B C} \tau^{C}{ }_{b} c_{2}-\tau^{A B a}{ }_{b} c_{4}+\tau^{B A a}{ }_{b}\left(c_{5}-c_{6}\right)=g_{3, m}^{2} \tau^{B A a}{ }_{b}
\end{array}\right.
$$

This linear system has solutions if and only if

$$
\begin{align*}
g_{3, m} & =g_{3},  \tag{3.9}\\
\tau_{b}^{A B a}-\tau^{B A a}{ }_{b} & =i f^{A B C} \tau^{C a}, \tag{3.10}
\end{align*}
$$

i.e. iff the coupling constant of the interaction is universal and the matrices $\tau^{A a}{ }_{b}$ are representations of the elements of a Lie algebra, with $f^{A B C}$ the structure constants.

## Charge conservation and Yukawa coupling

Last we generalise the procedure of the previous sections to the minimal coupling of the abelian vectors with scalars and fermions interacting via Yukawa coupling. Unitarity and locality will then imply that the hypercharge associated to the minimal coupling of
the matter states to the abelian vector is conserved. The relevant three-point amplitudes are

$$
\begin{align*}
\mathcal{A}\left(B_{-}, \bar{e}, e\right) & =i g_{1} Y_{e} \frac{\langle 12\rangle^{2}}{\langle 23\rangle},  \tag{3.11}\\
\mathcal{A}\left(B_{-}, \bar{L}^{i}, L^{j}\right) & =i g_{1} Y_{L} \delta_{i}^{j} \frac{\langle 12\rangle^{2}}{223\rangle},  \tag{3.12}\\
\mathcal{A}\left(B_{-}, \bar{H}^{i}, H^{j}\right) & =i g_{1} Y_{H} \delta_{i}^{j} \frac{\langle 12\rangle\langle 31\rangle}{\langle 23\rangle},  \tag{3.13}\\
\mathcal{A}\left(L^{i}, e, \bar{H}^{j}\right) & =i \overline{\mathcal{Y}}^{(3)} \delta_{j}^{i}[12], \tag{3.14}
\end{align*}
$$

where $Y_{i}$ is the hypercharge associated to the $i$-th state, and $\mathcal{Y}^{(3)}$ is the Yukawa coupling matrix for the electron family, with $\overline{\mathcal{Y}}^{(3)}=\left(\mathcal{Y}^{(3)}\right)^{\dagger}$. The most generic ansatz consistent with locality and unitarity is

$$
\begin{equation*}
\frac{\mathcal{A}\left(B_{-}, L^{i}, e, \bar{H}^{j}\right)}{i\langle 12\rangle\langle 13\rangle[23]^{2}}=\delta_{j}^{i}\left(\frac{c_{1}}{s_{12} s_{13}}+\frac{c_{2}}{s_{12} s_{14}}+\frac{c_{3}}{s_{13} s_{14}}\right), \tag{3.15}
\end{equation*}
$$

and probing the three different factorisation channels we find the system:

$$
\left\{\begin{array}{l}
c_{1}-c_{2}=-g_{1} \overline{\mathcal{Y}}^{(3)} Y_{L}  \tag{3.16}\\
c_{1}-c_{3}=+g_{1} \overline{\mathcal{Y}}^{(3)} Y_{e}, \\
c_{2}-c_{3}=+g_{1} \overline{\mathcal{Y}}^{(3)} Y_{H}
\end{array}\right.
$$

which has solutions if and only if we impose the hypercharge conserving condition:

$$
\begin{equation*}
Y_{L}=Y_{H}-Y_{e} . \tag{3.17}
\end{equation*}
$$

Analogously, one can also find the charge conservation conditions for the processes involving quarks, instead of leptons:

$$
\begin{align*}
Y_{Q} & =Y_{H}-Y_{d}  \tag{3.18}\\
Y_{Q} & =-Y_{H}-Y_{u} . \tag{3.19}
\end{align*}
$$

### 3.2 Bootstrapping the tree-level amplitudes

The strategy presented for four-point amplitudes can be generalised to higher-point amplitudes in generic massless effective field theories, keeping in mind the particular example of the SMEFT. While the four-point cases can be worked out by hand analytically, the same procedure become rather cumbersome for higher points. In particular, the number of terms in the ansatz grows and the relations between spinor helicity structures make the matching procedure on the cuts exponentially difficult. On the other hand, generating the ansatz with computer algebra software and fixing the coefficients evaluating the kinematics numerically make the following algorithm definitely more efficient than summing over all the Feynman diagrams and writing the amplitude in a form which manifests both gauge invariance and locality.

At the end of this sections we will show a possible generalisation of the algorithm (which relies heavily on four-dimensional spinor helicity formalism, so far) to $d$-dimensional scattering amplitudes, which are essential for generalised unitarity when we go beyond one-loop [32, 33]. As an example, we will compute analytically the one-gluon amplitude in the HEFT with two heavy sources, from the single-heavy-source amplitudes presented in [232].

### 3.2.1 Higher-point Amplitudes without Recursion Relations

The procedure can be roughly divided into two parts: the construction of an ansatz and the matching procedure on the single-particle cuts to fix the free-parameters, which we perform numerically over finite fields to speed up the computation.

## Constructing an ansatz

A generic tree-level amplitude can be schematically written as

$$
\begin{equation*}
\mathcal{A}_{n}\left(p_{1}^{a_{1}, h_{1}}, \ldots, p_{n}^{a_{n}, h_{n}}\right)=\sum_{i, j, k} \frac{C_{i, j}^{a_{1} \cdots a_{n}}}{\mathcal{D}_{i}} c_{i, j, k} \mathcal{N}_{i, j, k}+\mathcal{P}^{a_{1} \cdots a_{n}}, \tag{3.20}
\end{equation*}
$$

where $p_{i}^{a_{i}, h_{i}}$ represents a generic state with helicity $h_{i}$ and gauge-group index $a_{i}$. The tensors $C_{i, j}^{a_{1} \cdots a_{n}}$ are the gauge-group invariant structure of the amplitude, whereas $\mathcal{D}_{j}$ and $\mathcal{N}_{i, j, k}$ are kinematic denominators and numerators respectively, where the latter carry the dependence on the helicity structure. The $c_{i, j, k}$ are rational coefficients associated to the different helicity structures $\mathcal{N}_{i, j, k}$. Finally, the $\mathcal{P}^{a_{1} \cdots a_{n}}$ are terms with polynomial dependence in the kinematic variables, in other words contact terms, which vanish whenever we probe any factorisation channel. We will show that in our framework the contact terms are irrelevant and the tree-level amplitudes are fully determined by lower-point amplitudes from factorisation.

First we motivate this assumption for renormalisable theories through a simple dimensional analysis consideration: due to (1.14), for $n>4$ we have $\left[\mathcal{A}_{n}\right]<0$. Moreover, all the couplings in the SM are dimensionless, we are considering only massless states (there are no dimension-full parameters in the amplitude) and by construction $\left[\mathcal{P}^{a_{1} \cdots a_{n}}\right] \geq 0$. These considerations imply necessarily that for renormalisable massless theories for $n>4 \mathcal{P}^{a_{1} \cdots a_{n}}=0$ and every term in the amplitude must posses some kinematic denominators $\mathcal{D}_{i}$. This means that the amplitudes can be fully determined from factorisation, through a recursive procedure described below in this section.

This argument is somehow subtle for $n=4$, because it is possible to build terms of mass dimension zero which are ratios of spinor variables but vanish on any cut. An example of such a structure for the all-plus four-gluon amplitudes is

$$
\begin{equation*}
\frac{[12]^{2}[34]^{2}}{s_{12}^{2}}=\frac{[13]^{2}[24]^{2}}{s_{13}^{2}}=\frac{[14]^{2}[23]^{2}}{s_{14}^{2}}, \tag{3.21}
\end{equation*}
$$

whose residue is zero on any of the three configuration $s_{12}=0, s_{13}=0$ or $s_{14}=0$. These structures do not introduce any correction to the factorisation channels of four-point amplitudes (i.e. they are polynomial in the kinematic variables, thanks to the permutation symmetry). We will systematically ignore such contact terms at four points, except for the four-scalar contact term (corresponding in the Lagrangian formalism to the $\lambda \phi^{4}$ interaction). Indeed, such terms are usually computed through $d$-dimensional generalised unitarity techniques as one-loop finite rational terms [233, 234], hence they must be vanishing at tree-level ${ }^{5}$. In particular, in the case of the four-scalar amplitude we will add to the factorisable part a contact term whose kinematic dependence is trivial:

[^20]$\mathcal{A}_{4}\left(\bar{H}^{i_{1}} \bar{H}^{i_{2}} H^{i_{3}} H^{i_{4}}\right)=-\left(g_{1}^{2} Y_{H}^{2} \delta_{i_{1}}^{i_{3}} \delta_{i_{2}}^{i_{4}}+g_{2}^{2} \sigma^{I i_{3}}{ }_{i_{1}} \sigma^{I i_{4}}{ }_{i_{2}}\right) \frac{s_{12}-s_{14}}{s_{13}}-\lambda \delta_{i_{1}}^{i_{3}}{ }_{i_{2}}^{i_{4}}+(3 \leftrightarrow 4)$.
We stress that for $n>4$ non-singular terms such as (3.21) cannot appear: by dimensional analysis considerations, there must be a singularity for renormalisable amplitudes with more than four external particles.

This argument cannot be generalised to the case of scattering amplitudes with insertions of effective interactions. For example, consider the six-scalar amplitude with an insertion of a $\partial^{2} \phi^{4}$ interaction, call it $\mathcal{F}_{6,6, \partial^{2} \phi^{4}}$. There is no equivalent argument to discard a $\phi^{6}$-like contact term contribution arising in the calculation of this amplitude. On the other hand, any physical process which gets a contribution from $\mathcal{F}_{6,6, \partial^{2} \phi^{4}}$ will also get one from $\mathcal{F}_{6,6, \phi^{6}}$ which is the contact interaction due to the operator $\phi^{6}$ itself. Physically, the two contact term contributions cannot be disentangled, because they provide the same description for the interaction between scalars. As a consequence, if we are already considering an effective field theory with both $\partial^{2} \phi^{4}$ and $\phi^{6}$ interactions in our operator basis, neglecting the $\phi^{6}$-like contact term in $\mathcal{F}_{6,6, \partial^{2} \phi^{4}}$ can be compensated by appropriately shifting the Wilson coefficient of the $\phi^{6}$ operator.

This argument can be generalised to more generic theories, like the SMEFT in our case. What we wanted to convey is that, as long as we consider a complete basis of operators up to a given dimension, contact terms can only contribute shifting the Wilson coefficients of a different operator. Then we choose our basis of EFT interactions such that it does not generate polynomial terms when computing higher-multiplicity amplitudes and thus we can effectively neglect them in the computations, so $\mathcal{P}^{a_{1} \cdots a_{n}}=0$.

Now we present the algorithm to compute higher-point tree-level amplitudes from factorisation.

1. We begin by enumerating all the possible singularity structures of the amplitude consistent with locality, which are provided by all the possible ways the amplitude can consistently factorise into tree graphs ${ }^{6}$. First, we enumerate all the possible tree graphs with trivalent and quadrivalent internal vertices, and then we apply a selection criterion to discard channels which are not compatible with the particles associated to the external vertices and the Standard Model interactions.
2. We associate to each tree graph a unique kinematic denominator $\mathcal{D}_{i}$, which is the product of the propagators corresponding to internal edges in the graphs, i.e. it is a product of the Mandelstam invariants characterising the channels.
3. Unitarity also fixes the colour structures associated to each graph $\left\{C_{i, j}^{a_{1} \cdots a_{n}}\right\}_{j=1, \ldots, s}$. In particular, different colour structures correspond to different particles propagating in the internal lines. Once the internal particles are determined, the colour structures are obtained from the contraction of the colour structures in the threepoint amplitudes associated to each vertex.
4. Finally, the kinematic numerators are generated with the algorithm presented in
[^21]Section 2.1.1 ${ }^{7}$. The $\left\{\mathcal{N}_{i, j, k}\right\}_{k=1, \ldots, h}$ are $h$ independent spinor structures in our basis, and a set of these numerators is associated to each of the colour structure $C_{i, j}^{a_{1} \cdots a_{n}}$ corresponding to the denominator $\mathcal{D}_{i}$. The latter fixes the mass dimension of the numerators through $\left[\mathcal{N}_{i, j, k}\right]=\left[\mathcal{A}_{n}\right]+\left[\mathcal{D}_{i}\right]$ whereas the helicity weights are given by the external particles. Each of the $\mathcal{N}_{i, j, k}$ is multiplied by arbitrary (rational) coefficients $c_{i, j, k}$ which will be fixed by the matching procedure over the different factorisation channels described in detail later in the section. Notice that the basis of numerators does obviously not depend on the colour structures, but only on the mass dimension of the denominator structure: i.e. $\mathcal{N}_{i_{1}, j_{1}, k}=\mathcal{N}_{i_{2}, j_{2}, k}$ if $\left[\mathcal{D}_{i_{1}}\right]=\left[\mathcal{D}_{i_{2}}\right]$ for any colour structure labelled by $j_{1}$ and $j_{2}$. This fact has been exploited heavily to speed up the numerical evaluation of the ansatz when solving for the coefficients $\left\{c_{i, j, k}\right\}$.
5. Some of the coefficients can be fixed before the matching procedure by demanding that the ansatz is not redundant. In particular, the simplifying observation is that the various coefficients cannot combine in such a way that the sum over the related structures is proportional to any of the Mandelstam invariants appearing in the denominators, which are associate to a physical intermediate one-particle state.
6. Finally we solve for the $\left\{c_{i, j, k}\right\}$ by matching over the different factorisation channels as described below. The matching usually fixes all the coefficients $\left\{c_{i, j, k}\right\}$, but there are cases where the ansatz is redundant. We have already encountered the first example in the previous section: in fact, when we have particles with helicity $\left|h_{i}\right| \geq 1$ we are forced to introduce some redundancy in the ansatz, as we will explain later in this section.

We consider, as an example, the five-point amplitude $\mathcal{A}_{5}\left(Q^{a_{1}, i_{1}}, u^{a_{2}}, \bar{H}^{i_{3}}, H^{i_{4}}, H^{i_{5}}\right)$. There are 21 trivalent graphs compatible with this process, and some of them are shown in Figure 3.1. Most of the graphs do not involve the scalar quadrivalent interaction, except the last one. Indeed, we then have $\left[\mathcal{D}_{i}\right]=4$ for $i=1, \ldots, 20$ and $\left[\mathcal{D}_{21}\right]=2$ with:

$$
\begin{align*}
\left\{\mathcal{D}_{i}\right\}_{i=1, \ldots, 21}=\{ & s_{12} s_{35}, s_{14} s_{35}, s_{24} s_{35}, s_{12} s_{34}, s_{15} s_{34}, s_{25} s_{34}, s_{13} s_{25}, s_{14} s_{25}, s_{25} s_{34}, s_{13} s_{24} \\
& \left.s_{15} s_{24}, s_{24} s_{35}, s_{15} s_{24}, s_{15} s_{34}, s_{14} s_{25}, s_{14} s_{35}, s_{13} s_{24}, s_{13} s_{25}, s_{12} s_{34}, s_{12} s_{35}, s_{12}\right\} \tag{3.23}
\end{align*}
$$

Next we build the kinematic numerators whose structure is fixed by the helicity of the external particles along with the mass dimension of the amplitude and of the denominators as

$$
\begin{equation*}
\left[\mathcal{A}_{n}\right]=\left[\mathcal{N}_{i, j, k}\right]-\left[\mathcal{D}_{j}\right] \quad \Rightarrow \quad\left[\mathcal{N}_{i, j, k}\right]=4-n+\left[\mathcal{D}_{j}\right] . \tag{3.24}
\end{equation*}
$$

In our example we have then

$$
\begin{equation*}
\left\{\mathcal{N}_{i, j, k}\right\}_{k=1, \ldots, 6}=\left\{s_{12}[12], s_{13}[12], s_{23}[12], s_{24}[12], s_{34}[12],\langle 34\rangle[14][23]\right\} \tag{3.25}
\end{equation*}
$$

for $i=1, \ldots, 20$ and any $j$, and

$$
\begin{equation*}
\left\{\mathcal{N}_{21, j, k}\right\}_{k=1}=\{[12]\} \tag{3.26}
\end{equation*}
$$

[^22]

Figure 3.1: The splitting of $\mathcal{A}_{5}\left(Q^{a_{1}, i_{1}}, u^{a_{2}}, \bar{H}^{i_{3}}, H^{i_{4}}, H^{i_{5}}\right)$ into trivalent graphs and the associated colour factors and kinematic denominators. There are a total of 21 possible trivalent graphs associated with this amplitude, we showed explicitly the first, the second and the last, as significant examples. The second is a trivial instance of trivalent graphs and there is a unique choice compatible with the Standard Model interactions of internal particle propagating. The same is not true for the first factorisation channel, for which we can have both $B$ s and $W$ s propagating, which give us two different colour structures $C_{1,1}$ and $C_{2,1}$, respectively. The last channel is the only one for this amplitude which involves an insertion of the quadrivalent Higgs interaction.

Computing the amplitude then reduces to fixing the rational coefficients $c_{i, j, k}$ multiplying each of these numerators.

In fact, before proceeding with the system solution we can fine tune the ansatz in order to remove combinations which would lead to cancellations in the denominators. In particular, since there are two Mandelstam invariants for the first twenty denominators, this would fix a priori two coefficients for each denominator and for each colour structures. We consider, for example, the first two trivalent graphs, shown in Figure 3.1. The general algorithm to fix the coefficient is the following:

- We have a set of independent helicity structures with a specified mass dimension d, i.e. $\left\{\mathcal{N}_{i, j, k}\right\}_{k=1, \ldots, h_{1}}$, and we assume the existence of a set of structures with the same helicity configuration and mass dimension $d-2$, i.e. $\left\{\mathcal{M}_{i, j, l}\right\}_{l=1, \ldots, h_{2}}$. If the latter do not exist, this procedure can be skipped, as in the case of $\mathcal{N}_{21,1,1}$.
- For each Mandelstam invariant $s_{i_{1} \ldots i_{n}}$ appearing in the denominator $\mathcal{D}_{i}$ we fix some coefficients $d_{i, j, k}^{(p)}$ through

$$
\begin{equation*}
\sum_{k=1}^{h_{1}} d_{i, j, k}^{(p)} \mathcal{N}_{i, j, k}=s_{i_{1} \ldots i_{n}} \mathcal{M}_{i, j, l} \quad \forall l \tag{3.27}
\end{equation*}
$$

These conditions provide us with $p=1, \ldots, \frac{\left[\mathcal{D}_{i}\right]}{2} \cdot h_{2}$ vectors $d_{i, j, k}^{(p)}$.

- Finally, we impose the orthogonality condition for the $c$ 's with respect to the $d$ 's

$$
\begin{equation*}
\sum_{k=1}^{h_{1}} c_{i, j, k} d_{i, j, k}^{(p)}=0 \quad \forall p \tag{3.28}
\end{equation*}
$$

which fixes some of the $c_{i, j, k}$, as anticipated. In our specific example, for $\mathcal{D}_{1}$ we find $c_{1, j, 1}=0$ and $c_{1, j, 5}=-c_{1, j, 2}-c_{1, j, 3}$ with $j=1,2$ and for $\mathcal{D}_{2}$ we find $c_{2,1,4}=-c_{2,1,1}$ and, again, $c_{2,1,5}=-c_{2,1,2}-c_{2,1,3}$.

## The case of external vector bosons

The procedure described so far works very well when we are dealing with amplitudes with only scalars and fermions as external particles. But when vector bosons are involved, or more in general massless particles with $|h| \geq 1$, an extension of the method is required. One has to take into account that these particles provide further kinematic denominators which are not due to intermediate particle exchanges. A simple example has already been shown in Section 3.1.1, where we considered the four-gluon amplitude. Indeed, the four-point amplitude has mass-dimension zero, the helicity structure with the smallest mass dimension is $\langle 12\rangle^{2}[34]^{2}$ which has mass-dimension four, and consequently a single $\frac{1}{s_{i j}}$ (associated to a trivalent graph) is not enough to get the mass-dimensions right ${ }^{8}$. Typically, once a set of denominators has been generated as described in the

[^23]\[

$$
\begin{equation*}
\epsilon_{\alpha \dot{\alpha}}^{+}(p, \xi)=\sqrt{2} \frac{\xi_{\alpha} \tilde{\lambda}_{\dot{\alpha}}}{\langle\langle\lambda\rangle}, \quad \epsilon_{\epsilon_{\alpha \dot{\alpha}}^{-}(p, \xi)=\sqrt{2} \frac{\lambda_{\alpha} \tilde{\xi}_{\dot{\alpha}}}{[\tilde{\lambda} \tilde{\xi}]},} \tag{3.29}
\end{equation*}
$$

\]

previous section, we need to add at least one Mandelstam invariant to each denominator or possibly more in case of higher-point amplitudes. This is done in iterated steps: we first add to every denominator a single Mandelstam invariant $s_{i j}$ in all the possible ways compatible with locality ${ }^{9}$, then we build the complete ansatz and try to solve it. If the number of invariants considered for the denominators is insufficient we will find no solution for the $c$ 's, so we add all the possible terms with a further invariant in the denominator and try to solve again. At every step clearly the number of possible denominators grows quite drastically, and so does the number of possible numerators since higher and higher mass-dimensions become available. The latter effect is however counteracted by discarding those numerators which cancel any power of Mandelstam invariants from the denominator, which would indeed reproduce a term of the ansatz already present from previous iterations.

This part of the method proves to be the bottleneck when it comes to computing higher-multiplicity amplitudes, because we did not implement any systematic way of combining different factorisation channels. Such combinations may be better understood in connection with the color-kinematic duality [192, 193] and/or geometries described by the singularity structures [189, 235].

This procedure of adding Mandelstam invariants to the kinematic denominators is clearly responsible for the "mixing" process between different factorisation channels which brought us to the identities between colour structures at the level of the fourpoint amplitudes in Section 3.1 and it is strictly related to gauge invariance.

## Solution of the ansatz

So far we have built an ansatz of the form (3.20), where each of the $\mathcal{N}_{i, j, k}$ has an associated coefficient $c_{i, j, k}$. In order to fix these coefficients we impose the validity of (1.23) in every single kinematic channel, and we do so through repeated numerical evaluations:

$$
\begin{equation*}
-i \operatorname{Res}_{s_{i_{1}} \ldots i_{m}}^{\operatorname{Res}} \underbrace{\mathcal{A}_{n}\left(p_{1}^{h_{1}} \ldots p_{n}^{h_{n}}\right)}_{\text {ansatz }}=f \sum_{s_{\mathrm{I}}, h_{1}} \underbrace{\mathcal{A}_{m+1}\left(p_{i_{1}}^{h_{i_{1}}} \ldots p_{i_{m}}^{h_{i_{m}}}, p_{I}^{h_{I}}\right) \mathcal{A}_{n-m+1}\left(p_{I}^{h_{I}} \rightarrow p_{i_{m+1}}^{h_{i_{m+1}}} \ldots p_{i_{n}}^{h_{i_{n}}}\right)}_{\text {lower point on-shell amplitudes }} . \tag{3.30}
\end{equation*}
$$

The lower point amplitudes in the RHS of (3.30) is known, because our algorithm is recursive. On the LHS we take the residue on the ansatz, which selects a subset of the denominator structures. Next we decompose, through the algorithms described in Section 2.3.1, the colour structures on both sides of (3.30) in a suitable basis $\left\{C_{l}^{a_{1} \cdots a_{n}}\right\}$ :

$$
\begin{equation*}
C_{i, j}^{a_{1} \cdots a_{n}}=\sum_{l} b_{i, j, l} C_{l}^{a_{1} \cdots a_{n}} . \tag{3.31}
\end{equation*}
$$

We impose the matching of the coefficients of the colour structures in this basis on both sides of the equality (3.30) so we end up with a set of equations of the type

$$
\begin{equation*}
-i \sum_{i^{\prime}, j, k} \frac{b_{i^{\prime}, j, l}}{\widetilde{\mathcal{D}}_{i^{\prime}}} c_{i^{\prime}, j, k} \mathcal{N}_{i^{\prime}, j, j, k}=\mathcal{K}_{l} . \tag{3.32}
\end{equation*}
$$

where $p_{\alpha \dot{\alpha}}=\lambda_{\alpha} \tilde{\lambda}_{\dot{\alpha}}$ and $\xi$ is an arbitrary reference spinor. In our approach, it is either a simple dimensional analysis as for the four-gluon amplitude which forces us to add more denominators, or for higher-point amplitudes it will be unitarity itself that does so.
${ }^{9}$ By this we mean exhausting the combinatorics of possible invariants without however adding those already present in the denominator, which would of course lead to unphysical higher-order poles.

Here $i^{\prime}$ runs over the tree graphs in which the specified Mandelstam invariant $s_{i_{1} \ldots i_{m}}$ appears, the $\widetilde{\mathcal{D}}_{i^{\prime}}$ are the $\mathcal{D}_{i^{\prime}}$ stripped of a factor $s_{i_{1} \ldots i_{m}}$ and the $c_{i, j, k}$ are the rational coefficients to be fixed. The $\mathcal{K}_{l}$ are kinematic coefficients defined by the product of lower point amplitudes as

$$
\begin{equation*}
f \sum_{s_{\mathrm{I}}, h_{\mathrm{I}}} \mathcal{A}_{m+1}\left(p_{i_{1}}^{h_{i_{1}}} \ldots p_{i_{m}}^{h_{i m}}, p_{I}^{h_{I}}\right) \mathcal{A}_{n-m+1}\left(p_{I}^{h_{I}} \rightarrow p_{i_{m+1}}^{h_{i_{m+1}}} \ldots p_{i_{n}}^{h_{i_{n}}}\right):=\sum_{l} C_{l}^{a_{1} \ldots a_{n}} \mathcal{K}_{l} \tag{3.33}
\end{equation*}
$$

where the colour structures $C_{l}^{a_{1} \ldots a_{n}}$ are elements of the chosen colour basis. The $\mathcal{K}_{l}$ are known analytic functions of the spinor invariants and Mandelstam invariants, and they also contain the dependence on the couplings $g_{k}, \mathcal{Y}^{(f)}$ and $\lambda$. Each equation (3.32) now only contains kinematic invariants, the $c_{i, j, k}$ for which we want to solve and products of couplings. Thus we repeatedly evaluate the kinematics numerically and so obtain a linear system in the $c_{i^{\prime}, j, k}$ which upon solution yields a subset of the $c_{i^{\prime}, j, k}$ as functions of the couplings and possibly other $c$ 's. Since numerical evaluations are performed on very special kinematic points where intermediate states go on-shell, some of the coefficients $c_{i^{\prime}, j, k}$ might in principle drop out of the system. These coefficients are identified by an a priori numerical evaluation, which then allows to only solve the system in the actually relevant variables.

Repeating this procedure in every kinematic channel might still not completely fix the ansatz, since some of the $c_{i, j, k}$ might be spurious in the sense that using momentum conservation and Schouten identities appropriately they actually drop out altogether from the final result. In particular this happens when we consider amplitudes with external vectors. At the very end of the calculation, we take advantage of the arbitrary nature of these coefficients to set them, for example, either to a value which makes the final result more compact or to zero.

In order to get exact solutions and avoid possible issues tied to precision loss in floating point arithmetic, we make use of finite fields arithmetic ${ }^{10}$ which is made possible by the fact that at tree-level the kinematic dependence of the amplitudes in the spinor variables is rational. More specifically for each subamplitude we generate a set of momentum-twistors [238, 239], as explained in Appendix A.3, with components on $\mathbb{Z}_{p}$, where twistors associated to different subamplitudes but to the same internal momentum are by construction taken to be on the same plane ${ }^{11}$. From these components then we compute the kinematic invariants and from there the products of the tree-amplitudes, all of which naturally live on the field $\mathbb{Z}_{p}$. This approach in general greatly speeds up the calculations, having as single minor drawback the fact that to obtain the solution to the linear system on $\mathbb{Q}$ once it has been computed on $\mathbb{Z}_{p}$ would generally require repeated sampling for different values of the prime $p$ (see appendix A.4). However, since the coefficients involved in our calculations are typically very small compared to the prime $p$ we consider, the use of a single field is usually enough, further strengthened by checking the solutions a posteriori on rational kinematic points. The system solution itself is done through row reduction: the matrix $A$ to be reduced is obtained from numerically evaluating (3.32) $t+1$ times, with $t$ being the number of $c_{i^{\prime}, j, k}$ appearing in the latter linear equation ${ }^{12}$, and can be schematically written as
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\{$$
\begin{array}{c}
\sum_{s=1}^{S} a_{0, s} m_{s}=0  \tag{3.34}\\
\sum_{s=1}^{S} a_{1, s} m_{s}=0 \\
\vdots \\
\sum_{s=1}^{S} a_{t+1, s} m_{s}=0
\end{array}
$$ \quad \mapsto \quad \underbrace{\left($$
\begin{array}{ccc}
a_{0,0} & \cdots & a_{0, S} \\
\vdots & & \vdots \\
a_{t+1,0} & \cdots & a_{t+1, S}
\end{array}
$$\right)}_{A} \underbrace{\left($$
\begin{array}{c}
m_{0} \\
\vdots \\
m_{S}
\end{array}
$$\right)}_{V}=0,
\]

where the $a_{i, j}$ are numeric constants (from the numerical evaluations of the kinematic parts) and the $m_{s}$ are the unknowns $c_{i, j, k}$ or monomials in the couplings $g, \mathcal{Y}$ and $\lambda$ and the imaginary unit $i$. The explicit mention of the imaginary unit is due to the fact that it needs to be treated with some care when using finite fields. Imaginary units are almost ubiquitous in our construction and we decided to treat them as symbolic objects on the same footing as the coupling constants. Square roots would in principle require a similar treatment, but these are easily removed by choosing appropriate normalisations of the colour factors, and thus are never present in our calculation. Getting back to the system solution, upon row-reducing the numeric matrix $A$ on finite fields one gets to a matrix $B$ in row echelon form, which of course still satisfies $V^{\prime} \equiv B V=0$, with $V$ the vector of constants $c_{i, j, k}$ and couplings. The relation $V^{\prime}=0$ can then be trivially solved for the couplings $c_{i, j, k}$ corresponding to the leading (the first non-vanishing) entries in each row of $B$. These relations provide the solution to the system.

It is worth stressing that, differently from either a Feynman diagrammatic approach or a BCFW-like calculation where consistency tests need to be performed a posteriori, through factorisation every step of the calculation is in itself a consistency check on the code. The systems of equations we obtain in the end always have a (possibly vanishing) solution, unless there is some physical obstruction. This is indeed the case when vector bosons are present among the external states (or more in general massless particles with helicity $|h| \geq 1$ ) and not enough invariants have been considered in the denominator construction. An impossible solution is symptomatic of unitarity breaking telling us that the ansatz was not general enough.

Thanks to many small, but at times significant, expedients ${ }^{13}$ the construction of the numeric system is rather fast despite our use of Mathematica rather than dedicated low-level language implementations, for example in C, which are usually better suited for the task. As a consequence, the main bottleneck of the system-solving procedure is the system solution itself. As an aside, we note that our ansatz construction is of course independent of the ansatz solution method. More specifically, if the reader was interested in getting analytic expressions for tree-level amplitudes and already had at her/his disposal a routine for numerically evaluating the amplitude itself, say BerendsGiele [240] recursion for example, then the ansatz solution could be clearly done in one go solving a single large system in all the $c_{i, j, k}$. Despite being viable, we consider our approach far more appealing, not only conceptually because of the use of just onshell quantities but also practically: solving the ansatz on the different factorisation channels leads to many small systems whose solution is faster than a single large one and furthermore lends itself to effective parallelisation.

[^25]
### 3.2.2 Generalisations and application to the heavy-mass EFT

This method does not apply only to massless theories in four-dimensions, but it can be generalised for amplitudes with massive particles and in any spacetime dimensions. Relaxing the former restriction can be done by simply generating the possible numerators in step (4) of the algorithm as elements of the kinematic basis for massive structures, presented in Section 2.2. The numerical evaluation over finite fields is still possible, generalising the twistor construction to the massive case, as shown in Appendix A.3. But in this case polynomial terms must be treated carefully to preserve unitarity [231] and contrary to the fully-massless case constrains like those presented in Section 3.1 are expected also at higher points in the massive scalar sector of the theory under considerations [241, 242]. On the other hand, in generic space-time dimensions we would need a systematic algorithm to classify kinematically independent numerators and an algorithmic way of generating rational kinematics, but the strategy still works generically for any (effective) theory. As an explicit example, we show how to compute the five-point colour-order amplitudes with two heavy scalars and an external gluon in the HEFT [232, 243-245].

## Five-point amplitudes with two heavy sources in the HEFT

The analytic form of the tree-level $(n+2)$-point amplitude with $n$ external gluons and one heavy source (two scalars) which makes colour-kinematic duality manifest has been found in [246]. We use the three- and four-point amplitudes from this thesis and the knowledge of the leading soft limit in Yang-Mills theories [247] to determine completely the five-point with two massive sources (four-scalars) and one gluon. The five-point kinematic can be represented as


In this parametrisation, momentum conservation reads $k^{\mu}=q_{1}^{\mu}+q_{2}^{\mu}$ and the on-shell condition for the external scalar, after taking the heavy-mass limit, becomes

$$
\begin{equation*}
p_{i} \cdot q_{i}=\mathcal{O}\left(m_{i}^{0}\right) \tag{3.36}
\end{equation*}
$$

In the HEFT, massive propagators are linear and the amplitude is a homogeneous function of the masses of degree 1 (in gauge theories, while is it homogeneous of degree 2 in gravitational theories). This point will be fundamental in constructing an ansatz with a very limited number of terms. Also, the factorisation channels with internal heavy scalars cannot be probed in the heavy-mass limit, because such kinematics lays beyond the regime of validity of the HEFT, as suggested by condition (3.36). Nevertheless, we will show that the knowledge of the massless poles (together with the leading-order soft behaviour) is enough to fully fix the amplitude, thanks to the mixing of channels induced by the presence of the external gluon. Finally, we should mention that gauge
invariance will be always manifest, both in the ansatz and in the factorisation channels because we will use the gauge-invariant amplitudes of [232, 246].

- In the generation of the amplitude a power counting analysis is essential. We will perform it in four dimensions for simplicity, but the result is not dependent on this. The five-point amplitude has mass dimension

$$
\begin{equation*}
\left[\mathcal{A}_{5}\right]=-1, \tag{3.37}
\end{equation*}
$$

and the Yang-Mills coupling is dimensionless $([g]=0)$.

- The massless pole are $q_{1}^{2}$ and $q_{2}^{2}$. Then, we want to generate an ansatz

$$
\begin{equation*}
\frac{\mathcal{A}_{5}}{i g^{3}}=\frac{\mathcal{N}_{1}}{q_{1}^{2}}+\frac{\mathcal{N}_{2}}{q_{2}^{2}}+\frac{\mathcal{N}_{3}}{q_{1}^{2} q_{2}^{2}}+\mathcal{N}_{c} \tag{3.38}
\end{equation*}
$$

which has no redundancy, i.e. $\left.\mathcal{N}_{i}\right|_{q_{j}^{2}=0} \neq 0$ and they are finite, as we want that all the massless singularities are in the explicit propagators. $\mathcal{N}_{c}$ is a term which as no massless propagator and we improperly call contact term, as it still have (linear) massive propagators, which can be probed by taking the soft- $k$ limit.

- In order to guarantee both gauge invariance and little group covariance, we require

$$
\begin{equation*}
\mathcal{A}_{5}=F_{k}^{\mu \nu} \mathcal{A}_{5 \mu \nu}, \tag{3.39}
\end{equation*}
$$

where $F_{k}^{\mu \nu}=k_{\mu} \epsilon_{\nu}-k_{\nu} \epsilon_{\mu}$ is the linearised field strength. Schematically, then we must have

$$
\begin{equation*}
\mathcal{N}_{i}=\frac{F_{k} \otimes \otimes p_{j}^{\otimes n_{i, j}}}{\otimes p_{j}^{\otimes m_{i, j}}}, \quad p_{j}=\left\{p_{1}, p_{2}, q_{1}, q_{2}, k\right\} \tag{3.40}
\end{equation*}
$$

with

$$
\begin{align*}
\sum_{j} n_{i, j}-m_{i, j}=0, & \left(\left[\mathcal{N}_{i}\right]=1\right), \quad(i=1,2)  \tag{3.41}\\
\sum_{j} n_{3, j}-m_{3, j}=2, & \left(\left[\mathcal{N}_{3}\right]=3\right) . \tag{3.42}
\end{align*}
$$

Trivially $\sum_{j} n_{i, j}$ and $\sum_{j} m_{i, j}$ must be even and, since $F_{k}{ }_{\mu}^{\mu}=0$, we must have $\sum_{j} m_{i, j} \neq 0$. In the denominators only massive propagators are allowed: in particular, only $p_{1} \cdot k$ and $p_{2} \cdot k$ can appear $\left(p_{1} \cdot q_{2}=p_{1} \cdot k\right.$ and $p_{2} \cdot q_{1}=p_{2} \cdot k$ in the heavy-mass limit). We will assume that only single powers of these linear propagators can appear (which will be enough for the gauge theory amplitudes, while it would not work for gravity).

- As we have said already, we are computing HEFT amplitudes which are homogeneous in the mass and, in particular, proportional to $m_{1} m_{2}$.
- First, we consider $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$. A single factor $p_{i} \cdot k$ is not enough, because the homogeneity forces any term to be zero. Then we need both massive propagators and there is a unique term contributing:

$$
\begin{equation*}
\mathcal{N}_{i}=\alpha_{i} \frac{p_{1} \cdot p_{2} p_{1} \cdot F_{k} \cdot p_{2}}{p_{1} \cdot k p_{2} \cdot k}, \quad i=1,2 \tag{3.43}
\end{equation*}
$$

- $\mathcal{N}_{3}$ is more convoluted:

$$
\begin{equation*}
\mathcal{N}_{3}=\mathcal{N}_{3}^{(0)}+\frac{\mathcal{N}_{3}^{\left(1^{\prime}\right)}}{p_{1} \cdot k}+\frac{\mathcal{N}_{3}^{\left(1^{\prime \prime}\right)}}{p_{2} \cdot k}+\frac{\mathcal{N}_{3}^{(2)}}{p_{1} \cdot k p_{2} \cdot k} \tag{3.44}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{N}_{3}^{(0)} & =\beta_{1} p_{1} \cdot F_{k} \cdot p_{2} \\
\mathcal{N}_{3}^{\left(1^{\prime}\right)} & =\beta_{2} p_{1} \cdot p_{2} q_{1} \cdot F_{k} \cdot p_{1}+\beta_{2}^{\prime} p_{1} \cdot p_{2} q_{2} \cdot F_{k} \cdot p_{1} \\
\mathcal{N}_{3}^{\left(1^{\prime \prime}\right)} & =\beta_{3} p_{1} \cdot p_{2} q_{1} \cdot F_{k} \cdot p_{2}+\beta_{3}^{\prime} p_{1} \cdot p_{2} q_{2} \cdot F_{k} \cdot p_{2}  \tag{3.45}\\
\mathcal{N}_{3}^{(2)} & =\beta_{4} q_{1} \cdot q_{2} p_{1} \cdot F_{k} \cdot p_{2}+\beta_{5}\left(p_{1} \cdot p_{2}\right)^{2} q_{1} \cdot F_{k} \cdot q_{2} .
\end{align*}
$$

But $q_{2} \cdot F_{k} \cdot p=-q_{1} \cdot F_{k} \cdot p$ and $q_{1} \cdot F_{k} \cdot q_{2}=0$ (from the equation of motion $k_{\mu} F_{k}^{\mu \nu}=0$ ). Moreover, $q_{1} \cdot q_{2} \propto q_{1}^{2}+q_{2}^{2}$ (from $k^{2}=0$ ). Then, we can choose $\beta_{2}^{\prime}=\beta_{3}^{\prime}=\beta_{4}=\beta_{5}=0$, such that we do not have a redundant ansatz. Anyway, there is still a source of redundancy which we did not consider. Indeed, the following non-trivial identity holds:

$$
\begin{equation*}
\left(q_{1}^{2}-q_{2}^{2}\right) p_{1} \cdot F_{k} \cdot p_{2}=2 p_{1} \cdot k q_{1} \cdot F_{k} \cdot p_{2}-2 p_{2} \cdot k q_{1} \cdot F_{k} \cdot p_{1} . \tag{3.46}
\end{equation*}
$$

Then we can also impose

$$
\begin{equation*}
\alpha=\alpha_{1}=\alpha_{2}, \tag{3.47}
\end{equation*}
$$

without any restriction.

- The complete non-redundant ansatz is

$$
\begin{array}{r}
\frac{\mathcal{A}_{5}}{i g^{3}}=\frac{1}{q_{1}^{2} q_{2}^{2}}\left[\alpha \frac{\left(q_{1}^{2}+q_{2}^{2}\right) p_{1} \cdot p_{2} p_{1} \cdot F_{k} \cdot p_{2}}{p_{1} \cdot k p_{2} \cdot k}+\beta_{1} p_{1} \cdot F_{k} \cdot p_{2}+\left(p_{1} \cdot p_{2}\right) \times\right.  \tag{3.48}\\
\left.\times\left(\beta_{2} \frac{q_{1} \cdot F_{k} \cdot p_{1}}{p_{1} \cdot k}+\beta_{3} \frac{q_{1} \cdot F_{k} \cdot p_{2}}{p_{2} \cdot k}\right)\right]+\mathcal{N}_{c} .
\end{array}
$$

- We fix these four remaining coefficients $\left(\alpha, \beta_{1}, \beta_{2}, \beta_{3}\right)$ by matching the residues on the massless poles with the factorisation channels:

$$
\begin{align*}
&-i \underset{q_{1}^{2}=0}{\operatorname{Res}} \mathcal{A}_{5}\left(p_{1}, p_{2} ; q_{1}, q_{2}, k\right)=\mathcal{A}_{3}\left(p_{1} ; q_{1}\right)\left.\mathcal{A}_{4}\left(p_{2} ; k,-q_{1}\right)\right|_{q_{1}^{2}=0} \\
&=-\frac{2 p_{1} \cdot F_{k} \cdot p_{2}}{q_{2}^{2}}+\frac{2 p_{1} \cdot p_{2} q_{1} \cdot F_{k} \cdot p_{2}}{q_{2}^{2} p_{2} \cdot k}, \\
&-i \underset{q_{2}^{2}=0}{\operatorname{Res}} \mathcal{A}_{5}\left(p_{1}, p_{2} ; q_{1}, q_{2}, k\right)=\left.\mathcal{A}_{4}\left(p_{1} ;-q_{2}, k\right) \mathcal{A}_{3}\left(p_{2} ; q_{2}\right)\right|_{q_{2}^{2}=0} \\
&=-\frac{2 p_{1} \cdot F_{k} \cdot p_{2}}{q_{1}^{2}}+\frac{2 p_{1} \cdot p_{2} q_{1} \cdot F_{k} \cdot p_{1}}{q_{1}^{2} p_{1} \cdot k}, \tag{3.49}
\end{align*}
$$

and solving the resulting linear system we find

$$
\left\{\begin{array}{l}
\alpha=-\frac{1}{4}  \tag{3.50}\\
\beta_{1}=-1 \\
\beta_{2}=\frac{1}{2} \\
\beta_{3}=\frac{1}{2}
\end{array}\right.
$$

- Finally, we notice that homogeneity and mass dimension considerations do not allow for any contact term with a single power of linear propagators at the denominators. On the other hand, higher powers would introduce more singular terms in the soft- $k$ limit which cannot be compensated by any of the terms in (3.48). Then, simple power counting considerations give

$$
\begin{equation*}
\mathcal{N}_{c}=0 \tag{3.51}
\end{equation*}
$$

We checked that (3.48) and (3.50) match the computations with Feynman diagrams.

### 3.3 Anomalies from Amplitudes $\Leftarrow$ Locality and Unitarity

On top of the relations we found so far, it would be nice to be able to further relate $Y_{e}$ and $Y_{u}$ as is done by the anomaly cancellation condition $Y_{L}+3 Y_{Q}=0$. Indeed, it has long been known that in gauge theories with chiral fermions anomalies arise from fermion loops [248, 249]. These gauge anomalies impose consistency conditions on the theory, which in the case of the SM translate into relations among the hypercharges of the fermions. Interestingly, as first noticed in [50, 51], the same cancellation conditions are required from a purely on-shell point of view by a clash of unitarity and locality in some one-loop amplitudes. In this section, we apply this method to recover the SM anomaly cancellation conditions.

The core of the idea is that one-loop amplitudes can be computed using generalised unitarity methods, up to rational terms which have no branch points. Such amplitudes by construction are unitary, however locality is not guaranteed (spurious poles can appear in the final result) and needs to be restored by appropriately fixing the rational terms to which the unitarity methods are blind. These rational terms might in turn introduce new corrections to the factorisation of the four-point amplitude, which is inconsistent with the fact that the three-point amplitudes are tree-level exact and fixed by helicity and mass dimension. When this happens additional properties of the theory need to be required for these terms to vanish. In particular, in this section we will show that for the Standard Model this leads to well known anomaly constraints on the fermion hypercharges.

We will specifically consider a fermion loop coupled to four external gauge bosons in the MHV configuration. The full one-loop amplitudes in the Standard Model can be schematically written as

$$
\begin{equation*}
\mathcal{A}^{1-\text { loop }}=\mathcal{A}_{\mathrm{vec}}^{1-\text { loop }}+\mathcal{A}_{\text {ferm }}^{1-\text { loop }}+\mathcal{A}_{\mathrm{scal}}^{1-\mathrm{loop}} \tag{3.52}
\end{equation*}
$$

where the three contributions correspond respectively to vector bosons, fermions or scalars running in the internal loop, the specific type of these particles depending on the external states. We want to focus here on the fermion loop contributions, which are infrared finite and are the only part contributing to the chiral anomaly. The kinematic information of these amplitudes is entirely captured by the coefficients of Figure 3.2 with cyclic rotations providing the other orderings. For later convenience we define the following kinematic combinations, which turn out to be ubiquitous in the one-loop amplitudes

$$
\begin{equation*}
K_{\mathrm{even}}:=\frac{\langle 24\rangle^{2}[13]^{2}}{s_{12} s_{14}} \sum_{i, j}\left(c_{i, j}^{f}+c_{i, j}^{\bar{f}}\right) I_{i}(j), \quad K_{\mathrm{odd}}:=\frac{\langle 24\rangle^{2}[13]^{2}}{s_{12} s_{14}} \sum_{i, j}\left(c_{i, j}^{f}-c_{i, j}^{\bar{f}}\right) I_{i}(j) \tag{3.53}
\end{equation*}
$$


$2^{-}$

$2^{-}$


$$
c_{2,(12)}^{f}=\frac{s_{14}\left(2 s_{14}^{2}+11 s_{12}^{2}+7 s_{12} s_{14}\right)}{6 s_{13}^{3}}
$$

$$
c_{2,(12)}^{\bar{f}}=\frac{s_{14}\left(2 s_{14}^{2}-s_{12}^{2}-5 s_{12} s_{14}\right)}{6 s_{13}^{3}}
$$

Figure 3.2: Kinematic coefficients from generalised unitarity [41], here a kinematic contribution of the type $\frac{\langle 24\rangle^{2}[13]^{2}}{s_{12} s_{14}}$ has been factored out.
with $i=2,3,4$ and $j=s_{12}, s_{14}$, and $I_{2}, I_{3}$ and $I_{4}$ being the bubble, triangle and box integrals given in Appendix D. Notice that in the chosen helicity configuration in the one-loop amplitude there are no discontinuities in the $s_{13}$ channel, because all the tree-amplitudes entering the fermion loop contribution in the generalised unitarity calculation vanish in this channel.

Then we consider as a first example the one-loop amplitude with two $W$ s and two $B \mathrm{~s}$ as external states, and consequently $Q / \bar{Q}$ and $L / \bar{L}$ as the only possible fermions running through the loop. We find

$$
\begin{equation*}
\left.\mathcal{A}_{\mathrm{ferm}}^{1-\mathrm{loop}}\left(W_{+}^{I}, B_{-}, W_{+}^{J}, B_{-}\right)\right|_{\mathrm{cut}}=g_{1}^{2} g_{2}^{2}\left(Y_{L}^{2}+3 Y_{Q}^{2}\right) \delta^{I J} K_{\mathrm{even}} \tag{3.54}
\end{equation*}
$$

The presence of only $K_{\text {even }}$ was to be expected due to the interplay of the colour part with the kinematics. The $S U(3)$ colour part is trivial being absent in the case of the $L / \bar{L}$ circulating in the loop and contributing a numeric factor $\delta_{a}^{a}=3$ for the $Q / \bar{Q}$ loop. The $S U(2)$ part on the other hand contributes with a factor of $\operatorname{Tr} \sigma^{I} \sigma^{J}=\frac{1}{2} \delta^{I J}$ in both the $s_{12}$ and $s_{14}$ channels, which then leads to an additive combination of the kinematic parts into $K_{\text {even }}$. Studying the behaviour of $K_{\text {even }}$ in the small- $s_{13}$ limit one finds that

$$
\begin{equation*}
K_{\text {even }} \xrightarrow{s_{13} \rightarrow 0} \frac{\langle 24\rangle^{2}[13]^{2}}{s_{12} s_{14}}\left(-\frac{s_{12}^{2}}{s_{13}^{2}}-\frac{s_{12}}{s_{13}}+\mathcal{O}\left(s_{13}^{0}\right)\right), \tag{3.55}
\end{equation*}
$$

thus, in order to restore locality, this amplitude requires a rational term whose kinematic part is of the form

$$
\begin{equation*}
R_{\mathrm{even}}=-\frac{\langle 24\rangle^{2}[13]^{2}}{s_{13}^{2}} \tag{3.56}
\end{equation*}
$$

which cancels both the spurious poles of (3.55) and does not produces any modification to the residues in the $s_{12}$ and $s_{14}$ channels. Adding together the cut-constructible and rational piece one gets the complete fermion loop contribution

$$
\begin{equation*}
\mathcal{A}_{\mathrm{ferm}}^{1-\mathrm{loop}}\left(W_{+}^{I}, B_{-}, W_{+}^{J}, B_{-}\right)=g_{1}^{2} g_{2}^{2}\left(Y_{L}^{2}+3 Y_{Q}^{2}\right) \delta^{I J}\left(K_{\text {even }}+R_{\text {even }}\right) \tag{3.57}
\end{equation*}
$$

On the other hand, considering three external $W$ and a single $B$, one ends up with

$$
\begin{equation*}
\left.\mathcal{A}_{\text {ferm }}^{1-\text { loop }}\left(W_{+}^{I}, W_{-}^{J}, W_{+}^{K}, B_{-}\right)\right|_{\mathrm{cut}}=\frac{i}{2} g_{1} g_{2}^{3}\left(Y_{L}+3 Y_{Q}\right) \epsilon^{I J K} K_{\mathrm{odd}}, \tag{3.58}
\end{equation*}
$$

where once again the $S U(2)$ colour structure, which is $\operatorname{Tr} \sigma^{I} \sigma^{J} \sigma^{K}=\frac{i}{4} \epsilon^{I J K}$ in the $s_{12}$ channel and $\operatorname{Tr} \sigma^{I} \sigma^{K} \sigma^{J}=-\frac{i}{4} \epsilon^{I J K}$ in the $s_{14}$ channel, is responsible for the relative sign among the kinematic structures and the combination into $K_{\text {odd }}$.

Now $K_{\text {odd }}$ in the small- $s_{13}$ limit goes as

$$
\begin{equation*}
K_{\text {odd }} \xrightarrow{s_{13} \rightarrow 0} \frac{\langle 24\rangle^{2}[13]^{2}}{s_{12} s_{14}}\left(-\frac{s_{12}}{s_{13}}+\mathcal{O}\left(s_{13}^{0}\right)\right), \tag{3.59}
\end{equation*}
$$

requiring a compensating rational term of the form

$$
\begin{equation*}
R_{\mathrm{odd}}=\langle 24\rangle^{2}[13]^{2} \frac{s_{12}-s_{14}}{2 s_{12} s_{13} s_{14}}, \tag{3.60}
\end{equation*}
$$

which would lead to a complete fermion loop contribution of

$$
\begin{equation*}
\mathcal{A}_{\mathrm{ferm}}^{1-\mathrm{loop}}\left(W_{+}^{I}, W_{-}^{J}, W_{+}^{K}, B_{-}\right)=\frac{i}{2} g_{1} g_{2}^{3}\left(Y_{L}+3 Y_{Q}\right) \epsilon^{I J K}\left(K_{\mathrm{odd}}+R_{\mathrm{odd}}\right) \tag{3.61}
\end{equation*}
$$

However, $R_{\text {odd }}$ introduces (unphysical) corrections to the residues in the $s_{12}$ and $s_{14}$ channels, because the one-loop four-point amplitude cannot have any factorisation channel and thus it cannot appear in the one loop amplitude ${ }^{14}$. In order to get an answer which satisfies both unitarity and locality we must then enforce the coefficient of the amplitude to vanish, which means imposing

$$
\begin{equation*}
Y_{L}+3 Y_{Q}=0 \tag{3.62}
\end{equation*}
$$

In a similar fashion, when looking at the one-loop interaction of three gluons with a single $B$ we get the condition

$$
\begin{equation*}
2 Y_{Q}=Y_{u}+Y_{d} \tag{3.63}
\end{equation*}
$$

which is necessary for the fermion-loop contribution to recombine in the physically meaningful form

$$
\begin{equation*}
\left.\mathcal{A}_{\text {ferm }}^{1-\text { loop }}\left(G_{+}^{A}, G_{-}^{B}, G_{+}^{C}, B_{-}\right)\right|_{\tau^{A B C}}=-2 g_{1} g_{3}^{3}\left(Y_{u}+Y_{d}\right)\left(K_{\text {even }}+R_{\text {even }}\right) \tag{3.64}
\end{equation*}
$$

On the other hand, it is not clear with amplitudes we need to study in order to obtain the additional textbook constraint on the hypercharges

$$
\begin{equation*}
\left(2 Y_{L}^{3}-Y_{e}^{3}\right)+3\left(2 Y_{Q}^{3}-Y_{u}^{3}-Y_{d}^{3}\right)=0, \tag{3.65}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(2 Y_{L}-Y_{e}\right)+3\left(2 Y_{Q}-Y_{u}-Y_{d}\right)=0 . \tag{3.66}
\end{equation*}
$$

The former may be found studying unitarity and locality properties of the three-point form factor with a Lagrangian insertion (which is any way reminiscent of the classical treatment of anomalies in perturbative QFT), while for the latter we need to couple the Standard Model to Einstein-Hilbert gravity.
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## Chapter 4

## Form Factors from Unitarity in 6D

The aim of this chapter is to construct complete, analytic form factors of gauge-invariant operators at one loop. In supersymmetric theories, four-dimensional unitarity [35, 36] is sufficient to obtain complete answers for amplitudes at one loop. Without supersymmetry or for form factors of non-protected operators this is no longer the case because of the appearance of rational contributions. In the amplitude context, this problem has been addressed in different ways. In one approach, one makes use of factorisation to establish a recursion relation that allows to reconstruct rational terms [52, 53] (see [250, 251] for recent elegant applications to two-loop amplitudes in pure Yang-Mills). Another approach is to shift the dimensionality of internal states in the loop away from four dimensions [55, 252] where rational terms acquire a singularity which can then be detected using unitarity cuts. This method requires that the internal lines, corresponding to virtual particles, are kept in $d$ dimensions, while momenta and polarisation vectors of external particles live in four dimensions.

Having the internal particles in arbitrary, non-integer dimensions introduces complications, since tree amplitudes are no longer simple and the power of the spinor-helicity formalism is lost. Moreover, it is not possible to numerically evaluate $d$-dimensional amplitudes in non-integer dimensions. A solution to these problems is offered by "dimensional reconstruction" [59, 60, 233, 253, 254]. In this approach, one investigates the dependence of the loop amplitudes on the dimensionality of spacetime, which turns out to be polynomial in pure Yang-Mills theory, at the level of the integrand. Then one computes the amplitudes with virtual particles kept in integer dimension $d>4$ to fix the coefficients in the polynomial by interpolation, which leads by analytic continuation to an expression valid for any non-integer dimension $d$. The dimensional reconstruction approach can also be effectively combined with the spinor-helicity formalism in six dimensions of [30], which allows for compact expressions of the on-shell building blocks. At higher loops, these techniques were used in [255] to derive the five-point all-plus gluon amplitude integrand in pure Yang-Mills, while a generalisation to incorporate fermions was carried out in [256]. Recent numerical as well as analytical results for arbitrary helicity configurations of five partons were derived in [257-259]. Six-dimensional unitarity has also been used in [260] to test conjectures about rational terms in two-loop all-plus gluon amplitudes up to nine-points. In this framework, a systematic prescription for complete form factors, including rational terms, have been presented in [207].

As already explained in the general introduction, a form factor is defined as the overlap of an $n$-particle state and the state produced by an operator $\mathcal{O}(x)$ acting on the vacuum. Notable examples of form factors include the form factor of the hadronic
electromagnetic current with an external hadronic state, which feature in the $e^{+} e^{-} \rightarrow$ hadrons and deep inelastic scattering matrix elements, and the form factor of the electromagnetic current, which computes the (electron) $g-2$. The form factors which will be considered in this thesis are related to scattering processes of the Higgs boson and many gluons. In the large top-quark mass approximation or considering an BSM heavy particle, we find infinite series of higher-dimensional interactions of the Higgs with the gluon field strength and its derivatives, in addition to couplings to light degrees of freedom, which we will consider to be just pure Yang-Mills. More precisely, this effective Lagrangian reads

$$
\begin{equation*}
\mathcal{L}_{\mathrm{eff}}=\hat{c}_{0} \mathcal{O}_{0}+\frac{1}{M^{2}} \sum_{i=1}^{4} \hat{c}_{i} \mathcal{O}_{i}+\mathcal{O}\left(\frac{1}{M^{4}}\right) \tag{4.1}
\end{equation*}
$$

where the leading-order term in the expansion is $\mathcal{O}_{0}:=h \operatorname{Tr} F^{2}$ [261-264] and $h$ is the Higgs field, $\mathcal{O}_{i}, i=1, \ldots, 4$ are dimension- 7 operators made of gluon field strengths and covariant derivatives [265-268], $M$ is the mass of the heavy particle integrated out, and $\hat{c}_{0}, \hat{c}_{i}$ are Wilson coefficients ${ }^{1}$. In the study of Higgs + gluon processes one replaces $q^{2}$ with the squared mass of the Higgs $m_{\mathrm{H}}^{2}$ to obtain the amplitudes relevant for this process.

In this thesis we will apply the approach discussed so far to form factors of operators of the form $\operatorname{Tr} F^{n}$, for $n=2,3,4$, both for minimal and non-minimal form factors up to four external gluons. Modern amplitude techniques were applied to form factors of $\operatorname{Tr} F^{2}$, which compute the leading contribution to Higgs + multi-gluon amplitudes in the effective Lagrangian approach, including MHV diagrams [66, 67] at tree level [269, 270] and one loop [271], and a combination of one-loop MHV diagrams and recursion relations [272]. Recent work [273-277] addressed the computation of the four-dimensional cutconstructible part of Higgs+multi-gluon scattering from operators of mass dimension seven using generalised unitarity applied to form factors [278-290]. The key point of this chapter is that we extend dimensional reconstruction to any form factor of operators involving vector fields, which requires the subtraction of form factors of an appropriate class of scalar operators that we identify. Along the way we have also found a generalisation of this procedure to any loop order, for amplitudes and form factors.

The rest of the chapter is organised as follows. In Section 4.1 we review the dimensional reconstruction technique at one loop and generalise it to form factors involving vector fields. We also discuss its generalisation to any number of loops, which for one and two loops is in agreement with known results. In Section 4.2 we study tree-level form factors for a wide class of operators involving field strengths in four and six dimensions. These quantities are needed in the one-loop unitarity-based calculations of Section 4.3. There, we begin by reproducing the well-know one-loop form factors for $\operatorname{Tr} F^{2}$ with two and three external gluons. Then we prove that the minimal form factor for $\operatorname{Tr} F^{3}$ has no rational terms, as argued in the literature. Finally, we calculate for the first time the non-minimal one-loop form factor for $\operatorname{Tr} F^{3}$ and the minimal form factor for $\operatorname{Tr} F^{4}$ with different helicity configurations. We also generalise some of these results for a class of form factors of the $\operatorname{Tr} F^{n}$ operators.
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### 4.1 The Dimensional Reconstruction Technique

In the first part of the section, we look at DR technique at the one-loop case from a different perspective, which lends itself to a systematic generalisation to form factors in generic Yang-Mills theory. The new viewpoint we adopt presents also a much desirable advantage: it allows for a natural generalisation to any loop order, for both amplitudes and form factors, which will be discussed in the second part of the section.

### 4.1.1 One-Loop Dimensional Reconstruction

The first step in our study is to identify the dependence of the loop amplitude on the dimensionality of the spacetime. In the literature, a common procedure is to distinguish the two sources of this dependence:

- the first is the number of spin-eigenstates, which is a function of the dimension of the spacetime $d_{s}$ (for example, gluons have $d_{s}-2$ spin degrees of freedom);
- the second is the integration over the loop momentum, which lives in a $d$-dimensional space.

In the following, we will show how such dependence can be disentangled.
As we said, we consider pure Yang-Mills theory in dimensional regularisation ( $d=$ $4-2 \epsilon$ ):

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{4}\left(F_{\mu \nu}^{a} F^{a \mu \nu}\right)(x), \tag{4.2}
\end{equation*}
$$

and we are interested in calculating amplitudes (and form factors) involving fourdimensional real ${ }^{2}$ external gluons. At one loop it is possible to write a generic ansatz for the amplitude

$$
\begin{equation*}
\mathcal{A}_{(d)}^{(1)}\left(\left\{p_{i}, h_{i}\right\}\right)=\int \frac{\mathrm{d}^{d} l}{(2 \pi)^{d}} \frac{\mathcal{N}\left(\left\{p_{i}, h_{i}\right\}\right)}{\prod_{i} D_{i}}, \tag{4.3}
\end{equation*}
$$

where $\mathcal{N}^{d}\left(\left\{p_{i}, h_{i}\right\}\right)$ depends on $d$, through the number of spin eigenstates of the gluons and the loop momentum. Since all external momenta are four-dimensional, the latter dependence (i.e. the additional components of $l$ ) enter the amplitude only through the square of the loop momentum, which can always be written as

$$
\begin{equation*}
l^{2}:=\left(l^{(4)}\right)^{2}-\mu^{2} . \tag{4.4}
\end{equation*}
$$

The dependence of the amplitude on $\mu^{2}$ manifests itself in a number of additional integrals with non-trivial numerators, which have to be added to the usual master integral basis. These integrals have the form:

$$
\begin{equation*}
\int \frac{\mathrm{d}^{d} l}{(2 \pi)^{d}} \frac{\mu^{2 p}}{D_{1} \cdots D_{n}}:=I_{n}^{d}\left[\mu^{2 p}\right], \tag{4.5}
\end{equation*}
$$

which can be evaluated as ordinary integrals, but in higher dimensions [55]. The presence of these integrals cannot be probed using four-dimensional unitarity cuts, i.e. such terms do not have discontinuities in four dimensions. In particular, such integrals correspond to the rational terms we are looking for.

[^28]Consider now the explicit dependence of the amplitude on spin. One-loop integrands involving only vector bosons are explicitly linearly dependent on $d$. The origin of such dependence is the contraction of the metric tensor, coming from vertices and propagators, in a closed loop. Since we were able to tell these two sources on $d$, we can write the amplitude as

$$
\begin{equation*}
\mathcal{A}_{\left(d_{s}, d\right)}^{(1)}\left(\left\{p_{i}, h_{i}\right\}\right)=\int \frac{\mathrm{d}^{d} l}{(2 \pi)^{d}} \frac{d_{s} \mathcal{N}_{1}\left(\left\{p_{i}, h_{i}\right\}\right)-\mathcal{N}_{0}\left(\left\{p_{i}, h_{i}\right\}\right)}{\prod_{i} D_{i}}, \tag{4.6}
\end{equation*}
$$

where we distinguished between $d$ and $d_{s}$ and the physical meaning of such distinction will be clarified in a moment.

By definition $d$ are the dynamical dimensions of the theory and we can always choose $d_{s} \leq d$, following a procedure reminiscent of dimensional reduction [291]: indeed, it is sufficient to write a $d$-dimensional vector as $A^{a \mu}=\left(A^{a \hat{\mu}}, \phi^{a, 1}, \ldots, \phi^{a, d-d_{s}}\right)$, where $A^{a \hat{\mu}}$ transforms as a vector under transformations of the Lorentz group in $d_{s}$ dimensions, and to ignore any contribution to the amplitudes from the $\phi^{a, i}$ scalars. On the other hand, since the dependence of the amplitude on $d_{s}$ is trivial, we can analytically continue it to $d_{s}>d$ [292]. Then, it is sufficient to compute the amplitude in two integer dimensions, for example $d_{0}$ and $d_{1}=d_{0}+1$, and write it in the Four Dimensional Helicity (FDH) scheme [293]. The result of the interpolation is given by [59]:

$$
\begin{equation*}
\mathcal{A}_{(4, d)}^{(1)}=\left(d_{1}-4\right) \mathcal{A}_{\left(d_{0}, d\right)}^{(1)}-\left(d_{0}-4\right) \mathcal{A}_{\left(d_{1}, d\right)}^{(1)} . \tag{4.7}
\end{equation*}
$$

On the other hand, the $d_{1}$-dimensional gluon behaves as a $d_{0}$-dimensional one plus a real scalar. In terms of the Lagrangian, we have

$$
\begin{equation*}
\mathcal{L}_{d_{1}}=\mathcal{L}_{d_{0}}+\frac{1}{2} D_{\mu} \phi^{a} D^{\mu} \phi^{a} . \tag{4.8}
\end{equation*}
$$

It is easy to conclude that the one-loop $d_{1}$-dimensional amplitude $\mathcal{A}_{\left(d_{1}, d\right)}{ }^{3}$ can be expressed as the sum of two contributions: the first contribution is given by the equivalent one-loop gluon amplitude with internal particles living in $d_{0}$ dimensions $\mathcal{A}_{\left(d_{0}, d\right)}$, the second one, denoted in the following as $\mathcal{A}_{(d)}^{S}$, takes into account also scalar interactions coming from the second term on the right-hand side of (4.8). It is also important to stress that $\mathcal{A}_{(d)}^{S}$ is a gauge-invariant quantity in its own right and it is the sum of diagrams with a scalar running in the loop and the gluons as external particles. As a result of these observations, (4.7) can be written as:

$$
\begin{equation*}
\mathcal{A}_{(4, d)}^{(1)}=\mathcal{A}_{\left(d_{0}, d\right)}^{(1)}-\left(d_{0}-4\right) \mathcal{A}_{(d)}^{S} . \tag{4.9}
\end{equation*}
$$

Up to some additional considerations, the above discussion holds true for form factors as well, and so does (4.9). In particular, the scalar quantity that we have to subtract from the form factor with $d_{0}$-dimensional internal gluons is obtained by trading the gluon loop with a scalar one. However, in contradistinction with the amplitude case, there are two sources for scalars when we are dealing with form factors. Inside the loop, one can have scalars coupled to gluon lines coming from terms of the form $\frac{1}{2} D_{\mu} \phi^{a} D^{\mu} \phi^{a}$ in the "dimensionally-reduced" Lagrangian (as in the case of amplitudes), but also scalars coming from the same operator as the form factor insertion. This procedure will be clear

[^29]in the calculation of the non-minimal $\operatorname{Tr} F^{2}$ form factor, described in Section 4.3.2, where we will emphasise the role of these two distinct contributions (see also [254]).

We need is to identify such scalar contributions for a generic operator in YangMills theories to extend the DR technique and, again, the procedure is reminiscent of dimensional reduction, as in (4.8). In particular, for the only two operators with mass-dimension six involving solely gluons, namely $\operatorname{Tr}(D F)^{2}$ and $\operatorname{Tr} F^{3}$, the scalar contribution comes from

$$
\begin{equation*}
D_{\mu} F_{\nu \rho}^{a} D^{\mu} F^{a \nu \rho} \mapsto D_{\mu} D_{\nu} \phi^{a} D^{\mu} D^{\nu} \phi^{a} \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{a b c} F_{\nu}^{a \mu} F_{\rho}^{b \nu} F_{\mu}^{c \rho} \mapsto f^{a b c} D_{\mu} \phi^{a} D_{\nu} \phi^{b} F^{c \mu \nu} \tag{4.11}
\end{equation*}
$$

where scalar operators associated to each operator come from the dimensional reduction from $d_{s}+1$ to $d_{s}$. On the other hand for the $\operatorname{Tr} F^{4}$ operator, which we will consider later in this thesis, at one-loop we get

$$
\begin{equation*}
\operatorname{Tr} F_{\nu}^{\mu} F_{\rho}^{\nu} F_{\sigma}^{\rho} F_{\mu}^{\sigma} \mapsto \operatorname{Tr} D_{\mu} \phi D_{\nu} \phi F_{\rho}^{\nu} F^{\rho \mu} \tag{4.12}
\end{equation*}
$$

where in the last equation the trace is in colour space. The proportionality coefficients are still to be fixed and we will give the right prescription for them within the full tree-level calculation in Section 4.2.

### 4.1.2 An $L$-loop Generalisation

The arguments leading to (4.7) can be extended to arbitrary loop order. Considering pure Yang-Mills theory, any $L$-loop amplitude can be written as a degree $L$ polynomial in $d_{s}$ dimensions ${ }^{4}$,

$$
\begin{equation*}
\mathcal{A}_{\left(d_{s}, d\right)}^{(L)}=\sum_{i=0}^{L}\left(d_{s}-4\right)^{i} \mathcal{K}_{i} \tag{4.13}
\end{equation*}
$$

where $\mathcal{K}_{i}$ are quantities to be determined. In particular, note that the four-dimensional amplitude in the FDH scheme [292, 293] coincides with the zero-degree coefficient: $\mathcal{K}_{0}=\mathcal{A}_{(4, d)}^{(L)}$. In order to find the coefficients $\mathcal{K}_{i}$, we can interpolate the polynomial in $L+1$ distinct integer dimensions $d_{i}>d$. Writing the problem in matrix form, one has

$$
\left(\begin{array}{c}
\mathcal{A}_{\left(d_{0}, d\right)}^{(L)}  \tag{4.14}\\
\mathcal{A}_{\left(d_{1}, d\right)}^{(L)} \\
\vdots \\
\mathcal{A}_{\left(d_{L}, d\right)}^{(L)}
\end{array}\right)=\left(\begin{array}{ccccc}
1 & \left(d_{0}-4\right) & \left(d_{0}-4\right)^{2} & \cdots & \left(d_{0}-4\right)^{L} \\
1 & \left(d_{1}-4\right) & \left(d_{1}-4\right)^{2} & \cdots & \left(d_{1}-4\right)^{L} \\
\vdots & & & & \vdots \\
1 & \left(d_{L}-4\right) & \left(d_{L}-4\right)^{2} & \cdots & \left(d_{L}-4\right)^{L}
\end{array}\right)\left(\begin{array}{c}
\mathcal{K}_{0} \\
\mathcal{K}_{1} \\
\vdots \\
\mathcal{K}_{L}
\end{array}\right)
$$

where we recognise the Vandermonde matrix. Inverting this matrix, it is possible to express the $\mathcal{K}_{i}$ as functions of the higher-dimensional amplitudes $\mathcal{A}_{\left(d_{i}, d\right)}^{(L)}$ for $i=0, \ldots, L$. In particular $\mathcal{K}_{0}$, which is the amplitude in the FDH scheme, can be written as

$$
\begin{equation*}
\mathcal{A}_{(4, d)}^{(L)}=\mathcal{K}_{0}=\prod_{j=0}^{L}\left(d_{j}-4\right) \sum_{i=0}^{L} \frac{1}{\left(d_{i}-4\right)} \prod_{\substack{k=0 \\ k \neq i}}^{L} \frac{1}{\left(d_{k}-d_{i}\right)} \mathcal{A}_{\left(d_{i}, d\right)}^{(L)} \tag{4.15}
\end{equation*}
$$
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Figure 4.1: Two of the many possible diagrams contributing to the scalar amplitudes at six loops. On the left-hand side an example contribution to $\mathcal{A}_{\left(d_{0}, d, 2,0\right)}^{S(6)}$ is shown. On the right-hand side the same diagram but with one of the gluon loops involving a four-point interaction replaced by a scalar. The latter diagram contributes to $\mathcal{A}_{\left(d_{0}, d, 2,1\right)}^{S(6)}$.

We can always choose $d_{0}>d$ to be the smallest dimension among the $d_{i}$ 's, and we also know that at most $d$ dimensions are dynamical. Then, we can write the Lagrangian of pure Yang-Mills theory in $d_{i}>d_{0}$ dimensions as:

$$
\begin{equation*}
\mathcal{L}_{d_{i}}=-\frac{1}{4} F_{\mu \nu}^{a} F^{a \mu \nu}+\frac{1}{2} \sum_{i=1}^{d_{i}-d_{0}} D_{\mu} \phi_{i}^{a} D^{\mu} \phi_{i}^{a}-\frac{\lambda}{2} f^{a b c} f^{a d e} \sum_{\substack{i, j=1 \\ j>i}}^{d_{i}-d_{0}} \phi_{i}^{b} \phi_{j}^{c} \phi_{i}^{d} \phi_{j}^{e}, \tag{4.16}
\end{equation*}
$$

where $\mu, \nu$ are $d_{0}$-dimensional Lorentz indices, $a, b, c$ are colour indices and $f^{a b c}$ are the structure constants of the gauge group. The vector field in $d_{i}$ dimensions is decomposed in a ( $d_{0}$-dimensional) vector $A_{\mu}^{a}$ and $d_{i}-d_{0}$ scalars $\phi_{i}^{a}$. The coupling of the $\phi^{4}$ interaction is given by

$$
\begin{equation*}
\lambda=g^{2} \tag{4.17}
\end{equation*}
$$

and we call it $\lambda$ for reasons that will be clear in a moment.
From (4.16), we can compute the amplitude with only external gluons ${ }^{5}$

$$
\begin{equation*}
\mathcal{A}_{\left(d_{i}, d\right)}^{(L)}=\mathcal{A}_{\left(d_{0}, d\right)}^{(L)}+\sum_{m=0}^{L-1}\left(d_{i}-d_{0}-1\right)^{m} \sum_{n=1}^{L-m}\left(d_{i}-d_{0}\right)^{n} \mathcal{A}_{\left(d_{0}, d, n, m\right)}^{S(L)} \tag{4.18}
\end{equation*}
$$

where $A_{\left(d_{0}, d\right)}^{(L)}$ is the complete $L$-loop amplitude where all the internal legs are vectors and $\mathcal{A}_{\left(d_{0}, d, n, m\right)}^{S(L)}$ are specific combinations of diagrams with at least one scalar loop. Specifically, the diagrams contributing to $\mathcal{A}_{\left(d_{0}, d, n, m\right)}^{S(L)}$ are of order $\lambda^{m}$, i.e. they contain $m$ four-scalar interactions, and in addition have $n$ distinct purely scalar subdiagrams.

The coefficients for the scalar contributions in (4.18) can be understood as follows.

1. The number of distinct flavours of scalars is $d_{i}-d_{0}$ and they all give the same contribution.
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Figure 4.2: Two two-loop diagrams for comparison. In the first case there are two disconnected scalar loops, and every loop admits $d_{i}-d_{0}$ different flavours leading to an overall factor $\left(d_{i}-d_{0}\right)^{2}$. The second diagram represents two scalar loops connected by a flavour-changing four-scalar vertex (highlighted in green). In this case there are $d_{i}-d_{0}$ allowed flavours in one loop but only $d_{i}-d_{0}-1$ in the second loop, which leads to an overall factor $\left(d_{i}-d_{0}\right)\left(d_{i}-d_{0}-1\right)$.
2. Given a set of contiguous scalar propagators inside a diagram, when we draw the first scalar propagator, we need to multiply the diagram by a $d_{i}-d_{0}$ factor, corresponding to the distinct possible flavours.
3. Inside the same set of contiguous scalar propagators, each vertex with two scalars and one vector must preserve the scalar flavour, while the four-scalar vertex changes it. Thus each power of $\lambda$ brings a $d_{i}-d_{0}-1$ factor.
4. Every distinct set of scalar propagators leads to an additional $d_{i}-d_{0}$ factor.
5. Since there are no external scalars, the number of distinct sets of scalar propagators plus the number of scalar quartic interactions coincides with the number of scalar loops:

$$
\begin{equation*}
n+m=\# \text { scalar loops } \tag{4.19}
\end{equation*}
$$

6. Clearly the number of scalar loops can be at most $L$.

We can substitute (4.18) in (4.15) and, for simplicity, we choose

$$
\begin{equation*}
d_{i}=d_{0}+i \tag{4.20}
\end{equation*}
$$

with $i=0, \ldots, L$. The final result should not depend on this choice, because the coefficient of a polynomial cannot depend on which point we choose for the fitting. After some manipulations, we find a closed expression which relates complete $L$-loop four-dimensional amplitudes to the same amplitudes in a higher integer dimension $d_{0}$ up to subtractions of scalar contribution:

$$
\begin{equation*}
\mathcal{A}_{(4, d)}^{(L)}=\mathcal{A}_{\left(d_{0}, d\right)}^{(L)}+\sum_{m=0}^{L-1} \sum_{n=1}^{L-m}\left(4-d_{0}\right)^{n}\left(3-d_{0}\right)^{m} \mathcal{A}_{\left(d_{0}, d, n, m\right)}^{S(L)} \tag{4.21}
\end{equation*}
$$

The whole reasoning can be applied to a more generic scheme where $d_{s}=4$ (FDH scheme) is replaced by a generic $d_{s}\left(e . g\right.$. the HV scheme [294] with $\left.d_{s}=d=4-2 \epsilon\right)$. As long as we keep $d_{i}>d_{s}$ and $d_{i} \geq d$, all the previous steps are still applicable, and we arrive at

$$
\begin{equation*}
\mathcal{A}_{\left(d_{s}, d\right)}^{(L)}=\mathcal{A}_{\left(d_{0}, d\right)}^{(L)}+\sum_{m=0}^{L-1} \sum_{n=1}^{L-m}\left(d_{s}-d_{0}\right)^{n}\left(d_{s}-d_{0}-1\right)^{m} \mathcal{A}_{\left(d_{0}, d, n, m\right)}^{S(L)} \tag{4.22}
\end{equation*}
$$

which at first sight is identical to (4.18). The non-trivial difference between the two expressions is that $d_{s}<d_{0}$, while we need $d_{i}>d_{0}(i=1, \ldots, L)$ in order to write (4.18). Moreover, as we stressed before, the quantity $\left(d_{i}-d_{0}\right)$ has a precise physical meaning: it is the number of distinct flavours of scalars in the dimensional reduced theory (4.16). On the other hand, $\left(d_{s}-d_{0}\right)$ takes into account the number of extra spin degrees of freedom in dimensional regularisation ${ }^{6}$.

The fact that the two expressions are exactly the same is a consequence of our previous considerations. Indeed, one could have recognised the polynomial dependence of the amplitude on the dimensionality $d_{s}$ already from (4.18), and further identified (4.22) as its analytic continuation for $d_{s}-d_{0}<0$. Thus, starting from the "dimensionallyreduced" Lagrangian (4.16), the dependence on the dimensionality $d_{s}$ emerges naturally, and the preceding considerations relating the $d_{i}$ to $d_{s}$ through the Vandermonde matrix may appear redundant. However, starting from the analysis of the dimensional dependence of the amplitudes provides a clear physical picture of the relation between $d_{s}, d$ and $d_{i}$.

Our expression reproduces the known results at one loop [59]

$$
\begin{equation*}
\mathcal{A}_{\left(d_{s}, d\right)}^{(1)}=\mathcal{A}_{\left(d_{0}, d\right)}^{(1)}+\left(d_{s}-d_{0}\right) \mathcal{A}_{\left(d_{0}, d, 0,1\right)}^{S(1)} \tag{4.23}
\end{equation*}
$$

and two loops [255]

$$
\begin{equation*}
\mathcal{A}_{\left(d_{s}, d\right)}^{(2)}=\mathcal{A}_{\left(d_{0}, d\right)}^{(2)}+\left(d_{s}-d_{0}\right) \Delta_{\left(d_{0}, d\right)}^{S}+\left(d_{s}-d_{0}\right)^{2} \Delta_{\left(d_{0}, d\right)}^{2 S} \tag{4.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{\left(d_{0}, d\right)}^{S}=\mathcal{A}_{\left(d_{0}, d, 0,1\right)}^{S(2)}-\mathcal{A}_{\left(d_{0}, d, 1,1\right)}^{S(2)}, \quad \Delta_{\left(d_{0}, d\right)}^{2 S}=\mathcal{A}_{\left(d_{0}, d, 0,2\right)}^{S(2)}+\mathcal{A}_{\left(d_{0}, d, 1,1\right)}^{S(2)} \tag{4.25}
\end{equation*}
$$

Considering the two-loop expression in more detail, one sees that in [255] the four-scalar vertex is interpreted in terms of three fictitious flavour contributions:


The two continuous lines in the grey blob represent the colour flow inside the vertex. Considering Figure 4.2 we see that, in our interpretation, the only diagram which at two loops involves this vertex contributes with a factor $\left(d_{s}-d_{0}\right)\left(d_{s}-d_{0}-1\right)$. However, splitting the vertex according to colour flow as above, the contribution of the same diagram can be attributed to terms containing a factor $\left(d_{s}-d_{0}\right)^{2}$ as well as $\left(d_{s}-\right.$ $\left.d_{0}\right)$. Taking into account this different interpretation of the four-scalar vertex, the two methods perfectly match.

We emphasise that individually each $\mathcal{A}_{\left(d_{0}, d, n, m\right)}^{S(L)}$ is a gauge-invariant quantity. Indeed, we know that $\mathcal{A}_{\left(d_{0}, d\right)}^{(L)}$ is gauge invariant by its own right and we might consider a theory for which $\lambda \neq g^{2}$ and a number of scalars $n_{s} \neq d_{s}-d_{0}$ : then, the respective coefficients in the sums in (4.22) would change but the full answer would still be gauge-invariant.

As in the case of the one-loop procedure, (4.21) can be applied also to form factors, as far as we bear in mind that more scalar operators are involved in higher-loop calculations, in addition to those entering already at one loop. These additional terms emerge

[^32]clearly from (4.16). Indeed, for the operator $\operatorname{Tr} F^{2}$, beyond one-loop calculations we also need to subtract the scalar contribution from the $\phi^{4}$ operator:
\[

$$
\begin{equation*}
F_{\mu \nu}^{a} F^{a \mu \nu} \mapsto g^{2} f^{a b d} f^{a c d} \phi^{b} \widetilde{\phi}^{c} \phi^{d} \widetilde{\phi}^{e}, \tag{4.26}
\end{equation*}
$$

\]

where $\phi$ and $\widetilde{\phi}$ are scalars with different flavour. Its contribution has to be carefully taken into account in the subtraction with the right $d_{s}$-dependence. In particular, in the form factor equivalent of (4.18), its insertion brings a $\left(d_{i}-d_{0}\right)\left(d_{i}-d_{0}-1\right)$ coefficient, because of the flavour changing.

An equivalent reasoning is also valid for higher-dimensional operators. For example, from the dimensional reduction procedure of the $\operatorname{Tr} F^{3}$ operator, we find that the additional scalar operators entering higher-loop calculations are

$$
f^{a b c} F^{a \mu}{ }_{\nu} F^{b \nu}{ }_{\rho} F^{c \rho}{ }_{\mu} \mapsto\left\{\begin{array}{l}
g f^{a b c} f^{a d e} D_{\mu} \phi^{b} D^{\mu} \widetilde{\phi}^{c} \phi^{d} \widetilde{\phi}^{e}  \tag{4.27}\\
g^{3} f^{a b c} f^{a d e} f^{b f g} f^{c h i} \phi^{d} \widetilde{\phi}^{c} \phi^{f} \widehat{\phi}^{g} \widetilde{\phi}^{h} \widehat{\phi}^{i}
\end{array},\right.
$$

where the former enters the calculation at two-loop level, while the latter from three loops. We stress that $\phi, \widetilde{\phi}$ and $\widehat{\phi}$ represent three different scalar flavours. Then, in the generalisation of (4.18) to form factors, the insertion of the scalar operators bring a factor of $\left(d_{i}-d_{0}\right)\left(d_{i}-d_{0}-1\right)$ and $\left(d_{i}-d_{0}\right)\left(d_{i}-d_{0}-1\right)\left(d_{i}-d_{0}-2\right)$ respectively. Following the same procedure one can recover the scalar operators for $\operatorname{Tr} F^{4}$, which we do not write explicitly.

In the following we are going to apply this technique to one-loop calculations for form factors. We will always choose $d_{0}=6$, due to the existence of a powerful Spinor Helicity Formalism in six dimensions [30, 60].

A technical comment is in order here. In performing loop calculations, initially we treat the loop momenta as living in $d_{0}=6$ dimensions, instead of $d$. This procedure is well defined at the integrand level, as we showed. Indeed, first we have to sum over the helicity states of the internal gluons and reduce to four-dimensional components for the external one. Then, knowing the functional dependence of the integrand on the $d-4$ components of the loop momenta, which appear only through rational combinations of $l_{i}^{(-2 \epsilon)} \cdot l_{j}^{(-2 \epsilon)}$ and $\mu_{i}^{2}{ }^{7}$, we can identify these combinations and we can treat the loop momenta as being $d$-dimensional and integrate over them. The choice $d_{0}=6$ is guaranteed to be good enough for the integrands at least up to two loops because we do not introduce any additional Gram determinant identity. Power counting and symmetry arguments may extend the validity of the six-dimensional computations beyond two loops in some special theories, see for example [60].

### 4.2 Tree-Level Amplitudes and Form Factors

In this section we will provide all the analytic expressions of the tree-level colour-ordered form factors required for loop calculations.

The tensorial structure of the field strength in four dimensions is given by the antisymmetric product of two vector representations

$$
\begin{equation*}
\left(\frac{1}{2}, \frac{1}{2}\right) \wedge\left(\frac{1}{2}, \frac{1}{2}\right)=(1,0) \oplus(0,1) \tag{4.28}
\end{equation*}
$$

[^33]where we can choose each component to correspond to the helicity configurations $\pm 1$. We then define the self-dual component of the free field strength as ${ }^{8}$
\[

$$
\begin{equation*}
F_{\mathrm{SD}, \alpha \dot{\alpha} \beta \dot{\beta}}:=\lambda_{\alpha} \lambda_{\beta} \epsilon_{\dot{\alpha} \dot{\beta}} \tag{4.29}
\end{equation*}
$$

\]

which has helicity -1 and transforms in the $(1,0)$ representation of the Lorentz group ${ }^{9}$. Then, the anti-self-dual component, transforming in the $(0,1)$ representation is

$$
\begin{equation*}
F_{\mathrm{ASD}, \alpha \dot{\alpha} \beta \dot{\beta}}=\epsilon_{\alpha \beta} \widetilde{\lambda}_{\dot{\alpha}} \widetilde{\lambda}_{\dot{\beta}} \tag{4.30}
\end{equation*}
$$

In terms of $\mathrm{SU}^{*}(4)$ representations, the six-dimensional free field strength transforms in the $\mathbf{6} \wedge \mathbf{6}=\mathbf{1 5}$, which is the traceless part of $\mathbf{4} \otimes \overline{\mathbf{4}}$. Thus it can be written as [295]

$$
\begin{equation*}
F_{a \dot{a}}^{A B} C D=\alpha \delta_{[C}^{[A} F_{a \dot{a}}^{B]}{ }_{D]} \tag{4.31}
\end{equation*}
$$

where $\alpha$ is a numerical coefficient to be fixed and $F_{a \dot{a}}{ }^{A}{ }_{B}$ is such that $F_{a \dot{a}}{ }^{A}{ }_{A}=0^{10}$. In spinor helicity variables this quantity is [295]

$$
\begin{equation*}
F_{a \dot{a}}{ }^{A}{ }_{B}=\lambda_{a}^{A} \widetilde{\lambda}_{\dot{a} B}, \tag{4.32}
\end{equation*}
$$

which is indeed traceless thanks to the six-dimensional Dirac equation (A.28). Upon dimensionally reducing, (4.32) down to four dimensions we match it with (4.29) and (4.30), which fixes the proportionality coefficient to be $\alpha=2$.

### 4.2.1 $\operatorname{Tr} \boldsymbol{F}^{\mathbf{2}}$ Form Factors

In this section we consider the operator

$$
\begin{equation*}
\mathcal{O}_{2}:=F_{\mu \nu}^{a} F^{a \mu \nu} \tag{4.33}
\end{equation*}
$$

In four dimensions $\mathcal{O}_{2}$ splits naturally into the sum of the traces of the self-dual and the anti-self-dual components of the field strength:

$$
\begin{equation*}
\operatorname{Tr} F^{2}=\operatorname{Tr} F_{\mathrm{SD}}^{2}+\operatorname{Tr} F_{\mathrm{ASD}}^{2} \tag{4.34}
\end{equation*}
$$

It is trivial to identify these two four-dimensional components of the colour-ordered form factor:

$$
\begin{align*}
& F_{\mathcal{O}_{2}}^{(0)}\left(1^{+}, 2^{+} ; q\right)=2[12][21]  \tag{4.35}\\
& F_{\mathcal{O}_{2}}^{(0)}\left(1^{-}, 2^{-} ; q\right)=2\langle 12\rangle\langle 21\rangle .
\end{align*}
$$

On the other hand, the six-dimensional form factor is

$$
\begin{equation*}
F_{\mathcal{O}_{2}}^{(0)}\left(1_{a \dot{a}}, 2_{b \dot{b}} ; q\right)=2\left\langle 1_{a} 2_{\dot{b}}\right]\left\langle 2_{b} 1_{\dot{a}}\right], \tag{4.36}
\end{equation*}
$$

[^34]where the definitions of the spinor brackets, in both four and six dimensions, and the conventions adopted can be found in Appendices A.1 and A.2. Using the particular embedding of the four-dimensional into the six-dimensional space introduced in Appendix A. 2 we find that ${ }^{11}$
\[

$$
\begin{equation*}
\left.F_{\mathcal{O}_{2}}^{(0)}\left(1_{1 \dot{1}}, 2_{1 \dot{1}} ; q\right)\right|_{4 \mathrm{D}}=F_{\mathcal{O}_{2}}^{(0)}\left(1^{+}, 2^{+} ; q\right),\left.\quad F_{\mathcal{O}_{2}}^{(0)}\left(1_{2 \dot{2}}, 2_{2 \dot{2}} ; q\right)\right|_{4 \mathrm{D}}=F_{\mathcal{O}_{2}}^{(0)}\left(1^{-}, 2^{-} ; q\right) \tag{4.37}
\end{equation*}
$$

\]

An analogous statement is true also for tree-level amplitudes, where all the four-dimensional helicity configurations can be recovered from the six-dimensional amplitude. ${ }^{12}$

The scalar form factor is obtained from (4.8), and we find

$$
\begin{equation*}
F_{\mathcal{O}_{2, s}}^{(0)}(1,2 ; q)=-\left\langle 1_{a}, 2_{\dot{b}}\right]\left\langle 1^{a}, 2^{\dot{b}}\right]=2 s_{12} \tag{4.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{O}_{2, s} \propto(D \phi)^{2}:=D_{\mu} \phi^{a} D^{\mu} \phi^{a} \tag{4.39}
\end{equation*}
$$

The normalisation of (4.38) has been fixed by matching the four-dimensional limit of this operator with that of the scalar components of (4.36) (i.e. reducing first to four dimensions and selecting the helicity components $(1, \dot{2})$ or $(2, \dot{1}))$, which must yield the same result. An equivalent prescription would be computing the minimal form factors of the two operators with the relative normalisation fixed by the Lagrangian (4.8). But the four-dimensional matching prescription is faster for more complex operators.

It is also important to stress that it would not be possible to implement the scalar subtraction just by excluding the little group components that in four dimensions behave like scalars. Indeed, this would bring us to a result which is not invariant under a little group transformation of the internal (six-dimensional) legs. In particular, for the subtraction we need a quantity that behaves as a scalar in six dimensions and matches the scalar components of the dimensional-reduced gluon in four dimensions, as shown in Appendix C.1.

Using BFCW recursion relation [21, 22] in six dimensions [30] we have derived the six-dimensional non-minimal form factors with three external legs at tree level, both for the gluon and the scalar operators. The results for $\mathcal{O}_{2}$ with three gluons reads

$$
\begin{align*}
F_{\mathcal{O}_{2}}^{(0)}\left(1_{a \dot{a}}, 2_{b \dot{b}}, 3_{c \dot{c}} ; q\right) & \left.\left.=\frac{2}{s_{23} s_{31}}\left\langle 1_{a} 2_{\dot{b}}\right]\left\langle 2_{b} 1_{\dot{a}}\right]\left\langle 3_{c}\right| \not p_{1} \not p_{2} \right\rvert\, 3_{\dot{c}}\right]+ \text { cyclic } \\
& +2\left(\frac{1}{s_{12}}+\frac{1}{s_{23}}+\frac{1}{s_{31}}\right)\left(\left\langle 1_{a} 2_{\dot{b}}\right]\left\langle 2_{b} 3_{\dot{c}}\right]\left\langle 3_{c} 1_{\dot{a}}\right]-\left[1_{\dot{a}} 2_{b}\right\rangle\left[2_{\dot{b}} 3_{c}\right\rangle\left[3_{\dot{c}} 1_{a}\right\rangle\right) \tag{4.40}
\end{align*}
$$

which agrees with the analogous result computed from Feynman diagrams in [254], upon some algebraic manipulation. As a further consistency check we verified that in the four-dimensional limit the different helicity components match the results of [269].

Furthermore, as it will be clear from the discussion in the next section, in the scalar subtraction we need to take into account both the form factor of the operator $\mathcal{O}_{2}$ with two external scalars and one gluon, which is different from zero:

$$
\begin{equation*}
\left.\left.F_{\mathcal{O}_{2}}^{(0)}\left(1,2,3_{c \dot{c}} ; q\right)=-\frac{2}{s_{12}}\left\langle 3_{c}\right| \not p_{1} \not p_{2} \right\rvert\, 3_{\dot{c}}\right] \tag{4.41}
\end{equation*}
$$

[^35]and the non-minimal scalar form factor of $\mathcal{O}_{2, s}$ :
\[

$$
\begin{equation*}
\left.\left.F_{\mathcal{O}_{2, s}}^{(0)}\left(1,2,3_{c c} ; q\right)=-\frac{2 q^{2}}{s_{23} s_{31}}\left\langle 3_{c}\right| \not p_{1} \not_{2} \right\rvert\, 3_{\dot{c}}\right] . \tag{4.42}
\end{equation*}
$$

\]

For a detailed derivation of (4.40)-(4.42) see Appendix C.1.1. The sum of (4.41) and (4.42) agrees with the result of [254].

### 4.2.2 $\operatorname{Tr} \boldsymbol{F}^{\mathbf{3}}$ Form Factors

Consider now the operator

$$
\begin{equation*}
\mathcal{O}_{3}:=\operatorname{Tr} F^{\mu}{ }_{\nu} F^{\nu}{ }_{\rho} F^{\rho}{ }_{\mu} . \tag{4.43}
\end{equation*}
$$

Similarly to the case of $\operatorname{Tr} F^{2}$, this operator splits, in four dimensions, into a self-dual and anti-self dual part

$$
\begin{equation*}
\mathcal{O}_{3}:=\operatorname{Tr} F^{3}=\operatorname{Tr} F_{\mathrm{SD}}^{3}+\operatorname{Tr} F_{\mathrm{ASD}}^{3} \tag{4.44}
\end{equation*}
$$

Consequently, the only possible helicity configurations of the minimal tree-level form factors are all-plus and all-minus:

$$
\begin{align*}
& F_{\mathcal{O}_{3}}^{(0)}\left(1^{+}, 2^{+}, 3^{+} ; q\right)=-2[12][23][31],  \tag{4.4}\\
& F_{\mathcal{O}_{3}}^{(0)}\left(1^{-}, 2^{-}, 3^{-} ; q\right)=2\langle 12\rangle\langle 23\rangle\langle 31\rangle .
\end{align*}
$$

In six dimensions the minimal form factor is given by

$$
\begin{align*}
F_{\mathcal{O}_{3}}^{(0)}\left(1_{a \dot{a}}, 2_{b \dot{b}}, 3_{c \dot{c}}\right) & =F_{1 a \dot{\dot{a}} C D}^{A B} F_{2 b \dot{\dot{b}}}^{C D}{ }_{E F} F_{3 c \dot{c}}^{E F} A B  \tag{4.46}\\
& =-\left\langle 1_{a} 2_{\dot{b}}\right]\left\langle 2_{b} 3_{\dot{c}}\right]\left\langle 3_{c} 1_{\dot{a}}\right]+\left[1_{\dot{a}} 2_{b}\right\rangle\left[2_{\dot{b}} 3_{c}\right\rangle\left[3_{\dot{c}} 1_{a}\right\rangle,
\end{align*}
$$

where $F_{a \dot{a}}^{A B}{ }_{C D}$ is defined in (4.31). From (4.11), we find the scalar operator associated to the scalar subtraction:

$$
\begin{equation*}
\mathcal{O}_{3, s} \propto \operatorname{Tr}(D \phi)^{2} F:=\operatorname{Tr} D_{\mu} \phi D_{\nu} \phi F^{\mu \nu} \tag{4.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.F_{\mathcal{O}_{3, s}}^{(0)}\left(1,2,3_{c \dot{c}}\right): \left.=\frac{1}{2} p_{1}^{A B} p_{2 C D} F_{3 c \dot{c}}^{C D} A B=\left\langle 3_{c}\right| p_{1} p_{2} \right\rvert\, 3_{\dot{c}}\right], \tag{4.48}
\end{equation*}
$$

where, once again, the normalisation is fixed by matching the four-dimensional limits of this quantity with the scalar configuration of (4.46).

As a final remark, we point out that $\mathcal{O}_{3}$ is not the only mass-dimension six operator which appears in the Yang-Mills theories (also with matter). One also has a contribution from

$$
\begin{equation*}
\widetilde{\mathcal{O}}_{3}:=D^{\alpha} F^{a \mu \nu} D_{\alpha} F_{\mu \nu}^{a} . \tag{4.49}
\end{equation*}
$$

However, it is easy to see that the minimal form factor for $\widetilde{\mathcal{O}}_{3}$ can be related to the one of $\mathcal{O}_{2}$ as

$$
\begin{equation*}
F_{\widetilde{\mathcal{O}}_{3}}^{(0)}\left(1_{a \dot{a}}, 2_{b \dot{b}} ; q\right)=s_{12} F_{\mathcal{O}_{2}}^{(0)}\left(1_{a \dot{a}}, 2_{b \dot{b}} ; q\right) . \tag{4.50}
\end{equation*}
$$

It can be shown that any other contraction for operators built from two covariant derivatives and two field strength, such as $D^{\mu} F_{\mu}^{a \nu} D^{\rho} F_{\rho \nu}^{a}$, are not independent and can be expressed in terms of $\widetilde{\mathcal{O}}_{3}$ up to a normalisation factor. Moreover, we must highlight
that $\widetilde{\mathcal{O}}_{3}$ itself must not be regarded as an independent operator. Indeed, as explained in the introduction of this chapter, the study of this form factors may be relevant in the context of the effective field theory as correction to the jet production through Higgs decay in the Standard Model. Then, the form factor can be thought as the correction to the $h+$ jets amplitude due to the irrelevant deformation $h \widetilde{\mathcal{O}}_{3}$ and we notice that $s_{12}=q^{2}=m_{h}^{2}$, in (4.50). Then, from the Lagrangian point of view, it exists a field redefinition which maps $h \widetilde{\mathcal{O}}_{3}$ to $m_{h}^{2} h \mathcal{O}_{2}$ at leading order in the irrelevant deformation. For a detailed discussion on this point from an off-shell point of view using equation of motion, see [296].

Finally, we provide the tree-level expressions needed for the one-loop computation of the non-minimal form factor of $\mathcal{O}_{3}$ which are:

- the non-minimal tree-level form factor of $\mathcal{O}_{3}$ with four gluons

$$
\begin{equation*}
F_{\mathcal{O}_{3}}^{(0)}\left(1_{a \dot{a}}, 2_{b \dot{b}}, 3_{c \dot{c}}, 4_{d \dot{d}} ; q\right)=\mathcal{B}_{a \dot{a} b \dot{b} \dot{c} \dot{d} \dot{d}}+\mathcal{C}_{a \dot{a} b \dot{b} \dot{c} \dot{d} \dot{d}}+\mathcal{D}_{a \dot{a} b \dot{b} \dot{c} \dot{d} d} \tag{4.51}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathcal{B}_{a \dot{a} b \dot{b} \dot{c} \dot{d} d}=\left(-\left\langle 1_{a} 2_{\dot{b}}\right]\left\langle 2_{b} 3_{\dot{d}}\right]\left\langle 3_{c} 1_{\dot{a}}\right]+\left[1_{\dot{a}} 2_{b}\right\rangle\left[2_{\dot{b}} 3_{c}\right\rangle\left[3_{\dot{c}} 1_{a}\right\rangle\right) \frac{\left.\left\langle 4_{d}\right| \phi_{1} \not p_{3} \mid 4_{\dot{d}}\right]}{s_{34} s_{41}}+\text { cyclic }, \\
& \mathcal{C}_{a \dot{a} \dot{b} \dot{b} \dot{c} \dot{d} d \dot{d}}=\frac{\left\langle 1_{a} 2_{\dot{b}}\right]\left\langle 2_{b} 4_{\dot{d}}\right]\left\langle 4_{d} 3_{\dot{c}}\right]\left\langle 3_{c} 1_{\dot{a}}\right]+\left[1_{\dot{a}} 2_{b}\right\rangle\left[2_{\dot{b}} 4_{d}\right\rangle\left[4_{\dot{d}} 3_{c}\right\rangle\left[3_{\dot{c}} 1_{a}\right\rangle}{s_{34}}+\text { cyclic }, \\
& \mathcal{D}_{a \dot{a} b \dot{b} \dot{c} \dot{d} d \dot{d}}=-\left(\sum_{i=1}^{4} \frac{1}{s_{i i+1}}\right)\left(\left\langle 1_{a} 2_{\dot{b}}\right]\left\langle 2_{b} 3_{\dot{c}}\right]\left\langle 3_{c} 4_{\dot{d}}\right]\left\langle 4_{d} 1_{\dot{a}}\right]+\left[1_{\dot{a}} 2_{b}\right\rangle\left[2_{\dot{b}} 3_{c}\right\rangle\left[3_{\dot{c}} 4_{d}\right\rangle\left[4_{\dot{d}} 1_{a}\right\rangle\right) \tag{4.52}
\end{align*}
$$

- the non-minimal tree-level form factor of $\mathcal{O}_{3}$ with two external scalars

$$
\begin{equation*}
\left.\left.\left.F_{\mathcal{O}_{3}}^{(0)}\left(1,2,3_{c \dot{c}}, 4_{d \dot{d}} ; q\right)=\frac{1}{s_{12}}\left(\left\langle 3_{c} 4_{\dot{d}}\right\rfloor\left\langle 4_{d}\right| \not p_{1} \not p_{2} \mid 3_{\dot{c}}\right]-\left\langle 4_{d} 3_{\dot{c}}\right]\left\langle 3_{c}\right| \not p_{1} \not_{2} \right\rvert\, 4_{\dot{d}}\right]\right) \tag{4.53}
\end{equation*}
$$

- the non-minimal tree-level form factor of $\mathcal{O}_{3, s}$ with two external scalars

$$
\begin{align*}
& \left.+\left\langle 3_{c}\right| \nmid{ }_{2} \not \text { ph }_{1} \mid 4_{\dot{d}}\right]\left\langle 4_{d} 3_{\dot{c}}\right]\left(\frac{1}{s_{34}}+\frac{1}{s_{23}}+\frac{1}{s_{41}}\right) \\
& \left.-\left\langle 4_{d}\right| \not \dot{p}_{2} \not \dot{1}_{1} \mid 3_{\dot{c}}\right]\left\langle 3_{c} 4_{\dot{d}}\right] \frac{1}{s_{34}}+\left\langle 3_{c}\right| \mathscr{p}_{2}\left|4_{d}\right\rangle\left[3_{\dot{c}}\left|\dot{p}_{1}\right| 4_{\dot{d}}\right]\left(\frac{1}{s_{23}}+\frac{1}{s_{41}}\right) . \tag{4.54}
\end{align*}
$$

These formulas have been obtained generating an ansatz similar to the one presented in (3.20) and by requiring the six-dimensional form factor to match, upon taking the four-dimensional limit, the known four-dimensional expressions in different helicity configurations [266, 273, 297, 298]. The resulting ansatz was then numerically compared with the results from Feynman diagrams and a complete match was found.

A rather surprising fact is that the result obtained from the six-dimensional generalisation of the BCFW recursion relations precisely matches this expression as well. This is quite remarkable because the two-line shift does not reproduce the correct result for $\operatorname{Tr} F^{3}$ amplitudes with generic helicity configurations in four-dimensions [25, 298]. In particular, the all-plus (and all-minus) configuration cannot be obtained correctly with a two-line shift. While it exists a specific BCFW-shift which reproduces the single-minus (and single-plus) helicity configuration. The origin of this might be the helicity-averaging introduced by the tensor $X^{a \dot{a}}$ in equation (C.15), which "select" the best large- $z$ behaviour, cancelling any pole at infinity. Such observation deserves a more detailed analysis.

### 4.2.3 $\operatorname{Tr} F^{4}$ and Higher Dimensional Form Factors

The fourth power in the field strength can be considered as a turning point in the general behaviour of the operators, for reasons which will become clear in a moment. The renormalisation properties of gluonic operators of dimension up to eight was carried out in [299], and more recently in [104, 300]. It turns out that we can have four possible independent (single-trace) operators involving different contractions of four field strengths in $d$-dimensions:

$$
\begin{array}{ll}
\operatorname{Tr} F^{\mu}{ }_{\nu} F^{\nu}{ }_{\rho} F^{\rho}{ }_{\sigma} F^{\sigma}{ }_{\mu}, & \operatorname{Tr} F^{\mu \nu} F_{\mu \nu} F^{\rho \sigma} F_{\rho \sigma}, \\
\operatorname{Tr} F^{\mu}{ }_{\nu} F^{\rho}{ }_{\sigma} F^{\nu}{ }_{\rho} F^{\sigma}{ }_{\mu}, & \operatorname{Tr} F^{\mu \nu} F^{\rho \sigma} F_{\mu \nu} F_{\rho \sigma} . \tag{4.55}
\end{array}
$$

In pure gauge theories, which we are considering in this work, all these operators can appear with independent coefficients, while they are no more independent in the low energy effective action from the superstring theory [301-303]. In this section we will focus only on the first operator, which we will refer to as $\operatorname{Tr} F^{4}$ :

$$
\begin{equation*}
\mathcal{O}_{4}:=\operatorname{Tr} F^{4}:=\operatorname{Tr} F^{\mu}{ }_{\nu} F^{\nu}{ }_{\rho} F^{\rho}{ }_{\sigma} F^{\sigma}{ }_{\mu} . \tag{4.56}
\end{equation*}
$$

This encloses all the main features of the operators with higher powers in the field strength, and at the end of this section we will be able to generalise some results to a peculiar operator involving a consecutive chain of $n$ field strengths.

In four dimensions the main difference between $\operatorname{Tr} F^{4}$ and the lower-power cases is that the structure of this operator allows the mixing of the self- and anti-self-dual components, i.e. schematically

$$
\begin{equation*}
\operatorname{Tr} F^{4} \simeq \operatorname{Tr} F_{\mathrm{SD}}^{4}+\operatorname{Tr}\left(F_{\mathrm{SD}}^{2} F_{\mathrm{ASD}}^{2}\right)+\operatorname{Tr} F_{\mathrm{ASD}}^{4} \tag{4.57}
\end{equation*}
$$

Thus the usual all-plus (all-minus) minimal form factors appear along with MHV-like quantities:

$$
\begin{align*}
& F_{\mathcal{O}_{4}}^{(0)}\left(1^{+}, 2^{+}, 3^{+}, 4^{+} ; q\right)=2[12][23][34][41], \\
& F_{\mathcal{O}_{4}}^{(0)}\left(1^{+}, 2^{+}, 3^{-}, 4^{-} ; q\right)=[12]^{2}\langle 34\rangle^{2},  \tag{4.58}\\
& F_{\mathcal{O}_{4}}^{(0)}\left(1^{+}, 2^{-}, 3^{+}, 4^{-} ; q\right)=[13]^{2}\langle 24\rangle^{2},
\end{align*}
$$

and all the other configurations can be obtained by symmetry and parity arguments.

In six dimensions the minimal form factor is

$$
\begin{align*}
F_{\mathcal{O}_{4}}^{(0)}\left(1_{a \dot{a}}, 2_{b \dot{b}}, 3_{c \dot{c}}, 4_{d \dot{d}} ; q\right)= & F_{1 a \dot{a} C D}^{A B} F_{2 b \dot{b} E F}^{C D} F_{3 c \dot{c}}^{E F} G H F_{4 d \dot{d} A B}^{G H} \\
= & \left\langle 1_{a} 2_{\dot{b}}\right]\left\langle 2_{b} 3_{\dot{c}}\right]\left\langle 3_{c} 4_{\dot{d}}\right]\left\langle 4_{d} 1_{\dot{a}}\right]+\left[1_{\dot{a}} 2_{b}\right\rangle\left[2_{\dot{b}} 3_{c}\right\rangle\left[3_{\dot{c}} 4_{d}\right\rangle\left[4_{\dot{d}} 1_{a}\right\rangle  \tag{4.59}\\
& +\left\langle 1_{a} 2_{b} 3_{c} 4_{d}\right\rangle\left[1_{\dot{a}} 2_{\dot{b}} 3_{\dot{c}} 4_{\dot{d}}\right]
\end{align*}
$$

where we notice that at this power of the field strength the new structure $\langle\cdot \cdots \cdot\rangle[\cdots \cdot]$ involving four-spinor invariants appears, which is very reminiscent of the four-point amplitude, in (C.1). This new structure gives us the MHV-like components in (4.58) when we consider the appropriate little-group configurations in the four-dimensional limit (see Appendix C.1).

We have already identified the scalar operator associated to $\operatorname{Tr} F^{4}$ in (4.12) and we define

$$
\begin{equation*}
\mathcal{O}_{4, s} \propto \operatorname{Tr} D_{\mu} \phi D_{\nu} \phi F^{\nu}{ }_{\rho} F^{\rho \mu} \tag{4.60}
\end{equation*}
$$

such that its minimal form factor is

$$
\begin{align*}
F_{\mathcal{O}_{4, s}}\left(1,2,3_{c \dot{c}}, 4_{d \dot{d}} ; q\right) & =\frac{1}{2} p_{1}^{A B} p_{2 C D} F_{3 c \dot{c} E F}^{C D} F_{4 d \dot{d}}^{E F} A B \\
& \left.=-\left\langle 3_{c}\right| p_{2} ధ_{1} \mid 4_{\dot{d}}\right]\left\langle 4_{d} 3_{\dot{c}}\right]+\frac{1}{4}\left\langle 2^{a} 2_{a} 3_{c} 4_{d}\right\rangle\left[1_{\dot{a}} 1^{\dot{a}} 3_{\dot{c}} 4_{\dot{d}}\right] . \tag{4.61}
\end{align*}
$$

The expression of $\operatorname{Tr} F^{4}$ gives us some insight about the operators involving the $n^{\text {th }}$ power of the field strength, where the Lorentz indices are contracted between adjacent field strengths, which we will refer to as $\operatorname{Tr} F^{n}$ :

$$
\begin{equation*}
\mathcal{O}_{n}:=\operatorname{Tr} F^{n}=\operatorname{Tr} F_{\mu_{1}}{ }^{\mu_{2}} F_{\mu_{2}}{ }^{\mu_{3}} \cdots F_{\mu_{n-1}}{ }^{\mu_{n}} F_{\mu_{n}}{ }^{\mu_{1}} . \tag{4.62}
\end{equation*}
$$

It is easy to show that this operator can be decomposed in a sum of double traces (in the Lorentz indices) on the self-dual and anti-self-dual parts, schematically ${ }^{13}$ :

$$
\begin{equation*}
\operatorname{Tr} F^{n} \simeq \sum_{i=0}^{n} \operatorname{Tr}\left(F_{\mathrm{SD}}^{n-i} F_{\mathrm{ASD}}^{i}\right) \tag{4.63}
\end{equation*}
$$

Take two disjoint and ordered subsets of labels $S_{+}=\left\{p_{k}\right\}_{k=1 \ldots i}$ and $S_{-}=\left\{q_{k}\right\}_{k=1 \ldots n-i}$, with $S_{+} \cup S_{-}=\{1, \ldots, n\}$. Then all tree-level minimal form factors, for any helicity configuration, can be written in a very compact way:

$$
\begin{equation*}
F_{\mathcal{O}_{n}}^{(0)}\left(1^{h_{1}}, \ldots, n^{h_{n}} ; q\right)=c_{n, i} \prod_{k=1}^{i}\left[p_{k} p_{k+1}\right] \prod_{k=i+1}^{n}\left\langle q_{k} q_{k+1}\right\rangle, \tag{4.64}
\end{equation*}
$$

where the overall coefficient is

$$
c_{n, i}= \begin{cases}2 & i=0  \tag{4.65}\\ (-1)^{n-i} & i \neq 0, n \\ (-)^{n} 2 & i=n\end{cases}
$$

[^36]An explicit example of this general formula is given by

$$
\begin{equation*}
F_{\mathcal{O}_{5}}^{(0)}\left(1^{-}, 2^{+}, 3^{-}, 4^{-}, 5^{+} ; q\right)=-\langle 13\rangle\langle 34\rangle\langle 41\rangle[25][52] . \tag{4.66}
\end{equation*}
$$

The structure of $\operatorname{Tr} F^{n}$ form factors in six dimensions is much more complicated than the four-dimensional one, the number of terms grows very fast, but nonetheless some general pattern can be observed. In particular if we restrict to a kinematic configuration for which only some of the legs are truly six dimensional and the others are defined on the embedded four-dimensional subspace, the formulae are much easier and compact. In principle, this is all we need in order to calculate rational terms with the dimensional reconstruction technique, since we need to consider only the limited number of internal loop legs as six dimensional. As an example, consider the minimal form factor of $\operatorname{Tr} F^{n}$ with two six-dimensional legs and $n-2$ four-dimensional legs in the all-plus helicity configuration. The general expression is given by

$$
\begin{align*}
\operatorname{Tr} F^{n}\left(1_{a \dot{a}}, 2_{b \dot{b}}, 3^{+}, \ldots, n^{+}\right)= & \left(\left\langle 1_{a} 2_{\dot{b}}\right]\left\langle 2_{b} 3_{\mathrm{i}}\right][34]\left\langle n_{1} 1_{\dot{a}}\right]+\left[1_{\dot{a}} 2_{b}\right\rangle\left[2_{\dot{b}} 3_{1}\right\rangle[34]\left[n_{\mathrm{i}} 1_{a}\right\rangle+\right. \\
& \left.+\left\langle 1_{a} 2_{b} n_{1} 3_{1}\right\rangle\left[1_{\dot{a}} 2_{\dot{b}} 3_{\mathrm{i}} 4_{\mathrm{i}}\right]\right) \prod_{i=4}^{n-1}[i i+1] . \tag{4.67}
\end{align*}
$$

This result can be found by observing that the combination $\lambda_{i a}^{A} \widetilde{\lambda}_{i B a}$ appears only once for each six-dimensional leg, which allows to write an ansatz comprising every possible combination with arbitrary coefficients to be fixed. The coefficients can then be determined by taking the four-dimensional limit of the six-dimensional gluons and requiring the form factor to match (4.64).

### 4.3 One-Loop Form Factors

In this section we will consider a number of one-loop applications of the dimensional reconstruction procedure discussed in Section 4.1. The results obtained for the minimal form factors of $\operatorname{Tr} F^{2}$ and $\operatorname{Tr} F^{3}$ were already known in the literature. We show that the latter has no rational terms, as it has also been argued by [266]. These calculations will be useful to set the stage and give an example of the procedure before dealing with more involved operators and kinematic configurations. In particular, we reproduce the known non-minimal form factor of $\operatorname{Tr} F^{2}$ with three positive-helicity external gluons. Finally, we compute the complete minimal form factor of $\operatorname{Tr} F^{n}$ with $n=4$ at one loop and generalise some of the results to arbitrary $n$.

### 4.3.1 The Minimal $\operatorname{Tr} \boldsymbol{F}^{\mathbf{2}}$ Form Factors

As a first proof of concept of the method we will confirm the well known statement that the minimal form factor of the operator $\operatorname{Tr} F^{2}$ in pure Yang-Mills does not have any rational terms. In particular, we will consider the all-plus helicity configuration.
The quantity we want to compute can be written as

$$
\begin{align*}
F_{\mathcal{O}_{2}}^{(1)}\left(1^{+}, 2^{+} ; q\right): & =F_{\mathcal{O}_{2}}^{(0)}\left(1^{+}, 2^{+} ; q\right) \cdot f^{(2)}\left(s_{12}\right)  \tag{4.68}\\
& =2[12][21] \cdot f^{(2)}\left(s_{12}\right),
\end{align*}
$$



Figure 4.3: Two-particle cut of the one-loop form factor $\operatorname{Tr} F^{2}$ in six dimensions.
where we factored out all the helicity dependence in the tree-level prefactor, and $f^{(2)}\left(s_{12}\right)$ is a function only of the Mandelstam variable $s_{12}$. As explained in Section 4.1 this quantity can be computed using (4.9):

$$
\begin{equation*}
f^{(2)}\left(s_{12}\right)=f_{6 \mathrm{D}}^{(2)}\left(s_{12}\right)-2 f_{\phi}^{(2)}\left(s_{12}\right), \tag{4.69}
\end{equation*}
$$

where $f_{6 \mathrm{D}}^{2}\left(s_{12}\right)$ and $f_{\phi}^{2}\left(s_{12}\right)$ are the form factors with six-dimensional internal gluons or scalars respectively, normalised by the corresponding tree-level quantity.

At one loop, the two-particle cut represented in Figure 4.3 is ${ }^{14}$

$$
\begin{equation*}
\left.f_{6 \mathrm{D}}^{(2)}\left(s_{12}\right)\right|_{2-\mathrm{cut}}=\frac{1}{2[12][21]} \int \operatorname{dLIPS} F_{\mathcal{O}_{2}}^{(0)}\left(-l_{1}^{a \dot{a}},-l_{2}^{b \dot{b}}\right) \mathcal{A}_{g}^{(0)}\left(l_{2 b \dot{b}}, l_{1 a \dot{a}}, 1_{1 \dot{1}}, 2_{2 \dot{2}}\right) \tag{4.70}
\end{equation*}
$$

In order to simplify this expression we decompose the six-dimensional quantities in terms of four-dimensional ones, as explained in detail in Appendix A.2. These calculations are rather lengthy and we have devised a MATHEMATICA package to deal with them. Imposing that the external legs are defined in four dimensions is equivalent to setting $m_{j}=0$ and $\widetilde{m}_{j}=0$ for $j=1,2$, which automatically removes any dependence of $f^{(2)}$ on $\mu_{j \alpha}$ and $\widetilde{\mu}_{j \dot{\alpha}}$. From (A.39), momentum conservation implies

$$
\begin{equation*}
\sum_{i} m_{i}=0, \quad \sum_{i} \widetilde{m}_{i}=0 \tag{4.71}
\end{equation*}
$$

Only the two internal legs $l_{1}$ and $l_{2}$ have to be kept in six dimensions, in other words $p_{i}^{5}, p_{i}^{6} \neq 0$ for $i=l_{1}, l_{2}$, which implies

$$
\begin{equation*}
m_{l_{2}}=-m_{l_{1}}:=-m, \quad \tilde{m}_{l_{2}}=-\widetilde{m}_{l_{1}}:=-\widetilde{m} \tag{4.72}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu^{2}=m \tilde{m} \tag{4.73}
\end{equation*}
$$

with $\mu^{2}$ defined in (4.4). We immediately arrive at

$$
\begin{equation*}
\left.f_{6 \mathrm{D}}^{(2)}\left(s_{12}\right)\right|_{2-\mathrm{cut}}=\int \mathrm{dLIPS}\left(-i \frac{s_{12}}{s_{2 l_{2}}}+2 i \frac{\mu^{2}}{s_{2 l_{2}}}\right) . \tag{4.74}
\end{equation*}
$$

Next we repeat a similar computation for the two-particle cut with internal gluons replaced by scalars:

$$
\begin{align*}
\left.f_{\phi}^{(2)}\left(s_{12}\right)\right|_{2-\mathrm{cut}} & =\frac{1}{2[12][21]} \int \operatorname{dLIPS} F_{\mathcal{O}_{2, s}}^{(0)}\left(-l_{1},-l_{2}\right) \mathcal{A}^{(0)}\left(l_{2}, l_{1}, 1_{a \dot{a}}, 2_{b \dot{b}}\right) \\
& =\int \mathrm{dLIPS} i \frac{\mu^{2}}{s_{2 l_{2}}} . \tag{4.75}
\end{align*}
$$

[^37]Taking the difference between (4.74) and twice (4.75) leads to the desired fourdimensional result

$$
\begin{equation*}
\left.f^{(2)}\left(s_{12}\right)\right|_{2-\mathrm{cut}}=-i s_{12} \int \mathrm{dLIPS} \frac{1}{s_{2 l_{2}}} \tag{4.76}
\end{equation*}
$$

We can directly read off the one-loop result from (4.76):


In this section we are only interested in showing that our method correctly computes those terms which are not captured by four-dimensional unitarity techniques. Then, we will always show the result in terms of the integral basis, rather then the integrated result. The triangle integral with outgoing momenta $\left(p_{1}, p_{2}, q\right)$ is defined in Appendix D.

As anticipated, our result (4.77) does not contain any $\mu^{2}$ term i.e. any rational term, and is thus in agreement with the very well known result. An equivalent result holds for the all-minus helicity configuration. As expected, there are no bubbles in the result, because both $\operatorname{Tr} F_{\mathrm{SD}}^{2}$ and $\operatorname{Tr} F_{\mathrm{ASD}}^{2}$ are protected operators in $\mathcal{N}=4$ super-Yang-Mills and the form factor does not depend on the extra particle content of the theory.

### 4.3.2 The Non-Minimal $\operatorname{Tr} \boldsymbol{F}^{\mathbf{2}}$ Form Factor

In this section we address the computation of the one-loop non-minimal form factor of the operator $\operatorname{Tr} F^{2}$. As usual we begin by defining the normalised quantity $f^{(2 ; 3)}$ as

$$
\begin{equation*}
F_{\mathcal{O}_{2}}^{(1)}\left(1^{+}, 2^{+}, 3^{+} ; q\right):=2[12][23][31] \cdot f^{(2 ; 3)}\left(s_{12}, s_{23}, s_{13}\right) \tag{4.78}
\end{equation*}
$$

with

$$
\begin{equation*}
f^{(2 ; 3)}\left(s_{12}, s_{23}, s_{13}\right)=f_{6 \mathrm{D}}^{(2 ; 3)}\left(s_{12}, s_{23}, s_{13}\right)-2 f_{\phi}^{(2 ; 3)}\left(s_{12}, s_{23}, s_{13}\right), \tag{4.79}
\end{equation*}
$$

Notice that we decided not to normalise by the corresponding tree-level form-factor, which carries additional non-trivial dependence on the Mandelstam variables, but simply by a factor $[12][23][31]$ which only captures the complete helicity dependence of the operator. Computing the discontinuity in the $s_{12}$-channel we have
$\left.f_{6 \mathrm{D}}^{(3)}\left(\left\{s_{i j}\right\}\right)\right|_{s_{12}-\mathrm{cut}}=\frac{1}{2[12][23][31]} \int \operatorname{dLIPS} F_{\mathcal{O}_{2}}^{(0)}\left(l_{1}^{a \dot{a}}, l_{2}^{b \dot{b}}, 3_{1 \mathrm{i}}\right) \mathcal{A}^{(0)}\left(-l_{2 a \dot{a}},-l_{1 \dot{b}}, 1_{1 \mathrm{i}}, 2_{2 \dot{2}}\right)$,
which, upon algebraic manipulations, becomes

$$
\begin{equation*}
\left.f_{6 \mathrm{D}}^{(2 ; 3)}\left(s_{12}, s_{23}, s_{13}\right)\right|_{s_{12}-\mathrm{cut}}=i \frac{[12]}{[23][31]} \int \operatorname{dLIPS}\left[3\left|l_{1}^{(4)} l_{2}^{(4)}\right| 3\right] \mathcal{I}_{6 \mathrm{D}}^{(2 ; 3)}, \tag{4.81}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{I}_{6 \mathrm{D}}^{(2 ; 3)}=\frac{q^{4} s_{12}-2 \mu^{2} q^{2} s_{12}-4 \mu^{2} s_{3 l_{1}} s_{3 l_{2}}}{s_{12}^{2} s_{2,-l_{2}} s_{3 l_{1}} s_{3 l_{2}}} . \tag{4.82}
\end{equation*}
$$

Performing the appropriate scalar subtraction for the non-minimal configuration of the operator $\operatorname{Tr} F^{2}$ is more subtle than in the minimal case. The double cut one needs to compute is represented in Figure 4.4. There are two different tree-level form factors


Figure 4.4: A double cut of the scalar contribution to $\operatorname{Tr} F^{2}$ non-minimal. The red boxes highlight the two different operator insertions.
to be inserted into the cut: the non-minimal form factors with two external scalars and one gluon of the operators $\operatorname{Tr} F^{2}$ and $(D \phi)^{2}$. The tree-level expression for these form factors are given in (4.41) and (4.42) respectively. Computing the complete result for the double-cut of the scalar contribution leads to

$$
\begin{equation*}
\left.f_{\phi}^{(2 ; 3)}\left(s_{12}, s_{23}, s_{13}\right)\right|_{s_{12}-\mathrm{cut}}=i \frac{[12]}{[23][31]} \int \mathrm{dLIPS}\left[3\left|\not_{1}^{(4)} l_{2}^{(4)}\right| 3\right] \mathcal{I}_{\phi}^{(2 ; 3)} \tag{4.83}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{I}_{\phi}^{(2 ; 3)}=-\mu^{2} \frac{q^{2} s_{12}+s_{3 l_{1}} s_{3 l_{2}}}{s_{12}^{2} s_{2,-l_{2}} s_{3 l_{1}} s_{3 l_{2}}} \tag{4.84}
\end{equation*}
$$

Upon subtracting twice (4.83) from (4.81), uplifting the cut and performing some algebraic manipulations on the numerator, one ends up with the final expression:

where all integrals can be found in Appendix D.
Clearly the double cuts in the channels $s_{23}$ and $s_{13}$ can be derived from (4.85) by symmetry arguments, thus the only invariant channel left to compute would be $s_{123}$, see Figure 4.5. This double-cut involves the use of the five-point amplitudes in six dimensions with five gluons as well as with three gluons and two scalars ${ }^{15}$, combined

[^38]

Figure 4.5: Two-particle cut of the one-loop form factor $\operatorname{Tr} F^{2}$ in the $s_{123}$ channel in six dimensions.
with the minimal form factor of $\mathcal{O}_{2}$ and $\mathcal{O}_{2, s}$ respectively. The only topology probed by this cut, which is not probed by any of the previous cuts, is the bubble with the form factor in one of the two vertices and all the momenta in the other. Performing the calculation, the associated coefficient turns out to be zero. Thus (4.85) and its permutations give the complete result, which matches the one given in [254, 304].

### 4.3.3 The Minimal $\operatorname{Tr} \boldsymbol{F}^{3}$ Form Factors

We now consider the $\operatorname{Tr} F^{3}$ form factor in the all-plus helicity configuration. The procedure we follow is exactly the same as in the $\operatorname{Tr} F^{2}$ case. First we factor out the helicity dependence as an overall tree-level prefactor:

$$
\begin{align*}
F_{\mathcal{O}_{3}}^{(1)}\left(1^{+}, 2^{+}, 3^{+} ; q\right) & :=F_{\mathcal{O}_{3}}^{(0)}\left(1^{+}, 2^{+}, 3^{+} ; q\right) \cdot f^{(3)}\left(s_{12}, s_{23}, s_{13}\right)  \tag{4.86}\\
& =-2[12][23][31] \cdot f^{(3)}\left(s_{12}, s_{23}, s_{13}\right),
\end{align*}
$$

then we compute $f^{(3)}$ as the difference $f_{6 \mathrm{D}}^{(3)}-2 f_{\phi}^{(3)}$. We start with the two-particle cut in the $s_{12}$ channel represented in Figure 4.6, which reads

$$
\begin{align*}
\left.f_{6 \mathrm{D}}^{(3)}\left(s_{12}\right)\right|_{s_{12}-\mathrm{cut}} & =-\frac{1}{2[12][23][31]} \int \operatorname{dLIPS} F_{\mathcal{O}_{3}}^{(0)}\left(-l_{1}^{a \dot{a}},-l_{2}^{b \dot{b}}, 3_{1 \mathrm{i}}\right) \mathcal{A}^{(0)}\left(l_{2 a \dot{a}}, l_{1 b \dot{b}}, 1_{1 \mathrm{i}}, 2_{2 \dot{2}}\right) \\
& =i \int \operatorname{dLIPS}\left(\frac{[12]\left[3\left|l_{1}^{(4)} l_{2}^{(4)}\right| 3\right]}{s_{2 l_{2}}[23][31]}+\mu^{2} \frac{\left[3\left|l_{1}^{(4)} l_{2}^{(4)}\right| 3\right]}{\left[3\left|\not p_{1} \not p_{2}\right| 3\right]}\right) . \tag{4.87}
\end{align*}
$$

Computing the scalar contribution in a similar fashion leads to

$$
\begin{equation*}
\left.f_{\phi}^{(3)}\left(s_{12}, s_{23}, s_{13}\right)\right|_{s_{12}-\mathrm{cut}}=\frac{i}{2} \int \operatorname{dLIPS} \mu^{2} \frac{\left[3\left|\ell_{1}^{(4)} l_{2}^{(4)}\right| 3\right]}{\left[3\left|\not p_{1} \not p_{2}\right| 3\right]}, \tag{4.88}
\end{equation*}
$$

and finally

$$
\begin{equation*}
\left.f^{(3)}\left(s_{12}, s_{23}, s_{13}\right)\right|_{s_{12}-\mathrm{cut}}=i \frac{[12]}{[23][31]} \int \mathrm{dLIPS} \frac{\left[3\left|l_{1}^{(4)} l_{2}^{(4)}\right| 3\right]}{s_{2 l_{2}}} . \tag{4.89}
\end{equation*}
$$

Then, it is possible to write $f^{(3)}$ in terms of Mandelstam invariants:

$$
\begin{equation*}
\left.f^{(3)}\left(s_{12}, s_{23}, s_{13}\right)\right|_{s_{12}-\mathrm{cut}}=-i \int \operatorname{dLIPS}\left(\frac{s_{12}}{s_{2 l_{2}}}+2\right) \tag{4.90}
\end{equation*}
$$



Figure 4.6: Two-particle cut of the one-loop form factor $\operatorname{Tr} F^{3}$ in the $s_{12}$ channel in six dimensions.


Figure 4.7: Two-particle cut of the one-loop non-minimal form factor $\operatorname{Tr} F^{3}$ in the $s_{123}$ channel.
modulo terms which integrate to zero, and uplifting this result leads to:

$$
\begin{equation*}
\left.f^{(3)}\left(s_{12}, s_{23}, s_{13}\right)\right|_{s_{12}-\text { disc }}=-i s_{12} \tag{4.91}
\end{equation*}
$$

Combining the discontinuities in the three channels $s_{12}, s_{23}$ and $s_{31}$ we arrive at the complete one-loop form factor

$$
\begin{equation*}
f^{(3)}\left(\left\{s_{i j}\right\}\right)=\left.\sum_{k=1}^{n} f^{(3)}\left(\left\{s_{i j}\right\}\right)\right|_{s_{k k+1}-\operatorname{disc}} \tag{4.92}
\end{equation*}
$$

where every term in the sum can be obtained from (4.91) by relabelling the external legs.

### 4.3.4 The Non-Minimal $\operatorname{Tr} \boldsymbol{F}^{\mathbf{3}}$ Form Factor

In the previous sections we reproduced known results for form factors through the generalisation of the dimensional reconstruction technique. In this section we derive for the first time the complete form factor of the operator $\operatorname{Tr} F^{3}$ with four gluons in the all-plus helicity configuration.

The procedure we follow has been described in detail earlier, hence we now only sketch the relevant derivations and provide the main results. There are two independent unitarity cuts to be computed, say in the $s_{12}$-channel and $s_{123}$-channel, up to cyclic permutation. Starting from the $s_{123}$-cut, one needs to evaluate the difference shown in 4.7. The tree-level form factor in the scalar subtraction term (second term in the figure) is the minimal form factor of the operator $\operatorname{Tr}\left(D_{\mu} \phi D_{\nu} \phi F^{\mu \nu}\right)$. The Passarino-Veltman
reductions of the resulting tensor integrals have been performed using the Mathematica package FeynCalc [305, 306]. From the two-particle cuts in the $s_{123}$-channel we obtain the following functions:

with the coefficients

$$
\begin{align*}
& D_{0}^{[0]}=-i \mathrm{~F}(1,2,3 ; 4), \\
& C_{0}^{[0]}=-i \frac{s_{12}+s_{31}}{s_{12} s_{23}} \mathrm{~F}(1,2,3 ; 4),  \tag{4.94}\\
& C_{1}^{[0]}=-i \frac{s_{23}+s_{31}}{s_{12} s_{23}} \mathrm{~F}(1,2,3 ; 4),
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{F}(1,2,3 ; 4):=\frac{s_{123}}{s_{31}^{2}}\left(s_{12}[13][24]+s_{31}[12][34]\right)\left(s_{23}[13][24]+s_{31}[23][14]\right) . \tag{4.95}
\end{equation*}
$$

Finally the coefficient of the bubble can be written as

$$
\begin{equation*}
B_{0}^{[0]}=2 i[12][23][34][41] \mathrm{b}_{0}^{[0]}, \tag{4.96}
\end{equation*}
$$

where the helicity-invariant function $\mathrm{b}_{0}^{[0]}$ is defined as
$\mathrm{b}_{0}^{[0]}=\frac{s_{123}^{2}}{s_{12} s_{23}}\left(\frac{1}{s_{12}+s_{31}}+\frac{1}{s_{23}+s_{31}}\right)+\frac{[13][24]}{[12][34]} \frac{s_{123}^{2}}{s_{23} s_{31}} \cdot \frac{1}{s_{12}+s_{31}}+\frac{[13][24]}{[14][23]} \frac{s_{123}^{2}}{s_{12} s_{31}} \cdot \frac{1}{s_{23}+s_{31}}$.
The result also contains a box integral with a $\mu^{2}$ in the numerator, which after integration is of $\mathcal{O}(\epsilon)$. For completeness we quote its coefficient:

$$
\begin{equation*}
D_{0}^{[2]}=-2 i s_{123}\left(\frac{[12]^{2}[34]^{2}}{s_{12}}+\frac{[23]^{2}[41]^{2}}{s_{23}}+\frac{[13]^{2}[24]^{2}}{s_{31}}\right) . \tag{4.98}
\end{equation*}
$$

Next we consider the two-particle cut in the $s_{12}$-channel and, as discussed in earlier sections, the discontinuity of the complete form factor is determined from the difference

$$
\begin{equation*}
\left.F_{6 \mathrm{D}}^{(1)}\left(1^{+}, 2^{+}, 3^{+}, 4^{+} ; q\right)\right|_{s_{12}-\mathrm{cut}}-\left.2 F_{\phi}^{(1)}\left(1^{+}, 2^{+}, 3^{+}, 4^{+} ; q\right)\right|_{s_{12}-\mathrm{cut}}, \tag{4.99}
\end{equation*}
$$

where the second term is the scalar subtraction. As in the case of the non-minimal form factor of $\operatorname{Tr} F^{2}$, there are two contributions to the scalar quantity $F_{\phi}^{(1)}\left(1^{+}, 2^{+}, 3^{+}, 4^{+} ; q\right)$, which are represented in Figure 4.8. The first contribution comes from the operator


Figure 4.8: A two-particle cut of the scalar contribution to the non-minimal $\operatorname{Tr} F^{3}$ form factor. The red boxes highlight the two different operator insertions.
$\operatorname{Tr} F^{3}$ with two scalars and two gluons, whereas the second one comes from the scalar operator $\operatorname{Tr} D_{\mu} \phi D_{\nu} \phi F^{\mu \nu}$.

After tensor reductions, we find

where we checked that the coefficients $D_{0}^{[p]}, D_{1}^{[p]}, C_{0}^{[p]}$ and $C_{2}^{[p]}$ match the ones found in the previous calculation, up to relabelling. The other coefficients for the triangles are

$$
\begin{align*}
& C_{3}^{[0]}=i[12][23][34][41] \mathrm{c}_{3}^{[0]} \\
& C_{3}^{[2]}=\frac{4 i}{s_{12}}[12][34][13][24] \tag{4.101}
\end{align*}
$$

where

$$
\begin{align*}
c_{3}^{[0]} & =\frac{s_{12}+s_{31}}{s_{23}}+\frac{s_{12}}{s_{34}}\left(1+\frac{s_{13}}{s_{14}}+\frac{s_{24}}{s_{23}}\right)-\frac{[13][24]}{[14][23]}\left[\frac{s_{123}\left(s_{12}+s_{31}\right)-s_{13}^{2}}{s_{13}^{2}}-\frac{s_{12}}{s_{34}}\right] \\
& -\frac{[13][24]}{[12][34]} \frac{s_{12}}{s_{13}^{2} s_{23}}\left[s_{123}\left(s_{23}+s_{31}\right)-2 s_{31}^{2}\right]+(1,4) \longleftrightarrow(2,3), \tag{4.102}
\end{align*}
$$

while for the bubbles

$$
\begin{align*}
B_{1}^{[0]} & =2 i[13]^{2}[24]^{2}\left(\frac{1}{s_{31}}-\frac{1}{s_{23}}+\frac{s_{12}}{s_{23} s_{31}}\right)+2 i[12]^{2}[34]^{2}\left(\frac{2}{s_{23}}-\frac{2 s_{12}}{s_{23}\left(s_{13}+s_{23}\right)}\right) \\
& +2 i[12][34][13][24]\left(\frac{1}{s_{12}}+\frac{4}{s_{23}}-\frac{2}{s_{34}}-\frac{4 s_{24}}{s_{23} s_{34}}\right)+(1,4) \longleftrightarrow(2,3), \tag{4.103}
\end{align*}
$$

and

$$
\begin{equation*}
B_{1}^{[2]}=\frac{4 i}{s_{12}^{2}}[12][34]([13][24]+[23][14]) . \tag{4.104}
\end{equation*}
$$

We have checked that our result satisfies the expected infrared consistency conditions. In particular, using the results for the coefficients $D_{0}, C_{0}$ and $C_{1}$, one immediately finds that the coefficient of $\frac{\left(-s_{123}\right)^{-\epsilon}}{\epsilon^{2}}$ vanishes, as required. We have also confirmed that the coefficient of $\frac{\left(-s_{12}\right)^{-\epsilon}}{\epsilon^{2}}$ is proportional to the corresponding tree-level non-minimal form factor derived in [273],

$$
\begin{equation*}
F_{\mathcal{O}_{3}}^{(0)}\left(1^{+}, 2^{+}, 3^{+}, 4^{+} ; q\right)=-2 \frac{[12][23][34][41]}{s_{12}}\left(1+\frac{[13][24]}{[23][41]}-\frac{s_{24}}{s_{41}}\right)+\text { cyclic } . \tag{4.105}
\end{equation*}
$$

### 4.3.5 The Minimal $\operatorname{Tr} F^{4}$ Form Factors

In this section we consider the form factors of $\operatorname{Tr} F^{4}$ in all possible helicity configurations. The case where all particles have the same helicity is interesting since it admits an immediate generalisation to the minimal form factors of operators of the form $\operatorname{Tr} F^{n}$ defined in (4.62). In this family, $\operatorname{Tr} F^{4}$ is the first operator whose minimal form factor contains rational terms. We are going to consider the quantities in the planar limit of the theory, i.e. at one loop we will probe only the discontinuities in the Mandelstam invariants of adjacent momenta in the colour-ordered form factor. At this point it is important to stress that non-planar contributions would need an additional consideration: as one can see from (4.12) there is no "non-planar" scalar operator, i.e. the scalars can only appear next to each other in the colour-ordered form factor, and then the complete four-dimensional contribution coincides with the diagrams with purely six-dimensional internal gluons.

## All-Plus Helicity Configuration

We begin by defining

$$
\begin{equation*}
F_{\mathcal{O}_{4}}^{(1)}\left(1^{+}, 2^{+}, 3^{+}, 4^{+} ; q\right):=2[12][23][34][41] \cdot f^{(4)}\left(\left\{s_{i j}\right\}\right) . \tag{4.106}
\end{equation*}
$$

At one loop, we can make the following observations:

- The cut-constructible part, coming from the form factor involving only gluons, has the same structure as $F_{\mathcal{O}_{3}}^{(1)}\left(1^{+}, 2^{+}, 3^{+} ; q\right)$, with both UV and IR divergences.
- Terms proportional to $\mu^{2}$ and $\mu^{4}$ now appear. As already mentioned, these could not arise for $n<4$ because of the limited kinematic, as we will show below. The new integrals are two triangles with $\mu^{2}$ and $\mu^{4}$ numerators ${ }^{16}$ and when expanded in powers of the dimensional regulator $\epsilon$ give a finite contribution in the $\epsilon \rightarrow 0$ limit. They are exactly the rational terms that cannot be seen by the completely four-dimensional cut construction, where clearly $\mu^{2}=0$.

Following the procedure outlined in the previous sections, we find

$$
\left.f^{4}\left(\left\{s_{i j}\right\}\right)\right|_{\mathrm{s}_{12}-\mathrm{disc}}=-i\left(1+\frac{[13][24]}{[14][23]}\right) \cdot p_{p_{3}}^{[12][34]} \cdot p_{[23]}
$$

Notice that in the final result the integral $I_{3}^{4}\left[\mu^{4}\right]$ appears. In general, in a renormalisable gauge theory one would expect triangle integrals to appear with at most a third power of the loop momentum in the numerator, which allows for at most a $\mu^{2}$ triangle contribution. However we are considering an effective field theory with an operator of mass-dimension eight, hence the possibility of having also an $I_{3}^{4}\left[\mu^{4}\right]$ term. The last step of the calculation is the sum over all the possible channel discontinuities, as we did in (4.92) for $\operatorname{Tr} F^{3}$.

The above result can be immediately generalized to $\operatorname{Tr} F^{n}$ for arbitrary $n$ in the all-plus helicity configurations, where we define

$$
\begin{equation*}
\left.\operatorname{Tr} F^{n}\left(1^{+}, \ldots, n^{+} ; q\right)\right|_{1-\text { loop }}:=(-)^{n} 2 \prod_{k=1}^{n}[k k+1] \cdot f^{(n)}\left(\left\{s_{i j}\right\}\right) \tag{4.108}
\end{equation*}
$$

and

$$
\left.f^{(n)}\left(\left\{s_{i j}\right\}\right)\right|_{\mathrm{s}_{12}-\operatorname{disc}}=-i\left(1+\frac{[13][2 n]}{[1 n][23]}\right) \cdot
$$

This simple generalisation is due to the fact that, upon properly normalising with the corresponding four-dimensional quantities, the six-dimensional minimal tree-level form

[^39]factor of $\operatorname{Tr} F^{n}$ is identical to that of $\operatorname{Tr} F^{4}$ up to the replacement $4 \mapsto n$, as can be seen from (4.67). As a final remark, notice that we can a posteriori explain the absence of rational terms for $\operatorname{Tr} F^{3}$ : indeed we can recover (4.91) by simply replacing $n \mapsto 3$ in (4.109). Then, rational terms vanish since they are proportional to [3n].

## MHV Configuration: the Alternate and Split-Helicity Form Factors

We define the MHV colour-ordered form factor with alternate-helicity gluons as follows:

$$
\begin{equation*}
F_{\mathcal{O}_{4}}^{(1)}\left(1^{+}, 2^{-}, 3^{+}, 4^{-} ; q\right):=\langle 24\rangle^{2}[13]^{2} \cdot f_{a}^{(4)}\left(\left\{s_{i j}\right\}\right) \tag{4.110}
\end{equation*}
$$

Since this case presents some peculiarities in the calculations, we will give more details about it. In particular, the cut of the form factor with six-dimensional internal gluons in the $s_{12}$-channel is given by

$$
\begin{align*}
\left.f_{a, 6 D}^{(4)}\left(\left\{s_{i j}\right\}\right)\right|_{s_{12}-\mathrm{cut}} & =-\int \mathrm{dLIPS} \frac{i}{s_{12} s_{2 l_{2}}} \frac{\mathcal{I}_{6 D}^{2}}{\langle 24\rangle^{2}[13]^{2}}  \tag{4.111}\\
& =-\int \mathrm{dLIPS} \frac{i}{s_{12} s_{2 l_{2}}}\left(2 k \cdot l_{2}\right)^{2}
\end{align*}
$$

where

$$
\begin{equation*}
\left.\left.\left.\left.\mathcal{I}_{6 D}=2 \mu^{2}\langle 24\rangle[13]+\langle 2| \chi_{1}^{(4)} \mid 3\right]\langle 4| \chi_{2}^{(4)} \mid 1\right]+\langle 2| \chi_{2}^{(4)} \mid 3\right]\langle 4| \chi_{1}^{(4)} \mid 1\right] \tag{4.112}
\end{equation*}
$$

and in the last step we removed terms proportional to $\left.\langle 2| \ell_{2}^{(4)} \mid 1\right]$ that vanish upon integration. Also $k_{\mu}$ is a massive momentum defined by

$$
\begin{equation*}
k_{\alpha \dot{\alpha}}=\frac{[12]}{[13]} \lambda_{2 \alpha} \tilde{\lambda}_{3 \dot{\alpha}}-\frac{\langle 12\rangle}{\langle 24\rangle} \lambda_{4 \alpha} \tilde{\lambda}_{1 \dot{\alpha}} \tag{4.113}
\end{equation*}
$$

and it is easy to prove that it satisfies the following relations:

$$
\begin{equation*}
k^{2}=2 p_{1} \cdot k=2 p_{2} \cdot k=s_{12} \tag{4.114}
\end{equation*}
$$

Surprisingly, the scalar contribution is identically zero after integration:

$$
\begin{equation*}
\left.f_{a, \phi}^{(4)}\left(\left\{s_{i j}\right\}\right)\right|_{s_{12}-\mathrm{cut}}=\int \mathrm{dLIPS} \frac{i}{s_{12} s_{2 l_{2}}} \frac{\left.\left.\left.\langle 4| \ell_{1}^{(4)} \mid 3\right]\langle 4| \chi_{2}^{(4)} \mid 3\right]\langle 2| \ell_{2}^{(4)} \mid 1\right]^{2}}{\langle 24\rangle^{2}[13]^{2}}=0 \tag{4.115}
\end{equation*}
$$

because of the presence of the term $\left.\langle 2| l_{2}^{(4)} \mid 1\right]^{2}$. Thus the discontinuity in the $s_{12}$-channel is completely given by the pure six-dimensional contribution (4.111), which after the integral reduction can be written as

$$
\begin{equation*}
\left.f_{a}^{(4)}\left(\left\{s_{i j}\right\}\right)\right|_{s_{12}-\operatorname{disc}}=-i s_{12} \cdot \tag{4.116}
\end{equation*}
$$

It is worth stressing that all the other planar contributions can be obtained from the previous one easily by symmetry arguments.

As usual, for the split-helicity configuration we factorise the tree-level form factor:

$$
\begin{equation*}
F_{\mathcal{O}_{4}}^{(1)}\left(1^{+}, 3^{+}, 2^{-}, 4^{-} ; q\right):=[13]^{2}\langle 24\rangle^{2} \cdot f_{s}^{(4)}\left(\left\{s_{i j}\right\}\right) \tag{4.117}
\end{equation*}
$$

Unlike the previous case, in the planar limit we have two different cuts which cannot be related by symmetry: in particular, we can perform the cut in channels with same or opposite helicity gluons. The discontinuity in the $s_{12}$-channel, after the scalar subtraction, is given by

$$
\begin{equation*}
\left.f_{s}^{(4)}\left(\left\{s_{i j}\right\}\right)\right|_{s_{13}-\operatorname{disc}}=-i s_{13} \cdot \tag{4.118}
\end{equation*}
$$

The cut in the $s_{23}$-channel is reminiscent of the alternate-helicity case, with vanishing scalar contribution up to integration:

$$
\begin{equation*}
\left.f_{s}^{(4)}\left(\left\{s_{i j}\right\}\right)\right|_{s_{23}-\mathrm{cut}} \simeq-\int \mathrm{dLIPS} \frac{i}{s_{13} s_{3 l_{2}}}\left(2 k \cdot l_{2}\right)^{2} \tag{4.119}
\end{equation*}
$$

where the momentum $k_{\mu}$ is defined by

$$
\begin{equation*}
k_{\alpha \dot{\alpha}}=\frac{[23]}{[13]} \lambda_{2 \alpha} \tilde{\lambda}_{1 \dot{\alpha}}+\frac{\langle 23\rangle}{\langle 24\rangle} \lambda_{4 \alpha} \tilde{\lambda}_{3 \dot{\alpha}}, \tag{4.120}
\end{equation*}
$$

and it satisfies the following relations:

$$
\begin{equation*}
k^{2}=2 p_{2} \cdot k=2 p_{3} \cdot k=s_{23} \tag{4.121}
\end{equation*}
$$

The cut in the $s_{23}$ channel is

$$
\begin{equation*}
\left.f_{s}^{(4)}\left(\left\{s_{i j}\right\}\right)\right|_{s_{23}-\operatorname{disc}}=-i s_{23} \cdot \tag{4.122}
\end{equation*}
$$

Let us emphasise some relevant features of the result:

- The final result is free of rational terms. Thus we would have found the same, complete, quantity even with four-dimensional unitarity-cuts.
- The only operator that contributes in four dimensions is $\operatorname{Tr}\left(F_{\mathrm{SD}}^{2} F_{\mathrm{ASD}}^{2}\right)$, which is a descendant of $\operatorname{Tr} \phi^{4}$ in $\mathcal{N}=4$ SYM $^{17}$.
- We note the absence of bubbles in the final result for this (unrenormalised) form factor. This may be related to the independence of the bare quantity on the matter content of the theory. One could then regard the computation as if it was performed in $\mathcal{N}=4 \mathrm{SYM}$, where the operator under consideration belongs to a protected multiplet.
- An unrelated observation is that the colour-ordered form factors with alternate and split-helicity configurations are the same:

$$
\begin{equation*}
F_{\mathcal{O}_{4}}^{(1)}\left(1^{+}, 2^{-}, 3^{+}, 4^{-} ; q\right)=F_{\mathcal{O}_{4}}^{(1)}\left(1^{+}, 3^{+}, 2^{-}, 4^{-} ; q\right) . \tag{4.123}
\end{equation*}
$$

This is an accident due to the simple topology of the integral basis combined with the fact that bubbles do not appear. At first, the equality (4.123) could appear as a consequence of the photon decoupling identities which hold in Yang-Mills theory. However these identities are no longer valid when one considers interactions with higher powers of the field strength.

[^40]
## Chapter 5

## One-Loop Anomalous Dimensions in the SMEFT

On-shell techniques provide powerful strategies to study the UV mixing in (non-supersymmetric) EFTs, as first pointed out in [98] using techniques developed for the study of the anomalous dimension of operators in $\mathcal{N}=4$ super-Yang-Mills [308-311] (for a review, see [312] and references therein) from scattering amplitudes and form factors [287-290, 313-318] and recently applied to the SMEFT [99-107]. Furthermore, on-shell techniques also provided a good understanding of the mysterious pattern of zeros in the one-loop anomalous dimension matrix of the SMEFT [108-110]. At one-loop, such a calculation requires only two main ingredients: the tree-level (four-point) amplitudes in the SM and the identification of a complete (but not redundant) basis of EFT interactions/operators, which have been studied in the Chapters 2 and 3.

The first systematic and complete computation of the one-loop anomalous dimension matrix for dimension-six operators in the SMEFT has been carried out in [319-321]. So far, the study of the anomalous dimension of SMEFT interactions has been completed only partially in the literature for operators up to dimension 8 [104, 322-329]. In this chapter, we present the general on-shell set-up which will allowed us to fully compute the one-loop anomalous dimension matrix for all the operators in the SMEFT of mass dimension 8. As a proof of concept, we reproduce know results for the mixing matrix of operators of dimension 5,6 and 7 and we present the mixing matrix of dimension 8 operators for the SMEFT considering a single flavour family $N_{f}=1$. We compute the anomalous dimension matrix to linear order in the Wilson coefficients, i.e. we ignore the mixing between dimension-six and dimension-eight operators, which are however partially known in the literature (see Table 5 of [329]).

The present chapter is organised as follows. In Section 5.1, we review the computation of the one-loop anomalous dimension matrix from on-shell data through unitarity. We make use of the presented techniques to reproduce known results for dimension 5 , 6 , and 7 operators as well as to compute the mixing of dimension 8 operators at linear order in the Wilson coefficients and leading (quadratic) order in the renormalisable couplings. These general results are made available in separate ancillary files of the paper [104]. In Section 5.2 we present the explicit mixing coefficients for dimension 6 and 8 operators relevant for Higgs production with a $W$ boson.

### 5.1 The UV anomalous mass dimension matrix at leading order

In Chapter 3 we argued that any tree-level amplitude in the Standard Model can be fully determined from its factorisation channels, and in Chapter 2 we gave a general algorithm to find all the SMEFT interactions. These are all the ingredients needed to compute the UV mixing matrix for the SMEFT interactions $\gamma_{d \rightarrow d}^{\mathrm{UV}}{ }^{1}$, where $d$ is the mass dimension of the corresponding effective operators for $d=5,6,7,8$. In this chapter we restrict to the case of $N_{f}=1$ and we leave the treatment of full flavour dependence for future work. The results for $\gamma_{d \rightarrow d}^{\mathrm{UV}}$ were provided in the ancillary files of the work [104], and at the end of this chapter we show as an example the mixing coefficients of the dimension 6 and 8 operators relevant for Higgs plus $W$ production from $p p$-scattering.

Sticking to the notation introduced in Section 3.1, we write the amplitudes with a single insertion of an irrelevant interaction as $\mathcal{F}_{n, d, i}\left(p_{1}^{a_{1}, h_{1}}, \ldots, p_{n}^{a_{n}, h_{n}}\right)$, where $d$ is the dimension of the irrelevant operator and $i$ is its corresponding label (for example, in the case of $N_{f}=1$ and $d=6, i=1, \ldots, 84$ ), in order to distinguish it from amplitudes $\mathcal{A}$ with only relevant and marginal couplings. The central formula for our computations has been presented in [98] and gives the action of the dilatation operator $D=\frac{\partial}{\partial \log \mu}$ on the amplitude in terms of its discontinuity ${ }^{2}$ :

$$
\begin{equation*}
e^{-i \pi D} \mathcal{F}^{*}=S \otimes \mathcal{F}^{*} \tag{5.1}
\end{equation*}
$$

where $S$ is the full S-matrix and on the RHS the product has to be interpreted as a matrix product weighted over a proper Lorentz phase space integral which, via the Optical Theorem, correspond to a specific discontinuity of the effective amplitude.

The dilatation operator is linked to the UV mixing matrix $\gamma_{i \rightarrow j}^{\mathrm{UV}}$ by the CallanSymanzik equation [330-332]:

$$
\begin{equation*}
D \mathcal{F}_{i}=\left(\gamma_{j \rightarrow i}^{\mathrm{UV}}-\gamma_{i}^{\mathrm{IR}} \delta_{i j}+\beta\left(g_{k}^{2}\right) \frac{\partial}{\partial g_{k}^{2}} \delta_{i j}\right) \mathcal{F}_{j} \tag{5.2}
\end{equation*}
$$

where $\beta\left(g_{k}^{2}\right)$ is the beta-function for the coupling $g_{k}$ and $\gamma_{i}^{\mathrm{IR}}$ is the IR contribution to the anomalous dimension of the amplitude $\mathcal{F}_{i}$ which depends only on its external states.

Combining (5.1) and (5.2), expanding to leading order in the coupling and at linear

[^41]order in the effective interactions, we find ${ }^{3}$
\[

$$
\begin{align*}
\gamma_{j \rightarrow i}^{\mathrm{UV}} \mathcal{F}_{j}\left(p_{1}^{h_{1}} \ldots p_{n}^{h_{n}}\right)= & \frac{1}{\pi} \sum_{\substack{l=1 \\
l<m}}^{n} \sum_{\left\{l_{1}, l_{2}\right\}} \int \\
& \frac{\mathrm{d} \Omega_{2}}{32 \pi^{2}}\left[i \mathcal{A}_{4}\left(p_{l_{1}}^{h_{l_{1}}} p_{l_{2}}^{h_{l_{2}}} \rightarrow p_{l}^{h_{l}} p_{m}^{h_{m}}\right)\right. \\
& \left.+\sum_{k=1}^{3} \frac{g_{k}^{2} T_{k, l_{1}} \cdot T_{k, l_{2}}}{\cos ^{2} \theta \sin ^{2} \theta}\right] \cdot \mathcal{F}_{i}\left(\ldots p_{l_{1}}^{h_{l_{1}}} \ldots p_{l_{2}}^{h_{l_{2}}} \ldots\right)  \tag{5.3}\\
& +\mathcal{F}_{i}\left(p_{1}^{h_{1}} \ldots p_{n}^{h_{n}}\right) \cdot \sum_{l=1}^{n} \frac{\gamma_{\mathrm{coll}}^{(l)}}{16 \pi^{2}},
\end{align*}
$$
\]

where

$$
\begin{equation*}
\int \frac{\mathrm{d} \Omega_{2}}{4 \pi}=\int_{0}^{2 \pi} \frac{\mathrm{~d} \phi}{2 \pi} \int_{0}^{\frac{\pi}{2}} \mathrm{~d} \theta 2 \cos \theta \sin \theta \tag{5.4}
\end{equation*}
$$

is the two-particles Lorentz invariant phase space integral, the sum over $\left\{l_{1}, l_{2}\right\}$ is over the species and the helicity configurations of the internal particles, $\gamma_{\text {coll }}^{(l)}$ is the IR collinear anomalous dimension associated to the $l^{\text {th }}$-particle and the term with $T_{k, l_{1}} \cdot T_{k, l_{2}}$ takes care of the subtraction of the (divergent) IR cusp anomalous dimension (the label $k$ runs over the three factors of the gauge group $U(1) \times S U(2) \times S U(3))$. In particular, the latter is non-zero if the in- and out-states of the four-point amplitude are the same and, if this is the case, it is a proper contraction of the Lie algebra generators (or the product of the hypercharges in the case of $U(1))$ associated to the outgoing (or equivalently incoming) particles. For example, if the four-point amplitude is $\mathcal{A}_{4}\left(\bar{Q}_{l_{1}} Q_{l_{2}} \rightarrow \bar{Q}_{l} Q_{m}\right)$, then

$$
\begin{equation*}
\sum_{k=1}^{3} g_{k}^{2} T_{k, l} \cdot T_{k, m}=\left(-\frac{1}{6}\right) \cdot \frac{1}{6} g_{1}^{2}+g_{2}^{2} \sigma^{I}{ }_{j}^{i_{m}} \sigma^{I}{ }_{i_{l}}^{j}+g_{3}^{2} \tau^{A}{ }_{b}{ }_{b} \tau^{A}{ }_{a_{l}} . \tag{5.5}
\end{equation*}
$$

The helicity variables associated to the internal momenta, on the cut configuration, can be written in terms of the phase space angles $\theta$ and $\phi$ and the external momenta $p_{l}$ and $p_{m}$, as first shown in [313]:

$$
\binom{\lambda_{l_{1}}}{\lambda_{l_{2}}}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta e^{i \phi}  \tag{5.6}\\
\sin \theta e^{-i \phi} & \cos \theta
\end{array}\right)\binom{\lambda_{l}}{\lambda_{m}},
$$

together with the complex conjugate rotation for the spinors $\widetilde{\lambda}_{l_{1}}$ and $\widetilde{\lambda}_{l_{2}}$.

### 5.1.1 Infrared collinear anomalous dimensions in the Standard Model

The collinear anomalous dimensions for the particles in the Standard Model can be obtained by studying the anomalous dimension of UV protected operators, such as the stress-tensor as emphasised in [98]:

$$
\begin{align*}
\left\langle p_{1}^{h_{1}} p_{2}^{h_{2}}\right| T^{\mu \nu}|0\rangle \cdot \sum_{l=1}^{2} \frac{\gamma_{\mathrm{coll}}^{(l)}}{16 \pi^{2}}=-\frac{1}{\pi} \sum_{\left\{l_{1}, l_{2}\right\}} \int & \frac{\mathrm{d} \Omega_{2}}{32 \pi^{2}}\left[i \mathcal{A}_{4}\left(p_{l_{1}}^{h_{l_{1}}} p_{l_{2}}^{h_{l_{2}}} \rightarrow p_{1}^{h_{1}} p_{2}^{h_{2}}\right)\right. \\
& \left.+\sum_{k=1}^{3} \frac{g_{k}^{2} T_{k, l_{1}} \cdot T_{k, l_{2}}}{\cos ^{2} \theta \sin ^{2} \theta}\right] \cdot\left\langle p_{l_{1}}^{h_{1}} p_{l_{2}}^{h_{l_{2}}}\right| T^{\mu \nu}|0\rangle, \tag{5.7}
\end{align*}
$$

[^42]We are going to show an example of the computation of the collinear anomalous dimension for the $W$ bosons in the Standard Model and we will give the result for all the states of the theory.

We start by giving the stress-tensor form factor [18] following the normalisation procedure given in [98] for generic complex scalars, fermions and vectors respectively ${ }^{4}$ :

$$
\begin{align*}
\left\langle\bar{\phi}^{\mathbb{A}} \phi^{\mathbb{B}}\right| T^{\alpha \dot{\alpha} \beta \dot{\beta}}|0\rangle= & \frac{1}{3} \delta_{\mathbb{A}}^{\mathbb{B}} \\
& \lambda_{1}^{\alpha} \lambda_{1}^{\beta} \widetilde{\lambda}_{1}^{\dot{\alpha}} \widetilde{\lambda}_{1}^{\dot{\beta}}-\lambda_{1}^{\alpha} \lambda_{2}^{\beta} \widetilde{\lambda}_{1}^{\alpha} \tilde{\lambda}_{2}^{\dot{\beta}}-\lambda_{1}^{\alpha} \lambda_{2}^{\beta} \widetilde{\lambda}_{2}^{\dot{\alpha}} \widetilde{\lambda}_{1}^{\dot{\beta}}-\lambda_{2}^{\alpha} \lambda_{1}^{\beta} \widetilde{\lambda}_{1}^{\dot{\alpha}} \widetilde{\lambda}_{2}^{\dot{\beta}} \\
& \left.\quad-\lambda_{2}^{\alpha} \lambda_{1}^{\beta} \grave{\lambda}_{2}^{\alpha_{\lambda}} \tilde{\lambda}_{1}^{\beta}+\lambda_{2}^{\alpha} \lambda_{2}^{\beta} \widetilde{\lambda}_{2}^{\dot{\alpha}} \widetilde{\lambda}_{2}^{\dot{\beta}}\right)  \tag{5.8}\\
\left\langle\bar{\psi}^{\mathbb{A}} \psi^{\mathbb{B}}\right| T^{\alpha \dot{\alpha} \beta \dot{\beta}}|0\rangle= & \frac{1}{2} \delta_{\mathbb{A}}^{\mathbb{B}}\left(\lambda_{1}^{\alpha} \lambda_{1}^{\beta} \widetilde{\lambda}_{2}^{\dot{\alpha}} \widetilde{\lambda}_{1}^{\dot{\beta}}+\lambda_{1}^{\alpha} \lambda_{1}^{\beta} \widetilde{\lambda}_{1}^{\dot{\alpha}} \widetilde{\lambda}_{2}^{\dot{\beta}}-\lambda_{1}^{\alpha} \lambda_{2}^{\beta} \widetilde{\lambda}_{2}^{\dot{\alpha}} \widetilde{\lambda}_{2}^{\dot{\beta}}-\lambda_{2}^{\alpha} \lambda_{1}^{\beta} \widetilde{\lambda}_{2}^{\dot{\alpha}} \widetilde{\lambda}_{2}^{\dot{\beta}}\right) \\
\left\langle v_{-}^{\mathbb{I}} v_{+}^{\mathbb{J}}\right| T^{\alpha \dot{\alpha} \beta \dot{\beta}}|0\rangle= & -2 \delta_{1}^{\mathbb{I} \mathbb{J}} \lambda_{1}^{\alpha} \lambda_{1}^{\beta} \widetilde{\lambda}_{2}^{\dot{\alpha}} \widetilde{\lambda}_{2}^{\dot{\beta}},
\end{align*}
$$

where $\mathbb{A}, \mathbb{B}, \mathbb{I}, \mathbb{J}$ are generic colour indices. Once we fix the minimal form factor for the stress tensor, we can apply the formula (5.7):

$$
\begin{align*}
\left\langle W_{-}^{I} W_{+}^{J}\right| T^{\mu \nu}|0\rangle \cdot \sum_{l=1}^{2} \frac{\gamma_{\mathrm{coll}}^{(l)}}{16 \pi^{2}}=-\frac{1}{\pi} \sum_{\left\{l_{1}, l_{2}\right\}} \int & \frac{\mathrm{d} \Omega_{2}}{32 \pi^{2}}\left[i \mathcal{A}_{4}\left(p_{l_{1}}^{h_{l_{1}}} p_{l_{2}}^{h_{l_{2}}} \rightarrow W_{-}^{I} W_{+}^{J}\right)\right. \\
& \left.+\sum_{k=1}^{3} \frac{g_{k}^{2} T_{k, l_{1}} \cdot T_{k, l_{2}}}{\cos ^{2} \theta \sin ^{2} \theta}\right] \cdot\left\langle p_{l_{1}}^{h_{l_{1}}} p_{l_{2}}^{h_{2}}\right| T^{\mu \nu}|0\rangle \tag{5.9}
\end{align*}
$$

where the sum over $\left\{l_{1}, l_{2}\right\}$ runs over the pairs

$$
\begin{equation*}
\left\{\left\{W_{-}, W_{+}\right\},\left\{W_{+}, W_{-}\right\},\{\bar{Q}, Q\},\{Q, \bar{Q}\},\{\bar{L}, L\},\{L, \bar{L}\},\{\bar{H}, H\},\{H, \bar{H}\}\right\} . \tag{5.10}
\end{equation*}
$$

Considering that $\gamma_{\text {coll }}^{W-}=\gamma_{\text {coll }}^{W_{+}}:=\gamma_{\text {coll }}^{W}$, we can rewrite (5.9) as

$$
\begin{align*}
\gamma_{\text {coll }}^{W}=-8 \pi \sum_{\left\{l_{1}, l_{2}\right\}} \int \frac{\mathrm{d} \Omega_{2}}{32 \pi^{2}}\left[i \mathcal { A } _ { 4 } \left(p_{l_{1}}^{h_{l_{1}}} p_{l_{2}}^{h_{l_{2}}}\right.\right. & \left.\rightarrow W_{-}^{I} W_{+}^{J}\right) \\
& \left.+\sum_{k=1}^{3} \frac{g_{k}^{2} T_{k, l_{1}} \cdot T_{k, l_{2}}}{\cos ^{2} \theta \sin ^{2} \theta}\right] \cdot \frac{\left\langle p_{l_{1}}^{h_{l_{1}}} p_{l_{2}}^{h_{l_{2}}}\right| T^{\mu \nu}|0\rangle}{\left\langle W_{-}^{I} W_{+}^{J}\right| T^{\mu \nu}|0\rangle}, \tag{5.11}
\end{align*}
$$

We will list now the different contributions from the $W$ bosons (which need the infrared divergence subtraction), the quarks, the leptons and the Higgs doublet, respectively:

$$
\begin{equation*}
\gamma_{\text {coll }}^{W}=-g_{2}^{2}\left(\frac{11}{3} \times 2-\frac{N_{f}}{3} \times 3-\frac{N_{f}}{3}-\frac{1}{6}\right), \tag{5.12}
\end{equation*}
$$

where the factor of $\times 2$ in the first term is the Casimir of the adjoint representation of $S U(2)$, while the factor of $\times 3$ in the second term comes from the sum on different colour of the quarks. This is the usual result for the $S U(2)$ beta function with $N_{f}$ Weyl fermions and 1 scalar, both transforming in the fundamental of the gauge group.

[^43]Finally, we give the explicit results for the other states in the Standard Model. We start from the vector bosons

$$
\begin{align*}
\gamma_{\mathrm{coll}}^{B} & =\frac{2}{3} g_{1}^{2}\left[\left(Y_{Q}^{2} \times 2+Y_{u}^{2}+Y_{d}^{2}\right) \times 3+\left(Y_{L}^{2} \times 2+Y_{e}^{2}\right)+Y_{H}^{2}\right]  \tag{5.13}\\
\gamma_{\mathrm{coll}}^{G} & =-g_{3}^{2}\left(\frac{11}{3} \times 3-\frac{N_{f}}{3} \times 2 \times 2\right) \tag{5.14}
\end{align*}
$$

where the first $\times 2$ in the second term of $\gamma_{\text {coll }}^{G}$ comes from the sum over $S U(2)$ indices (or equivalently over $d$ and $u$ ) and the second $\times 2$ factor comes from the fact that $S U(3)$ is not a chiral theory and the quarks behave as a doublet of Dirac fermions. Then we have the collinear anomalous dimensions for the fermions

$$
\begin{align*}
\left(\gamma_{\mathrm{coll}}^{Q}\right)_{m n} & =-3\left(g_{1}^{2} Y_{Q}^{2}+\frac{3}{4} g_{2}^{2}+\frac{8}{6} g_{3}^{2}\right) \delta_{m n}+\mathcal{Y}_{m p}^{(1)} \overline{\mathcal{Y}}_{p n}^{(1)}+\mathcal{Y}_{m p}^{(2)} \overline{\mathcal{Y}}_{p n}^{(2)}  \tag{5.15}\\
\left(\gamma_{\mathrm{coll}}^{u}\right)_{m n} & =-3\left(g_{1}^{2} Y_{u}^{2}+\frac{8}{6} g_{3}^{2}\right) \delta_{m n}+2 \overline{\mathcal{Y}}_{n p}^{(1)} \mathcal{Y}_{p m}^{(1)}  \tag{5.16}\\
\left(\gamma_{\mathrm{coll}}^{d}\right)_{m n} & =-3\left(g_{1}^{2} Y_{d}^{2}+\frac{8}{6} g_{3}^{2}\right) \delta_{m n}+2 \overline{\mathcal{Y}}_{n p}^{(2)} \mathcal{Y}_{p m}^{(2)}  \tag{5.17}\\
\left(\gamma_{\mathrm{coll}}^{L}\right)_{m n} & =-3\left(g_{1}^{2} Y_{L}^{2}+\frac{3}{4} g_{2}^{2}\right) \delta_{m n}+\mathcal{Y}_{m p}^{(3)} \overline{\mathcal{Y}}_{p n}^{(3)}  \tag{5.18}\\
\left(\gamma_{\mathrm{coll}}^{e}\right)_{m n} & =-3 g_{1}^{2} Y_{e}^{2} \delta_{m n}+2 \overline{\mathcal{Y}}_{n p}^{(3)} \mathcal{Y}_{p m}^{(3)} \tag{5.19}
\end{align*}
$$

and, finally, the Higgs
$\gamma_{\mathrm{coll}}^{H}=-4 g_{1}^{2} Y_{H}^{2}-4 g_{2}^{2} \times \frac{3}{4}+2 \operatorname{Tr} \mathcal{Y}^{(1)} \cdot \overline{\mathcal{Y}}^{(1)} \times 3+2 \operatorname{Tr} \mathcal{Y}^{(2)} \cdot \overline{\mathcal{Y}}^{(2)} \times 3+2 \operatorname{Tr} \mathcal{Y}^{(3)} \cdot \overline{\mathcal{Y}}^{(3)}$,
where $\frac{3}{4}$ and $\frac{8}{6}$ are the Casimir of the fundamental representation of $S U(2)$ and $S U(3)$, respectively.

### 5.2 The Higgs production in association with a $W$ boson

As an illustrative application of the techniques discussed so far, we consider a subset of dimension-six and dimension-eight operators relevant for the Higgs production in association with a $W$ boson via proton scattering, i.e. the operators contributing to the scattering $p p \rightarrow h W$ as considered in [84], with a technical difference due to the fact that in the mixing problem considered in this work we look at $N_{f}=1$. In this section, we will compute the mixing among dimension-six and dimension-eight effective interactions separately. First, we present the relevant minimal amplitudes found using the algorithm presented in Section 2.3.1, which are in one-to-one correspondence with the independent operators considered in [84]. Then, using the techniques just reviewed we compute the two UV mixing matrices, comparing the mixing matrix for dimensionsix operators with known results in the literature [99, 100, 319-321, 333]. The full mixing matrix for all the operators in the SMEFT up to dimension 8 can be found in the ancillary files of [104].

There are thirteen dimension-six operators (five of which are self-hermitian) contributing to the scattering $p p \rightarrow h W$ and such counting can be performed using Hilbert series method. In Table 5.1 and Table 5.2 we show the content of the various operators and their multiplicities as shown in reference [210] and the corresponding independent

| \# | Hilbert series | Minimal amplitude |
| :---: | :---: | :---: |
| 1 | $\bar{H}^{3} H^{3}$ | $\mathcal{Y}_{\text {(12]3] }} \circ \delta_{j_{1}}^{i_{4}} \delta_{j_{2} i_{2}}^{i j} \delta_{j_{3}}^{i_{6}}$ |
| 2 | $2 D^{2} \bar{H}^{2} H^{2}$ | $\mathcal{Y}_{[172]} \circ \mathcal{Y}_{[344} \circ\langle 13\rangle[13] \delta_{j_{1}}^{i_{3}} \delta_{j_{2}}^{i_{4}}$ |
| 3 |  | $\mathcal{Y}_{[122} \circ\langle 12\rangle[12] \delta_{j_{1}}^{i_{3}} \delta_{j_{2}}^{i_{4}}$ |
| 4 | $2 D \bar{Q} Q \bar{H} H$ | $\langle 13\rangle[23] \delta_{j_{1}}^{i_{2}} \lambda_{j_{3}}^{i_{4}} \delta_{b_{1}}^{a_{2}}$ |
| 5 | 2DQQḦ | $\langle 13\rangle[23] \delta_{j_{3}}^{i_{2}} i_{j_{1}}^{i_{4}}{ }_{i_{1}}^{a_{2}}$ |
| 6 | $B_{-} B_{-} \bar{H} H$ | $\langle 12\rangle^{2} \delta^{j_{3}}$ |
| 7 | $B_{+} B_{+} \bar{H} H$ | $[12]^{2} \delta_{3}^{i_{4}^{3}}$ |
| 8 | $W_{-} W_{-} \bar{H} H$ | $\langle 12\rangle^{2} \delta^{I_{1} I_{2}} \delta^{i_{4}}$ |
| 9 | $W_{+} W_{+} \bar{H} H$ | $[12]^{2} \delta^{I_{1} I_{2}} \delta_{j_{3}{ }_{3}^{i_{3}}}$ |
| 10 | $G_{-} G_{-} \bar{H} H$ | $\langle 12\rangle^{2} \delta^{A_{1} A_{2}} \delta_{j_{3}}^{i_{4}}$ |
| 11 | $G_{+} G_{+} \bar{H} H$ | $[12]^{2} \delta^{A_{1} A_{2}} \delta_{j_{3}}^{i_{4}}$ |
| 12 | $B_{-} W_{-} \bar{H} H$ | $\langle 12\rangle^{2} \sigma^{I_{2} i_{4}}{ }_{j}{ }_{3}$ |
| 13 | $B_{+} W_{+} \bar{H} H$ | $[12]^{2} \sigma^{I_{2} i_{4}}{ }_{3}$ |

Table 5.1: The table shows the thirteen dimension-six operators and their multiplicity as a result of the Hilbert series method. To each independent operator we associate and enumerate a set of independent minimal amplitudes.
minimal amplitudes, respectively for the dimension-six and the dimension-eight irrelevant operators.

The running of the Wilson coefficients

$$
\begin{equation*}
\dot{c}_{i}=16 \pi^{2} \mu \frac{\partial}{\partial \mu} c_{i} \tag{5.21}
\end{equation*}
$$

of the thirteen dimension-six operators is

$$
\begin{aligned}
\dot{c}_{1}^{(6)} & =c_{1}^{(6)}\left(6 g_{1}^{2} Y_{H}^{2}+\frac{9 g_{2}^{2}}{2}+108 \lambda\right)+6 c_{1}^{(6)} \gamma_{\text {coll }}^{H}, \\
\dot{c}_{2}^{(6)} & =c_{5}^{(6)}\left(8 g_{1}^{2} Y_{H} Y_{Q}-6 g_{2}^{2}+48 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right)+c_{2}^{(6)}\left(-\frac{8 g_{1}^{2} Y_{H}^{2}}{3}+8 g_{2}^{2}+24 \lambda\right)+ \\
& +c_{3}^{(6)}\left(2 g_{1}^{2} Y_{H}^{2}+\frac{17 g_{2}^{2}}{2}-12 \lambda\right)+c_{4}^{(6)}\left(16 g_{1}^{2} Y_{H} Y_{Q}+24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right)+4 c_{2}^{(6)} \gamma_{\text {coll }}^{H}+\ldots, \\
\dot{c}_{3}^{(6)} & =c_{3}^{(6)}\left(26 g_{1}^{2} Y_{H}^{2}+\frac{33 g_{2}^{2}}{2}+12 \lambda\right)+c_{4}^{(6)}\left(32 g_{1}^{2} Y_{H} Y_{Q}+48 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-48 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) \\
& +c_{5}^{(6)}\left(16 g_{1}^{2} Y_{H} Y_{Q}+24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right)-\frac{40}{3} c_{2}^{(6)} g_{1}^{2} Y_{H}^{2}+4 c_{3}^{(6)} \gamma_{\text {coll }}^{H}+\ldots, \\
\dot{c}_{4}^{(6)} & =c_{4}^{(6)}\left(\frac{28 g_{1}^{2} Y_{H}^{2}}{3}+14 g_{1}^{2} Y_{Q}^{2}+\frac{21 g_{2}^{2}}{2}+8 g_{3}^{2}+12 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right)+c_{4}^{(6)}\left(2 \gamma_{\text {coll }}^{H}+2 \gamma_{\text {coll }}^{Q}\right) \\
& +c_{5}^{(6)}\left(\frac{2 g_{1}^{2} Y_{H}^{2}}{3}+4 g_{1}^{2} Y_{Q}^{2}+\frac{11 g_{2}^{2}}{6}-4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) \\
& +c_{3}^{(6)}\left(g_{1}^{2} Y_{H} Y_{Q}-\frac{g_{2}^{2}}{12}+2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right)+c_{2}^{(6)}\left(-\frac{1}{3} g_{1}^{2} Y_{H} Y_{Q}+\frac{g_{2}^{2}}{12}-\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right)+\ldots,
\end{aligned}
$$

| \# | Hilbert series | Minimal amplitude | \# |
| :---: | :---: | :---: | :---: |
| 1 | $\bar{H}^{4} H^{4}$ | $\mathcal{Y}_{(121314} \circ \delta_{j_{1}}^{i_{4}}{ }_{j}^{i_{5}}{ }_{5} \delta_{j_{3}}^{i_{6}} \delta_{j_{4}}^{i_{8}}$ | 34 |
| 2 | $B_{-}^{2} \bar{H}^{2} H^{2}$ | $\mathcal{Y}_{(314} \circ\langle 12\rangle^{2} \delta_{j_{4}}^{i_{5} j_{j 3}}$ | 35 |
| 3 | $B_{+}^{2} \bar{H}^{2} H^{2}$ | $\mathcal{Y}_{3(4)} \circ[12]^{2} \delta_{j_{4}}^{i_{4}} \delta_{j 3}^{i_{6}}$ | 36 |
| 4 | $B_{-} W_{-} \bar{H}^{2} H^{2}$ | $\mathcal{Y}_{\text {[344 }} \circ \mathcal{Y}_{5[6]} \circ\langle 12\rangle^{2} \delta_{j_{4}}^{i_{6}} \sigma^{I_{2} i_{5}}{ }_{3}$ | 37 |
| 5 | $B_{+} W_{+} \bar{H}^{2} H^{2}$ | $\mathcal{Y}_{\text {314 }} \circ \mathcal{Y}_{\text {(516 }} \circ[12]^{2} \delta_{j_{4} i_{6}} \sigma^{I_{2} i_{5}}{ }_{j_{3}}$ | 38 |
| 6 | $2 W_{-}^{2} \bar{H}^{2} H^{2}$ | $\mathcal{Y}_{\text {[3]4 }}{ }^{\circ}\langle 12\rangle^{2} \delta^{I_{1} I_{2}} \delta_{j_{4}}^{i_{5}^{5}} \delta_{j_{3}}^{i_{6}}$ | 39 |
| 7 | 2W_H | $\mathcal{Y}_{\text {[12] }} \circ\langle 12\rangle^{2} \sigma^{I_{2} i_{5} i_{6}} \sigma^{I_{1}}{ }_{3}{ }_{3}{ }_{4}$ | 40 |
| 8 | $2 W_{+}^{2} \bar{H}^{2} H^{2}$ | $\mathcal{Y}_{3 / 34} \circ[12]^{2} \delta^{I_{1} I_{2}} \delta_{j_{4} i_{5}}^{\delta^{i_{6}}{ }_{\text {i }}}$ | 41 |
| 9 | $2{ }_{+}+{ }^{2}$ | $\mathcal{Y}_{\text {[12] }} \circ[12]^{2} \sigma^{I_{2} i_{5} i_{6}} \sigma^{I_{1}}{ }_{3}{ }_{3} j_{4}$ | 42 |
| 10 | $G_{-}^{2} \bar{H}^{2} H^{2}$ | $\mathcal{Y}_{(3 / 4} \circ\langle 12\rangle^{2} \delta^{A_{1} A_{2}} \delta_{j_{4}}^{i_{5}} \delta_{j_{3}}^{i_{6}}$ | 43 |
| 11 | $G_{+}^{2} \bar{H}^{2} H^{2}$ | $\mathcal{Y}_{\text {(3]4 }} \circ[12]^{2} \delta^{A_{1} A_{2}} \delta_{j_{4}}^{i_{5}} j_{j_{3}}^{i_{6}}$ | 44 |
| 12 | $B_{-} W_{-}^{2} \bar{H} H$ | $\langle 12\rangle\langle 23\rangle\langle 13\rangle \epsilon^{I_{2} I_{3} X_{6}} \sigma^{X_{6} i_{5}{ }_{5}{ }_{4}}$ | 45 |
| 13 | $B_{+} W_{+}^{2} \bar{H} H$ | [12][23][13] $\epsilon^{I_{2} I_{3} X_{6}} \sigma^{X_{6} i_{5}{ }^{j_{4}}}$ | 46 |
| 14 | $W_{-}^{3} \bar{H} H$ | $\langle 12\rangle\langle 23\rangle\langle 13\rangle \epsilon^{I_{1} I_{2} I_{3}} \delta_{j_{4}{ }_{5}^{j_{4}}}$ | 47 |
| 15 | $W_{+}^{3} \bar{H} H$ | [12][23][13] $\epsilon^{I_{1} I_{2} I_{3}} \delta_{j_{4}}^{i_{4}}$ | 48 |
| 16 | $G_{-}^{3} \bar{H} H$ |  | 49 |
| 17 | $G_{+}^{3} \bar{H} H$ |  | 50 |
| 18 | $2 D^{2} \bar{H}^{3} H^{3}$ | $\mathcal{Y}_{11213} \circ \mathcal{Y}_{(4556} \circ\langle 12\rangle[12] \delta_{j_{1}}^{i_{4}} \delta_{j_{2}}^{i_{5}} \delta_{j_{3}}^{i_{6}}$ | 51 |
| 19 | $2 D^{2}{ }^{3}$ | $\mathcal{Y}_{\underline{[12] 3}} \circ \mathcal{Y}_{4[5] 6]} \circ\langle 14\rangle[14] \delta_{j_{1}}^{i_{4}} \delta_{j_{2}}^{i_{5}} j_{j_{3}}^{i_{6}}$ | 52 |
| 20 | $D^{2} B_{-} B_{+} \bar{H} H$ | $\langle 13\rangle^{2}[23]^{2} \delta_{j_{3}}^{i_{4}}$ | 53 |
| 21 | $2 D^{2} W$ | $\langle 13\rangle^{2}[23]^{2} \delta^{I_{1} I_{2}} \delta_{j_{3}}^{i_{4}}$ | 54 |
| 22 | $2{ }^{\text {W }}$ - | $\langle 13\rangle^{2}[23]^{2} \epsilon^{I_{1} I_{2} X_{6}} \sigma^{X_{6} i_{4}{ }_{j}}$ | 55 |
| 23 | $D^{2} G_{-} G_{+} \bar{H} H$ | $\langle 13\rangle^{2}[23]^{2} \delta^{A_{1} A_{2}} \delta_{j_{3}}^{i_{4}}$ | 56 |
| 24 | $D^{2} B_{-} \bar{H}^{2} H^{2}$ | $\mathcal{Y}_{[2] 3} \circ \mathcal{Y}_{[4 \mid 5} \circ\langle 12\rangle\langle 14\rangle[24] \delta_{j_{3}}^{i_{4}} \delta_{j_{2}}^{i 5}$ | 57 |
| 25 | $D^{2} B_{+} \bar{H}^{2} H^{2}$ | $\mathcal{Y}_{(2] 3} \circ \mathcal{Y}_{4[5]} \circ[12][14]\langle 24\rangle \delta_{j_{3}}^{i_{4}} \delta_{j_{2}}^{i_{5}}$ | 58 |
| 26 | $D^{2} B_{-}^{2} \bar{H} H$ | $\langle 12\rangle^{3}[12] \delta_{j_{3}}^{i_{4}}$ | 59 |
| 27 | $D^{2} B_{+}^{2} \bar{H} H$ | $[12]^{3}\langle 12\rangle \delta_{j_{3}}^{i_{4}}$ | 60 |
| 28 | $2 D^{2} W_{-}^{2} \bar{H} H$ |  | 61 |
| 29 | $2 \mathrm{~W}_{-}{ }^{2} \mathrm{H}$ | $\mathcal{Y}_{\text {(12 } 2} \circ\langle 12\rangle^{2}\langle 23\rangle[23] \epsilon^{I_{1} I_{2} X_{6}} \sigma^{X_{6} i_{4}}{ }_{j}$ | 62 |
| 30 | $2 D$ | $[12]^{3}\langle 12\rangle \delta^{I_{1} I_{2}} \delta_{j_{3}}^{i_{4}}$ | 63 |
| 31 |  | $\mathcal{Y}_{\underline{112}} \circ[12]^{2}\langle 23\rangle[23] \epsilon^{I_{1} I_{2} X_{6}} \sigma^{X_{6} i_{4}}{ }_{3}$ | 64 |
| 32 | $D^{2} G_{-}^{2} \bar{H} H$ | $\langle 12\rangle^{3}[12] \delta^{A_{1} A_{2}} \delta_{j_{3}}^{i_{4}}$ | 65 |
| 33 | $D^{2} G_{+}^{2} \bar{H} H$ | $[12]^{3}\langle 12\rangle \delta^{A_{1} A_{2}} \delta_{j_{3}}^{i_{4}}$ | 66 |


| Hilbert series | Minimal amplitude |
| :---: | :---: |
| $2 D^{2} B_{-} W_{-} \bar{H} H$ | $\begin{aligned} & \langle 12\rangle^{3}[12] \sigma^{I_{2} i_{4}}{ }^{j_{3}} \\ & \langle 12\rangle^{2}\langle 23\rangle[23] \sigma_{I_{2} i_{4}} \end{aligned}$ |
| $2 D^{2} B_{+} W_{+} \bar{H} H$ | $\begin{gathered} {[12]^{3}\langle 12\rangle \sigma^{I_{2} i_{4}}{ }_{j}^{j_{3}}} \\ {[12]^{2}\langle 23\rangle[23] \sigma^{I_{2} i_{4}}{ }_{j 3}} \end{gathered}$ |
| $D^{2} B_{-} W_{+} \bar{H} H$ | $\langle 13\rangle^{2}[23]^{2} \sigma^{I_{2} i_{4}}{ }_{3}$ |
| $D^{2} W_{-} B_{+} \bar{H} H$ | $\langle 13\rangle^{2}[23]^{2} \sigma^{I_{1} i_{4}}{ }_{3}$ |
| $2 D^{2} W_{-} \bar{H}^{2} H^{2}$ |  |
| $2 D^{2} W_{+} \bar{H}^{2} H^{2}$ | $\begin{gathered} \mathcal{Y}_{[2] 3} \circ \mathcal{Y}_{[4 \mid 5]} \circ[12][14]\langle 24\rangle \epsilon^{i_{4} i_{5}} \sigma^{I_{1}}{ }_{j_{2} j_{3}} \\ \mathcal{Y}_{[2] 3]} \circ \mathcal{Y}_{[4 \mid 5} \circ[12][13]\langle 23\rangle \delta_{j_{3}}^{i_{5}} \sigma^{I_{1} i_{4}} \\ \mathcal{Y}_{[1 \mid 2} \circ\langle 12\rangle^{2}[12]^{2} \delta_{j_{1}}^{i_{3}} \delta_{j_{2}}^{i_{4}} \end{gathered}$ |
| $3 D^{4} \bar{H}^{2} H^{2}$ |  |
| $4 D \bar{Q} Q \bar{H}^{2} H^{2}$ |  |
| ${ }^{6} D W_{-} \bar{Q} Q \bar{H} H$ |  |
| $6 D W_{+} \bar{Q} Q \bar{H} H$ |  |
| $4 D^{3} \bar{Q} Q \bar{H} H$ |  |

Table 5.2: The table shows all the dimension-eight operators, their multiplicity and a set of independent minimal amplitudes.

$$
\begin{aligned}
\dot{c}_{5}^{(6)} & =c_{5}^{(6)}\left(8 g_{1}^{2} Y_{H}^{2}+6 g_{1}^{2} Y_{Q}^{2}+\frac{41 g_{2}^{2}}{6}+8 g_{3}^{2}-4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right)+c_{5}^{(6)}\left(2 \gamma_{\text {coll }}^{H}+2 \gamma_{\text {coll }}^{Q}\right) \\
& +c_{2}^{(6)}\left(-\frac{g_{2}^{2}}{6}+\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right)+c_{3}^{(6)}\left(\frac{g_{2}^{2}}{6}-\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) \\
& +c_{4}^{(6)}\left(12 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}-12 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right)+\ldots, \\
\dot{c}_{6}^{(6)} & =c_{6}^{(6)}\left(10 g_{1}^{2} Y_{H}^{2}+\frac{3 g_{2}^{2}}{2}+12 \lambda\right)+6 c_{12}^{(6)} g_{1} g_{2} Y_{H}+c_{6}^{(6)}\left(2 \gamma_{\text {coll }}^{H}+2 \gamma_{\text {coll }}^{B}\right)+\ldots, \\
\dot{c}_{7}^{(6)} & =c_{7}^{(6)}\left(10 g_{1}^{2} Y_{H}^{2}+\frac{3 g_{2}^{2}}{2}+12 \lambda\right)+6 c_{13}^{(6)} g_{1} g_{2} Y_{H}+c_{7}^{(6)}\left(2 \gamma_{\text {coll }}^{H}+2 \gamma_{\text {coll }}^{B}\right)+\ldots, \\
\dot{c}_{8}^{(6)} & =c_{8}^{(6)}\left(2 g_{1}^{2} Y_{H}^{2}+\frac{7 g_{2}^{2}}{2}+12 \lambda\right)+2 c_{12}^{(6)} g_{1} g_{2} Y_{H}+c_{8}^{(6)}\left(2 \gamma_{\text {coll }}^{H}+2 \gamma_{\text {coll }}^{W}\right)+\ldots, \\
\dot{c}_{9}^{(6)} & =c_{9}^{(6)}\left(2 g_{1}^{2} Y_{H}^{2}+\frac{7 g_{2}^{2}}{2}+12 \lambda\right)+2 c_{13}^{(6)} g_{1} g_{2} Y_{H}+c_{9}^{(6)}\left(2 \gamma_{\text {coll }}^{H}+2 \gamma_{\text {coll }}^{W}\right)+\ldots, \\
\dot{c}_{10}^{(6)} & =c_{10}^{(6)}\left(2 g_{1}^{2} Y_{H}^{2}+\frac{3 g_{2}^{2}}{2}+12 \lambda\right)+c_{10}^{(6)}\left(2 \gamma_{\text {coll }}^{H}+2 \gamma_{\text {coll }}^{G}\right)+\ldots, \\
\dot{c}_{11}^{(6)} & =c_{11}^{(6)}\left(2 g_{1}^{2} Y_{H}^{2}+\frac{3 g_{2}^{2}}{2}+12 \lambda\right)+c_{11}^{(6)}\left(2 \gamma_{\text {coll }}^{H}+2 \gamma_{\text {coll }}^{G}\right)+\ldots,
\end{aligned}
$$

$$
\begin{aligned}
\dot{c}_{12}^{(6)} & =c_{12}^{(6)}\left(6 g_{1}^{2} Y_{H}^{2}+\frac{g_{2}^{2}}{2}+4 \lambda\right)+4 c_{6}^{(6)} g_{1} g_{2} Y_{H}+4 c_{8}^{(6)} g_{1} g_{2} Y_{H} \\
& +c_{12}^{(6)}\left(2 \gamma_{\text {coll }}^{H}+\gamma_{\text {coll }}^{W}+\gamma_{\text {coll }}^{B}\right)+\ldots, \\
\dot{c}_{13}^{(6)} & =c_{13}^{(6)}\left(6 g_{1}^{2} Y_{H}^{2}+\frac{g_{2}^{2}}{2}+4 \lambda\right)+4 c_{7}^{(6)} g_{1} g_{2} Y_{H}+4 c_{9}^{(6)} g_{1} g_{2} Y_{H} \\
& +c_{13}^{(6)}\left(2 \gamma_{\text {coll }}^{H}+\gamma_{\text {coll }}^{W}+\gamma_{\text {coll }}^{B}\right)+\ldots,
\end{aligned}
$$

where the dots indicate that the operator mixes with other operators which we are not considering, i.e. already at leading order in the couplings the sector we are looking at is not closed. The last term in the RG evolution of each coefficient is needed to isolate the UV contributions from the diagonal IR anomalous dimension. These results fully match with previous calculations in the literature, after a proper change of basis, and we take this as a cross-check for the on-shell methods techniques in this thesis.

Then we present the result for the running of the Wilson coefficients of the dimensioneight operators associated to the minimal amplitudes. Since most of the operators mix with operators outside the sector we are investigating, we are going to omit the dots, as well as the IR subtraction, i.e. we show ${\dot{c_{i}^{\prime}}}^{(8)}=\dot{c}_{i}^{(8), \mathrm{UV}}-\dot{c}_{i}^{(8), \mathrm{IR}}$.

$$
\begin{aligned}
& \dot{c}_{1}^{\prime(8)}=\left(6 g_{2}^{2}+8 g_{1}^{2} Y_{H}^{2}+192 \lambda\right) c_{1}^{(8)}, \\
& \dot{c}_{2}^{\prime(8)}=\left(3 g_{2}^{2}+20 g_{1}^{2} Y_{H}^{2}+48 \lambda\right) c_{2}^{(8)}+8 g_{1} g_{2} Y_{H} c_{4}^{(8)}, \\
& \dot{c}_{3}^{\prime(8)}=\left(3 g_{2}^{2}+20 g_{1}^{2} Y_{H}^{2}+48 \lambda\right) c_{3}^{(8)}+8 g_{1} g_{2} Y_{H} c_{5}^{(8)}, \\
& \dot{c}_{4}^{\prime(8)}=8 g_{1} g_{2} Y_{H} c_{2}^{(8)}+\left(13 g_{2}^{2}+12 g_{1}^{2} Y_{H}^{2}+40 \lambda\right) c_{4}^{(8)}+8 g_{1} g_{2} Y_{H} c_{6}^{(8)}+2 g_{1} g_{2} Y_{H} c_{7}^{(8)}, \\
& \dot{c}_{5}^{\prime(8)}=8 g_{1} g_{2} Y_{H} c_{3}^{(8)}+\left(13 g_{2}^{2}+12 g_{1}^{2} Y_{H}^{2}+40 \lambda\right) c_{5}^{(8)}+8 g_{1} g_{2} Y_{H} c_{8}^{(8)}+2 g_{1} g_{2} Y_{H} c_{9}^{(8)}, \\
& \dot{c}_{6}^{\prime(8)}=4 g_{1} g_{2} Y_{H} c_{4}^{(8)}+\left(7 g_{2}^{2}+4 g_{1}^{2} Y_{H}^{2}+48 \lambda\right) c_{6}^{(8)}+\left(4 g_{2}^{2}-4 \lambda\right) c_{7}^{(8)}, \\
& \dot{c}_{7}^{\prime(8)}=\left(31 g_{2}^{2}+4 g_{1}^{2} Y_{H}^{2}+24 \lambda\right) c_{7}^{(8)}+8 g_{1} g_{2} Y_{H} c_{4}^{(8)}, \\
& \dot{c}_{8}^{\prime(8)}=4 g_{1} g_{2} Y_{H} c_{5}^{(8)}+\left(7 g_{2}^{2}+4 g_{1}^{2} Y_{H}^{2}+48 \lambda\right) c_{8}^{(8)}+\left(4 g_{2}^{2}-4 \lambda\right) c_{9}^{(8)}, \\
& \dot{c}_{9}^{\prime(8)}=\left(31 g_{2}^{2}+4 g_{1}^{2} Y_{H}^{2}+24 \lambda\right) c_{9}^{(8)}+8 g_{1} g_{2} Y_{H} c_{5}^{(8)}, \\
& \dot{c}_{10}^{(8)}=\left(3 g_{2}^{2}+4 g_{1}^{2} Y_{H}^{2}+48 \lambda\right) c_{10}^{(8)}, \\
& \dot{c}_{11}^{\prime(8)}=\left(3 g_{2}^{2}+4 g_{1}^{2} Y_{H}^{2}+48 \lambda\right) c_{11}^{(8)}, \\
& \dot{c}_{12}^{\prime(8)}=\left(\frac{39 g_{2}^{2}}{2}+6 g_{1}^{2} Y_{H}^{2}+4 \lambda\right) c_{12}^{(8)}+4 g_{1} g_{2} Y_{H} c_{14}^{(8)}, \\
& \dot{c}_{13}^{\prime(8)}=\left(\frac{39 g_{2}^{2}}{2}+6 g_{1}^{2} Y_{H}^{2}+4 \lambda\right) c_{13}^{(8)}+4 g_{1} g_{2} Y_{H} c_{15}^{(8)}, \\
& \dot{c}_{14}^{\prime(8)}=\left(\frac{57 g_{2}^{2}}{2}+2 g_{1}^{2} Y_{H}^{2}+12 \lambda\right) c_{14}^{(8)}+3 g_{1} g_{2} Y_{H} c_{12}^{(8)}, \\
& \dot{c}_{15}^{\prime(8)}=\left(\frac{57 g_{2}^{2}}{2}+2 g_{1}^{2} Y_{H}^{2}+12 \lambda\right) c_{15}^{(8)}+3 g_{1} g_{2} Y_{H} c_{13}^{(8)}, \\
& \dot{c}_{16}^{\prime(8)}=\left(\frac{3 g_{2}^{2}}{2}+36 g_{3}^{2}+2 g_{1}^{2} Y_{H}^{2}+12 \lambda\right) c_{16}^{(8)}, \\
& \dot{c}_{17}^{\prime(8)}=\left(\frac{3 g_{2}^{2}}{2}+36 g_{3}^{2}+2 g_{1}^{2} Y_{H}^{2}+12 \lambda\right) c_{17}^{(8)},
\end{aligned}
$$

$$
\begin{aligned}
& \dot{c}_{18}^{(8)}=\left(10 g_{2}^{2}+\frac{116 g_{1}^{2} Y_{H}^{2}}{3}+72 \lambda\right) c_{18}^{(8)}+\left(\frac{17 g_{2}^{2}}{6}-26 g_{1}^{2} Y_{H}^{2}-4 \lambda\right) c_{19}^{(8)} \\
& +\left(-18 g_{2}^{2}+108 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+108 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{47}^{(8)}+\left(18 Y_{H} Y_{Q} g_{1}^{2}+\frac{45 g_{2}^{2}}{2}-108 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-162 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{48}^{(8)} \\
& +\left(-18 Y_{H} Y_{Q} g_{1}^{2}-\frac{9 g_{2}^{2}}{2}+54 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{49}^{(8)}+\left(36 Y_{H} Y_{Q} g_{1}^{2}+54 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-54 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{50}^{(8)}, \\
& \dot{c}_{20}^{(8)}=g_{1}^{2} c_{44}^{(8)} Y_{H}^{2}+\frac{1}{3} g_{1}^{2} c_{45}^{(8)} Y_{H}^{2}-\frac{1}{3} g_{1}^{2} c_{46}^{(8)} Y_{H}^{2}+3 g_{1} g_{2} c_{38}^{(8)} Y_{H}+3 g_{1} g_{2} c_{39}^{(8)} Y_{H} \\
& +\left(9 g_{2}^{2}+20 g_{1}^{2} Y_{H}^{2}\right) c_{20}^{(8)}-4 g_{1}^{2} Y_{Q}^{2} c_{63}^{(8)}-8 g_{1}^{2} Y_{Q}^{2} c_{65}^{(8)}, \\
& \dot{c}_{19}^{(8)}=\left(-\frac{34 g_{2}^{2}}{3}-\frac{8 g_{1}^{2} Y_{H}^{2}}{3}+16 \lambda\right) c_{18}^{(8)}+\left(\frac{145 g_{2}^{2}}{6}+2 g_{1}^{2} Y_{H}^{2}+52 \lambda\right) c_{19}^{(8)} \\
& +\left(-27 g_{2}^{2}+162 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+162 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{47}^{(8)}+\left(-18 Y_{H} Y_{Q} g_{1}^{2}+\frac{45 g_{2}^{2}}{2}-162 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-108 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{48}^{(8)} \\
& +\left(18 Y_{H} Y_{Q} g_{1}^{2}+\frac{9 g_{2}^{2}}{2}-54 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{49}^{(8)}+\left(-36 Y_{H} Y_{Q} g_{1}^{2}-54 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+54 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{50}^{(8)}, \\
& \dot{c}_{21}^{(8)}=\frac{1}{4} c_{44}^{(8)} g_{2}^{2}+\frac{1}{12} c_{45}^{(8)} g_{2}^{2}-\frac{1}{12} c_{46}^{(8)} g_{2}^{2}-c_{63}^{(8)} g_{2}^{2}-2 c_{65}^{(8)} g_{2}^{2}+g_{1} Y_{H} c_{38}^{(8)} g_{2}+g_{1} Y_{H} c_{39}^{(8)} g_{2} \\
& +\left(\frac{77 g_{2}^{2}}{3}+12 g_{1}^{2} Y_{H}^{2}\right) c_{21}^{(8)}, \\
& \dot{c}_{22}^{\prime(8)}=\left(\frac{25 g_{2}^{2}}{3}+12 g_{1}^{2} Y_{H}^{2}\right) c_{22}^{(8)}-i g_{2}^{2} c_{63}^{(8)} \text {, } \\
& \dot{c}_{23}^{\prime(8)}=-\frac{2}{3} c_{63}^{(8)} g_{3}^{2}-\frac{4}{3} c_{65}^{(8)} g_{3}^{2}+\left(9 g_{2}^{2}+22 g_{3}^{2}+12 g_{1}^{2} Y_{H}^{2}\right) c_{23}^{(8)}, \\
& \dot{c}_{24}^{(8)}=\left(\frac{25 g_{2}^{2}}{2}+\frac{38 g_{1}^{2} Y_{H}^{2}}{3}+12 \lambda\right) c_{24}^{(8)} \text {, } \\
& \dot{c}_{25}^{\prime(8)}=\left(\frac{25 g_{2}^{2}}{2}+\frac{38 g_{1}^{2} Y_{H}^{2}}{3}+12 \lambda\right) c_{25}^{(8)}, \\
& \dot{c}_{26}^{\prime(8)}=\left(\frac{3 g_{2}^{2}}{2}+\frac{10 g_{1}^{2} Y_{H}^{2}}{3}+12 \lambda\right) c_{26}^{(8)}+g_{1} g_{2} Y_{H} c_{34}^{(8)}-\frac{1}{2} g_{1} g_{2} Y_{H} c_{35}^{(8)} \text {, } \\
& \dot{c}_{27}^{\prime(8)}=\left(\frac{3 g_{2}^{2}}{2}+\frac{10 g_{1}^{2} Y_{H}^{2}}{3}+12 \lambda\right) c_{27}^{(8)}+g_{1} g_{2} Y_{H} c_{36}^{(8)}-\frac{1}{2} g_{1} g_{2} Y_{H} c_{37}^{(8)} \text {, } \\
& \dot{c}_{28}^{(8)}=-\frac{25}{6} i c_{29}^{(8)} g_{2}^{2}+\frac{1}{3} g_{1} Y_{H} c_{34}^{(8)} g_{2}-\frac{1}{6} g_{1} Y_{H} c_{35}^{(8)} g_{2}+\left(\frac{11 g_{2}^{2}}{6}+2 g_{1}^{2} Y_{H}^{2}+12 \lambda\right) c_{28}^{(8)}, \\
& \dot{c}_{29}^{(8)}=20 i c_{28}^{(8)} g_{2}^{2}-4 i g_{1} Y_{H} c_{34}^{(8)} g_{2}+2 i g_{1} Y_{H} c_{35}^{(8)} g_{2}+\left(\frac{22 g_{2}^{2}}{3}+8 g_{1}^{2} Y_{H}^{2}\right) c_{29}^{(8)}, \\
& \dot{c}_{30}^{(8)}=-\frac{25}{6} i c_{31}^{(8)} g_{2}^{2}-\frac{1}{3} g_{1} Y_{H} c_{36}^{(8)} g_{2}+\frac{1}{6} g_{1} Y_{H} c_{37}^{(8)} g_{2}+\left(\frac{11 g_{2}^{2}}{6}+2 g_{1}^{2} Y_{H}^{2}+12 \lambda\right) c_{30}^{(8)}, \\
& \dot{c}_{31}^{\prime(8)}=20 i c_{30}^{(8)} g_{2}^{2}+4 i g_{1} Y_{H} c_{36}^{(8)} g_{2}-2 i g_{1} Y_{H} c_{37}^{(8)} g_{2}+\left(\frac{22 g_{2}^{2}}{3}+8 g_{1}^{2} Y_{H}^{2}\right) c_{31}^{(8)}, \\
& \dot{c}_{32}^{\prime(8)}=\left(\frac{3 g_{2}^{2}}{2}+2 g_{1}^{2} Y_{H}^{2}+12 \lambda\right) c_{32}^{(8)}, \\
& \dot{c}_{33}^{\prime(8)}=\left(\frac{3 g_{2}^{2}}{2}+2 g_{1}^{2} Y_{H}^{2}+12 \lambda\right) c_{33}^{(8)},
\end{aligned}
$$

$$
\begin{aligned}
& \dot{c}_{34}^{(8)}=\frac{2}{3} g_{1} g_{2} Y_{H} c_{26}^{(8)}+\frac{2}{3} g_{1} g_{2} Y_{H} c_{28}^{(8)}+\frac{5}{3} i g_{1} g_{2} Y_{H} c_{29}^{(8)}+\left(-\frac{g_{2}^{2}}{3}+\frac{8 g_{1}^{2} Y_{H}^{2}}{3}+4 \lambda\right) c_{34}^{(8)} \\
& +\left(-\frac{5 g_{2}^{2}}{12}+\frac{11 g_{1}^{2} Y_{H}^{2}}{3}-2 \lambda\right) c_{35}^{(8)}, \\
& \dot{c}_{35}^{(8)}=\left(10 g_{1}^{2} Y_{H}^{2}-\frac{7 g_{2}^{2}}{6}\right) c_{35}^{(8)}, \\
& \dot{c}_{36}^{\prime(8)}=\frac{2}{3} g_{1} g_{2} Y_{H} c_{27}^{(8)}+\frac{2}{3} g_{1} g_{2} Y_{H} c_{30}^{(8)}+\frac{5}{3} i g_{1} g_{2} Y_{H} c_{31}^{(8)}+\left(-\frac{g_{2}^{2}}{3}+\frac{8 g_{1}^{2} Y_{H}^{2}}{3}+4 \lambda\right) c_{36}^{(8)} \\
& +\left(-\frac{5 g_{2}^{2}}{12}+\frac{11 g_{1}^{2} Y_{H}^{2}}{3}-2 \lambda\right) c_{37}^{(8)}, \\
& \dot{c}_{37}^{(8)}=\left(10 g_{1}^{2} Y_{H}^{2}-\frac{7 g_{2}^{2}}{6}\right) c_{37}^{(8)}, \\
& \dot{c}_{38}^{(8)}=4 g_{1} g_{2} Y_{H} c_{20}^{(8)}+4 g_{1} g_{2} Y_{H} c_{21}^{(8)}+\left(16 g_{1}^{2} Y_{H}^{2}-2 g_{2}^{2}\right) c_{38}^{(8)}+\frac{1}{3} g_{1} g_{2} Y_{H} c_{44}^{(8)}+\frac{1}{3} g_{1} g_{2} Y_{H} c_{45}^{(8)} \\
& -\frac{1}{3} g_{1} g_{2} Y_{H} c_{46}^{(8)}-4 g_{1} g_{2} Y_{Q} c_{63}^{(8)}, \\
& \dot{c}_{39}^{(8)}=4 g_{1} g_{2} Y_{H} c_{20}^{(8)}+4 g_{1} g_{2} Y_{H} c_{21}^{(8)}+\left(16 g_{1}^{2} Y_{H}^{2}-2 g_{2}^{2}\right) c_{39}^{(8)}+\frac{1}{3} g_{1} g_{2} Y_{H} c_{44}^{(8)}+\frac{1}{3} g_{1} g_{2} Y_{H} c_{45}^{(8)} \\
& -\frac{1}{3} g_{1} g_{2} Y_{H} c_{46}^{(8)}-4 g_{1} g_{2} Y_{Q} c_{63}^{(8)}, \\
& \dot{c}_{40}^{(8)}=\left(\frac{73 g_{2}^{2}}{4}+17 g_{1}^{2} Y_{H}^{2}+10 \lambda\right) c_{40}^{(8)}+\left(\frac{17 g_{2}^{2}}{12}+\frac{g_{1}^{2} Y_{H}^{2}}{3}-2 \lambda\right) c_{41}^{(8)} \\
& +\left(-4 g_{2}^{2}+24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{51}^{(8)}+\left(2 g_{2}^{2}-12 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-12 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{52}^{(8)} \\
& +\left(8 Y_{H} Y_{Q} g_{1}^{2}+2 g_{2}^{2}-24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{53}^{(8)}+\left(-4 Y_{H} Y_{Q} g_{1}^{2}-g_{2}^{2}+12 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{54}^{(8)} \\
& +\left(16 Y_{H} Y_{Q} g_{1}^{2}+24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{55}^{(8)}+\left(-8 Y_{H} Y_{Q} g_{1}^{2}-12 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+12 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{56}^{(8)}, \\
& \dot{c}_{41}^{\prime(8)}=\left(\frac{17 g_{2}^{2}}{12}+\frac{g_{1}^{2} Y_{H}^{2}}{3}-2 \lambda\right) c_{40}^{(8)}+\left(\frac{73 g_{2}^{2}}{4}+17 g_{1}^{2} Y_{H}^{2}+10 \lambda\right) c_{41}^{(8)} \\
& +\left(4 g_{2}^{2}-24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{51}^{(8)}+\left(6 g_{2}^{2}-36 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-36 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{52}^{(8)} \\
& +\left(-8 Y_{H} Y_{Q} g_{1}^{2}+6 g_{2}^{2}-48 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{53}^{(8)}+\left(-12 Y_{H} Y_{Q} g_{1}^{2}+9 g_{2}^{2}-72 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-36 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{54}^{(8)} \\
& +\left(-16 Y_{H} Y_{Q} g_{1}^{2}-24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{55}^{(8)}+\left(-24 Y_{H} Y_{Q} g_{1}^{2}-36 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+36 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{56}^{(8)} \text {, } \\
& \dot{c}_{42}^{\prime(8)}=\left(\frac{73 g_{2}^{2}}{4}+17 g_{1}^{2} Y_{H}^{2}+10 \lambda\right) c_{42}^{(8)}+\left(\frac{17 g_{2}^{2}}{12}+\frac{g_{1}^{2} Y_{H}^{2}}{3}-2 \lambda\right) c_{43}^{(8)} \\
& +\left(4 g_{2}^{2}-24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{57}^{(8)}+\left(2 g_{2}^{2}-12 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-12 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{58}^{(8)} \\
& +\left(-8 Y_{H} Y_{Q} g_{1}^{2}-2 g_{2}^{2}+24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{59}^{(8)}+\left(-4 Y_{H} Y_{Q} g_{1}^{2}-g_{2}^{2}+12 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{60}^{(8)} \\
& +\left(-16 Y_{H} Y_{Q} g_{1}^{2}-24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{61}^{(8)}+\left(-8 Y_{H} Y_{Q} g_{1}^{2}-12 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+12 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{62}^{(8)}, \\
& \dot{c}_{43}^{(8)}=\left(\frac{17 g_{2}^{2}}{12}+\frac{g_{1}^{2} Y_{H}^{2}}{3}-2 \lambda\right) c_{42}^{(8)}+\left(\frac{73 g_{2}^{2}}{4}+17 g_{1}^{2} Y_{H}^{2}+10 \lambda\right) c_{43}^{(8)} \\
& +\left(-4 g_{2}^{2}+24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{57}^{(8)}+\left(6 g_{2}^{2}-36 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-36 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{58}^{(8)} \\
& +\left(8 Y_{H} Y_{Q} g_{1}^{2}-6 g_{2}^{2}+48 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{59}^{(8)}+\left(-12 Y_{H} Y_{Q} g_{1}^{2}+9 g_{2}^{2}-72 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-36 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{60}^{(8)} \\
& +\left(16 Y_{H} Y_{Q} g_{1}^{2}+24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{61}^{(8)}+\left(-24 Y_{H} Y_{Q} g_{1}^{2}-36 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+36 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{62}^{(8)},
\end{aligned}
$$

$$
\begin{aligned}
& \dot{c}_{44}^{(8)}=12 c_{21}^{(8)} g_{2}^{2}-\frac{8}{3} g_{1} Y_{H} c_{38}^{(8)} g_{2}-\frac{8}{3} g_{1} Y_{H} c_{39}^{(8)} g_{2}+16 g_{1}^{2} Y_{H}^{2} c_{20}^{(8)}+\left(26 g_{2}^{2}+\frac{100 g_{1}^{2} Y_{H}^{2}}{3}+\frac{32 \lambda}{3}\right) c_{44}^{(8)} \\
& +\left(5 g_{2}^{2}+\frac{16 \lambda}{3}\right) c_{45}^{(8)}+\left(-\frac{14 g_{2}^{2}}{3}-\frac{28 g_{1}^{2} Y_{H}^{2}}{3}-\frac{8 \lambda}{3}\right) c_{46}^{(8)}+\left(2 g_{2}^{2}+8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{63}^{(8)} \\
& +\left(-4 g_{2}^{2}+24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{64}^{(8)}+\left(24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{65}^{(8)} \text {, } \\
& \dot{c}_{45}^{(8)}=2 c_{21}^{(8)} g_{2}^{2}+\frac{2}{3} g_{1} Y_{H} c_{38}^{(8)} g_{2}+\frac{2}{3} g_{1} Y_{H} c_{39}^{(8)} g_{2}+\frac{8}{3} g_{1}^{2} Y_{H}^{2} c_{20}^{(8)}+\left(-\frac{17 g_{2}^{2}}{6}-\frac{22 g_{1}^{2} Y_{H}^{2}}{3}+\frac{40 \lambda}{3}\right) c_{44}^{(8)} \\
& +\left(\frac{g_{2}^{2}}{2}-6 g_{1}^{2} Y_{H}^{2}+\frac{88 \lambda}{3}\right) c_{45}^{(8)}+\left(\frac{11 g_{2}^{2}}{3}+4 g_{1}^{2} Y_{H}^{2}-\frac{28 \lambda}{3}\right) c_{46}^{(8)} \\
& +\left(-4 Y_{H} Y_{Q} g_{1}^{2}-g_{2}^{2}+16 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{63}^{(8)}+\left(8 Y_{H} Y_{Q} g_{1}^{2}+2 g_{2}^{2}-24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{64}^{(8)} \\
& +\left(-8 Y_{H} Y_{Q} g_{1}^{2}-8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+16 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{65}^{(8)}+\left(16 Y_{H} Y_{Q} g_{1}^{2}+24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{66}^{(8)}, \\
& \dot{c}_{46}^{(8)}=12 c_{21}^{(8)} g_{2}^{2}-\frac{28}{3} g_{1} Y_{H} c_{38}^{(8)} g_{2}-\frac{28}{3} g_{1} Y_{H} c_{39}^{(8)} g_{2}+16 g_{1}^{2} Y_{H}^{2} c_{20}^{(8)}+\left(\frac{41 g_{2}^{2}}{3}-\frac{28 g_{1}^{2} Y_{H}^{2}}{3}+\frac{16 \lambda}{3}\right) c_{44}^{(8)} \\
& +\left(5 g_{2}^{2}-20 g_{1}^{2} Y_{H}^{2}+\frac{16 \lambda}{3}\right) c_{45}^{(8)}+\left(\frac{23 g_{2}^{2}}{3}+20 g_{1}^{2} Y_{H}^{2}+\frac{8 \lambda}{3}\right) c_{46}^{(8)} \\
& +\left(-8 Y_{H} Y_{Q} g_{1}^{2}+2 g_{2}^{2}+16 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-16 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{63}^{(8)}+\left(16 Y_{H} Y_{Q} g_{1}^{2}-4 g_{2}^{2}+48 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right) c_{64}^{(8)} \\
& +\left(-16 Y_{H} Y_{Q} g_{1}^{2}+48 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{65}^{(8)}+\left(32 Y_{H} Y_{Q} g_{1}^{2}+48 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-48 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{66}^{(8)} \text {, } \\
& \dot{c}_{47}^{\prime(8)}=\left(\frac{2 g_{2}^{2}}{27}-\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{9}-\frac{4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{9}\right) c_{18}^{(8)}+\left(-\frac{g_{2}^{2}}{27}+\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{9}+\frac{2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{9}\right) c_{19}^{(8)} \\
& +\left(\frac{47 g_{2}^{2}}{3}+8 g_{3}^{2}+\frac{14 g_{1}^{2} Y_{H}^{2}}{3}+6 g_{1}^{2} Y_{Q}^{2}+8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}+20 \lambda\right) c_{47}^{(8)} \\
& +\left(-\frac{17 g_{2}^{2}}{12}+\frac{19 g_{1}^{2} Y_{H}^{2}}{3}-6 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+6 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}+2 \lambda\right) c_{48}^{(8)} \\
& +\left(-\frac{17 g_{2}^{2}}{12}-7 g_{1}^{2} Y_{H}^{2}+6 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-6 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}+2 \lambda\right) c_{49}^{(8)}+\left(12 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}-12 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right) c_{50}^{(8)}, \\
& \dot{c}_{48}^{(8)}=\left(\frac{4 g_{2}^{2}}{27}-\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{9}-\frac{8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{9}\right) c_{18}^{(8)}+\left(-\frac{g_{2}^{2}}{27}+\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{9}+\frac{2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{9}\right) c_{19}^{(8)} \\
& +\left(\frac{103 g_{2}^{2}}{12}+8 g_{3}^{2}+\frac{49 g_{1}^{2} Y_{H}^{2}}{3}+6 g_{1}^{2} Y_{Q}^{2}-4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+20 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}+30 \lambda\right) c_{48}^{(8)} \\
& +\left(\frac{17 g_{2}^{2}}{6}+\frac{2 g_{1}^{2} Y_{H}^{2}}{3}-4 \lambda\right) c_{47}^{(8)}+\left(\frac{17 g_{2}^{2}}{12}-13 g_{1}^{2} Y_{H}^{2}+12 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-12 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}-2 \lambda\right) c_{49}^{(8)} \\
& +\left(24 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}-24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right) c_{50}^{(8)}, \\
& \dot{c}_{49}^{(8)}=\left(\frac{g_{2}^{2}}{27}-\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{9}-\frac{2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{9}\right) c_{19}^{(8)}+\left(-\frac{17 g_{2}^{2}}{6}-\frac{2 g_{1}^{2} Y_{H}^{2}}{3}+4 \lambda\right) c_{47}^{(8)} \\
& +\left(\frac{205 g_{2}^{2}}{12}+8 g_{3}^{2}+5 g_{1}^{2} Y_{H}^{2}+6 g_{1}^{2} Y_{Q}^{2}+8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}+18 \lambda\right) c_{49}^{(8)} \\
& +\left(-\frac{17 g_{2}^{2}}{12}-\frac{g_{1}^{2} Y_{H}^{2}}{3}+2 \lambda\right) c_{48}^{(8)} \text {, }
\end{aligned}
$$

$$
\begin{aligned}
& \dot{c}_{50}^{\prime(8)}=\left(\frac{16}{27} Y_{H} Y_{Q} g_{1}^{2}-\frac{2 g_{2}^{2}}{27}+\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-\frac{4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{9}\right) c_{18}^{(8)} \\
& +\left(-\frac{4}{9} Y_{H} Y_{Q} g_{1}^{2}+\frac{g_{2}^{2}}{27}-\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{9}+\frac{4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{9}\right) c_{19}^{(8)}+\left(-\frac{17 g_{2}^{2}}{6}-\frac{2 g_{1}^{2} Y_{H}^{2}}{3}+4 \lambda\right) c_{47}^{(8)} \\
& +\left(\frac{11 g_{2}^{2}}{6}+\frac{2 g_{1}^{2} Y_{H}^{2}}{3}+4 g_{1}^{2} Y_{Q}^{2}-4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{48}^{(8)} \\
& +\left(g_{2}^{2}-4 g_{1}^{2} Y_{Q}^{2}+4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}-4 \lambda\right) c_{49}^{(8)} \\
& +\left(\frac{41 g_{2}^{2}}{3}+8 g_{3}^{2}+18 g_{1}^{2} Y_{H}^{2}+14 g_{1}^{2} Y_{Q}^{2}+24 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+28 \lambda\right) c_{50}^{(8)}, \\
& \dot{c}_{51}^{\prime(8)}=\left(-\frac{g_{2}^{2}}{6}+\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{40}^{(8)} \\
& +\left(2 Y_{H}^{2} g_{1}^{2}+6 Y_{Q}^{2} g_{1}^{2}+4 Y_{H} Y_{Q} g_{1}^{2}+14 g_{2}^{2}+8 g_{3}^{2}+6 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}+12 \lambda\right) c_{51}^{(8)} \\
& +\left(-\frac{11}{3} Y_{H}^{2} g_{1}^{2}-2 Y_{H} Y_{Q} g_{1}^{2}-\frac{11 g_{2}^{2}}{4}-2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}+6 \lambda\right) c_{52}^{(8)} \\
& +\left(-\frac{g_{2}^{2}}{6}-2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}+4 \lambda\right) c_{53}^{(8)}+\left(-\frac{17 g_{2}^{2}}{12}-\frac{g_{1}^{2} Y_{H}^{2}}{3}+2 \lambda\right) c_{54}^{(8)} \\
& +\left(\frac{16 g_{2}^{2}}{3}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{55}^{(8)}, \\
& \dot{c}_{52}^{(8)}=\left(\frac{g_{2}^{2}}{6}-\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{40}^{(8)}+\left(-8 Y_{H} Y_{Q} g_{1}^{2}-2 g_{2}^{2}-\frac{8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{51}^{(8)} \\
& +\left(\frac{28 Y_{H}^{2} g_{1}^{2}}{3}+6 Y_{Q}^{2} g_{1}^{2}-4 Y_{H} Y_{Q} g_{1}^{2}+\frac{33 g_{2}^{2}}{2}+8 g_{3}^{2}+6 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{52}^{(8)} \\
& +\left(\frac{8 g_{2}^{2}}{3}+\frac{2 g_{1}^{2} Y_{H}^{2}}{3}-2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{54}^{(8)}+\left(-2 g_{2}^{2}-4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+\frac{4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{55}^{(8)} \\
& +\left(\frac{7 g_{2}^{2}}{3}-6 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+6 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{56}^{(8)}, \\
& \dot{c}_{53}^{\prime(8)}=\left(\frac{g_{2}^{2}}{6}-\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{40}^{(8)}+\left(-2 g_{2}^{2}-\frac{20 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{51}^{(8)} \\
& +\left(2 Y_{H}^{2} g_{1}^{2}+6 Y_{Q}^{2} g_{1}^{2}+4 Y_{H} Y_{Q} g_{1}^{2}+\frac{37 g_{2}^{2}}{3}+8 g_{3}^{2}-\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}+4 \lambda\right) c_{53}^{(8)} \\
& +\left(g_{2}^{2}-\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{52}^{(8)}+\left(-3 Y_{H}^{2} g_{1}^{2}-2 Y_{H} Y_{Q} g_{1}^{2}+\frac{13 g_{2}^{2}}{12}-\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+2 \lambda\right) c_{54}^{(8)} \\
& +\left(-\frac{26 g_{2}^{2}}{3}-\frac{16 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{55}^{(8)}+\left(-g_{2}^{2}+\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{56}^{(8)}, \\
& \dot{c}_{54}^{(8)}=\left(-\frac{g_{2}^{2}}{6}+\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{40}^{(8)}+\left(\frac{g_{2}^{2}}{6}-\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{41}^{(8)} \\
& +\left(4 g_{2}^{2}+\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+\frac{8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{51}^{(8)}+\left(2 g_{2}^{2}-\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{52}^{(8)} \\
& +\left(8 Y_{H}^{2} g_{1}^{2}+6 Y_{Q}^{2} g_{1}^{2}-4 Y_{H} Y_{Q} g_{1}^{2}+\frac{79 g_{2}^{2}}{6}+8 g_{3}^{2}+\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{54}^{(8)} \\
& +\left(-8 Y_{H} Y_{Q} g_{1}^{2}+2 g_{2}^{2}+\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{53}^{(8)}+\left(\frac{16 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-\frac{16 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{55}^{(8)} \\
& +\left(-\frac{20 g_{2}^{2}}{3}+\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{56}^{(8)} \text {, }
\end{aligned}
$$

$$
\begin{aligned}
& \dot{c}_{55}^{(8)}=\left(\frac{1}{3} Y_{H} Y_{Q} g_{1}^{2}-\frac{g_{2}^{2}}{12}+\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right) c_{40}^{(8)}+\left(2 g_{2}^{2}+\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{51}^{(8)} \\
& +\left(-g_{2}^{2}+\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{52}^{(8)}+\left(-\frac{11 g_{2}^{2}}{6}+4 g_{1}^{2} Y_{Q}^{2}-\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{53}^{(8)} \\
& +\left(2 Y_{H}^{2} g_{1}^{2}+14 Y_{Q}^{2} g_{1}^{2}+4 Y_{H} Y_{Q} g_{1}^{2}+\frac{62 g_{2}^{2}}{3}+8 g_{3}^{2}+\frac{16 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}+4 \lambda\right) c_{55}^{(8)} \\
& +\left(-g_{2}^{2}+\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{54}^{(8)}+\left(-3 Y_{H}^{2} g_{1}^{2}-2 Y_{H} Y_{Q} g_{1}^{2}+\frac{13 g_{2}^{2}}{12}-\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+2 \lambda\right) c_{56}^{(8)}, \\
& \dot{c}_{56}^{(8)}=\left(-\frac{1}{3} Y_{H} Y_{Q} g_{1}^{2}+\frac{g_{2}^{2}}{12}-\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right) c_{40}^{(8)}+\left(-\frac{1}{3} Y_{H} Y_{Q} g_{1}^{2}-\frac{g_{2}^{2}}{12}+\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{41}^{(8)} \\
& +\left(-4 g_{2}^{2}-\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-\frac{8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{51}^{(8)}+\left(-2 g_{2}^{2}-\frac{14 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{52}^{(8)} \\
& +\left(-2 g_{2}^{2}+\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{53}^{(8)}+\left(-\frac{17 g_{2}^{2}}{6}+4 g_{1}^{2} Y_{Q}^{2}-\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{54}^{(8)} \\
& +\left(8 Y_{H}^{2} g_{1}^{2}+14 Y_{Q}^{2} g_{1}^{2}-4 Y_{H} Y_{Q} g_{1}^{2}+\frac{37 g_{2}^{2}}{2}+8 g_{3}^{2}+\frac{14 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+6 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{56}^{(8)} \\
& +\left(-8 Y_{H} Y_{Q} g_{1}^{2}-\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+\frac{4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{55}^{(8)}, \\
& \dot{c}_{57}^{\prime(8)}=\left(2 Y_{H}^{2} g_{1}^{2}+6 Y_{Q}^{2} g_{1}^{2}-4 Y_{H} Y_{Q} g_{1}^{2}+14 g_{2}^{2}+8 g_{3}^{2}+2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+6 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}+12 \lambda\right) c_{57}^{(8)} \\
& +\left(\frac{g_{2}^{2}}{6}-\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{42}^{(8)}+\left(\frac{11 Y_{H}^{2} g_{1}^{2}}{3}-2 Y_{H} Y_{Q} g_{1}^{2}+\frac{11 g_{2}^{2}}{4}+2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-6 \lambda\right) c_{58}^{(8)} \\
& +\left(-\frac{11 g_{2}^{2}}{2}-2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}+4 \lambda\right) c_{59}^{(8)}+\left(\frac{17 g_{2}^{2}}{12}+\frac{g_{1}^{2} Y_{H}^{2}}{3}-2 \lambda\right) c_{60}^{(8)} \\
& +\left(-\frac{16 g_{2}^{2}}{3}-4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right) c_{61}^{(8)}, \\
& \dot{c}_{58}^{(8)}=\left(\frac{g_{2}^{2}}{6}-\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{42}^{(8)}+\left(-8 Y_{H} Y_{Q} g_{1}^{2}+2 g_{2}^{2}+\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{57}^{(8)} \\
& +\left(\frac{28 Y_{H}^{2} g_{1}^{2}}{3}+6 Y_{Q}^{2} g_{1}^{2}+4 Y_{H} Y_{Q} g_{1}^{2}+\frac{33 g_{2}^{2}}{2}+8 g_{3}^{2}+2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+6 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{58}^{(8)} \\
& +\left(-2 g_{2}^{2}+\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{59}^{(8)}+\left(\frac{g_{2}^{2}}{3}+\frac{2 g_{1}^{2} Y_{H}^{2}}{3}-2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{60}^{(8)} \\
& +\left(-2 g_{2}^{2}+\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{61}^{(8)}+\left(-\frac{7 g_{2}^{2}}{3}-6 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+6 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{62}^{(8)}, \\
& \dot{c}_{59}^{(8)}=\left(-\frac{g_{2}^{2}}{6}+\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{42}^{(8)}+\left(-2 g_{2}^{2}+4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-\frac{20 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{57}^{(8)} \\
& +\left(2 Y_{H}^{2} g_{1}^{2}+6 Y_{Q}^{2} g_{1}^{2}-4 Y_{H} Y_{Q} g_{1}^{2}+21 g_{2}^{2}+8 g_{3}^{2}+4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+\frac{8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}+4 \lambda\right) c_{59}^{(8)} \\
& +\left(3 Y_{H}^{2} g_{1}^{2}-2 Y_{H} Y_{Q} g_{1}^{2}-\frac{25 g_{2}^{2}}{12}-2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+\frac{4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}-2 \lambda\right) c_{60}^{(8)} \\
& +\left(-g_{2}^{2}-2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+\frac{2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{58}^{(8)}+\left(\frac{26 g_{2}^{2}}{3}+\frac{16 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{61}^{(8)} \\
& +\left(-g_{2}^{2}-2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+\frac{2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{62}^{(8)},
\end{aligned}
$$

$$
\begin{aligned}
& \dot{c}_{60}^{(8)}=\left(-\frac{g_{2}^{2}}{6}+\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{42}^{(8)}+\left(\frac{g_{2}^{2}}{6}-\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{43}^{(8)} \\
& +\left(-4 g_{2}^{2}-\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-\frac{8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{57}^{(8)}+\left(2 g_{2}^{2}+4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-\frac{4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{58}^{(8)} \\
& +\left(-8 Y_{H} Y_{Q} g_{1}^{2}-2 g_{2}^{2}-\frac{16 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+\frac{8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{59}^{(8)} \\
& +\left(8 Y_{H}^{2} g_{1}^{2}+6 Y_{Q}^{2} g_{1}^{2}+4 Y_{H} Y_{Q} g_{1}^{2}+\frac{119 g_{2}^{2}}{6}+8 g_{3}^{2}+8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+\frac{4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{60}^{(8)} \\
& +\left(\frac{16 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}-\frac{16 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{61}^{(8)}+\left(\frac{20 g_{2}^{2}}{3}+4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-\frac{4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{62}^{(8)}, \\
& \dot{c}_{61}^{\prime(8)}=\left(-\frac{1}{3} Y_{H} Y_{Q} g_{1}^{2}+\frac{g_{2}^{2}}{12}-\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right) c_{42}^{(8)}+\left(6 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}-6 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right) c_{57}^{(8)} \\
& +\left(\frac{3 g_{2}^{2}}{2}+4 g_{1}^{2} Y_{Q}^{2}-2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{59}^{(8)}+\left(3 Y_{H}^{2} g_{1}^{2}-2 Y_{H} Y_{Q} g_{1}^{2}-\frac{g_{2}^{2}}{12}+2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-2 \lambda\right) c_{62}^{(8)} \\
& +\left(2 Y_{H}^{2} g_{1}^{2}+14 Y_{Q}^{2} g_{1}^{2}-4 Y_{H} Y_{Q} g_{1}^{2}+12 g_{2}^{2}+8 g_{3}^{2}+4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+4 \lambda\right) c_{61}^{(8)}, \\
& \dot{c}_{62}^{\prime(8)}=\left(-\frac{1}{3} Y_{H} Y_{Q} g_{1}^{2}+\frac{g_{2}^{2}}{12}-\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right) c_{42}^{(8)}+\left(-\frac{1}{3} Y_{H} Y_{Q} g_{1}^{2}-\frac{g_{2}^{2}}{12}+\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{43}^{(8)} \\
& +\left(6 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}-6 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}\right) c_{58}^{(8)}+\left(\frac{3 g_{2}^{2}}{2}+4 g_{1}^{2} Y_{Q}^{2}-2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{60}^{(8)} \\
& +\left(8 Y_{H}^{2} g_{1}^{2}+14 Y_{Q}^{2} g_{1}^{2}+4 Y_{H} Y_{Q} g_{1}^{2}+\frac{71 g_{2}^{2}}{6}+8 g_{3}^{2}+2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}+6 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{62}^{(8)} \\
& +\left(-8 Y_{H} Y_{Q} g_{1}^{2}+4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}-4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{61}^{(8)}, \\
& \dot{c}_{63}^{\prime(8)}=\frac{4}{3} c_{22}^{(8)} g_{2}^{2}-\frac{8}{3} g_{1} Y_{Q} c_{38}^{(8)} g_{2}-\frac{8}{3} g_{1} Y_{Q} c_{39}^{(8)} g_{2}+\left(\frac{2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}-\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{44}^{(8)} \\
& +\left(\frac{2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}-\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{45}^{(8)}+\left(\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-\frac{2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{46}^{(8)} \\
& +\left(12 Y_{H}^{2} g_{1}^{2}+\frac{34 Y_{Q}^{2} g_{1}^{2}}{3}-4 Y_{H} Y_{Q} g_{1}^{2}+\frac{19 g_{2}^{2}}{6}+\frac{136 g_{3}^{2}}{9}-\frac{16 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{63}^{(8)} \\
& +\left(8 Y_{H} Y_{Q} g_{1}^{2}+2 g_{2}^{2}+\frac{16 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-\frac{8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{64}^{(8)}+\left(-2 g_{2}^{2}-\frac{32 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{65}^{(8)} \\
& +\left(4 g_{2}^{2}+\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+\frac{8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{66}^{(8)}, \\
& \dot{c}_{64}^{(8)}=\frac{2}{3} i c_{22}^{(8)} g_{2}^{2}-\frac{4}{3} g_{1} Y_{Q} c_{38}^{(8)} g_{2}-\frac{4}{3} g_{1} Y_{Q} c_{39}^{(8)} g_{2}+\left(-\frac{g_{2}^{2}}{6}+\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+\frac{4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{44}^{(8)} \\
& +\left(\frac{g_{2}^{2}}{6}-\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-\frac{2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{45}^{(8)}+\left(\frac{\mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-\frac{\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{46}^{(8)} \\
& +\left(2 Y_{H}^{2} g_{1}^{2}+\frac{8 Y_{Q}^{2} g_{1}^{2}}{3}+8 Y_{H} Y_{Q} g_{1}^{2}-\frac{13 g_{2}^{2}}{3}+\frac{32 g_{3}^{2}}{9}+\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{63}^{(8)} \\
& +\left(8 Y_{H}^{2} g_{1}^{2}+6 Y_{Q}^{2} g_{1}^{2}+4 Y_{H} Y_{Q} g_{1}^{2}+\frac{107 g_{2}^{2}}{6}+8 g_{3}^{2}+\frac{16 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{64}^{(8)} \\
& +\left(4 g_{2}^{2}-\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{65}^{(8)}+\left(2 g_{2}^{2}+\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{66}^{(8)},
\end{aligned}
$$

$$
\begin{aligned}
\dot{c}_{65}^{\prime(8)} & =-4 c_{21}^{(8)} g_{2}^{2}-\frac{2}{3} i c_{22}^{(8)} g_{2}^{2}+\frac{4}{3} g_{1} Y_{Q} c_{38}^{(8)} g_{2}+\frac{4}{3} g_{1} Y_{Q} c_{39}^{(8)} g_{2}-\frac{16}{3} g_{1}^{2} Y_{Q}^{2} c_{20}^{(8)} \\
& -\frac{64}{9} g_{3}^{2} c_{23}^{(8)}+\left(\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+\frac{2 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{44}^{(8)}+\frac{2}{3} \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1} c_{45}^{(8)}-\frac{2}{3} \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1} c_{46}^{(8)} \\
& +\left(\frac{17 g_{2}^{2}}{3}-\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{63}^{(8)}+\left(2 g_{2}^{2}-\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{64}^{(8)} \\
& +\left(12 Y_{H}^{2} g_{1}^{2}+\frac{34 Y_{Q}^{2} g_{1}^{2}}{3}-4 Y_{H} Y_{Q} g_{1}^{2}+\frac{37 g_{2}^{2}}{2}+\frac{136 g_{3}^{2}}{9}+\frac{32 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{65}^{(8)} \\
& +\left(8 Y_{H} Y_{Q} g_{1}^{2}-2 g_{2}^{2}-\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{66}^{(8)}, \\
\dot{c}_{66}^{\prime(8)} & =-2 c_{21}^{(8)} g_{2}^{2}-\frac{1}{3} i c_{22}^{(8)} g_{2}^{2}+\frac{2}{3} g_{1} Y_{Q} c_{38}^{(8)} g_{2}+\frac{2}{3} g_{1} Y_{Q} c_{39}^{(8)} g_{2}-\frac{8}{3} g_{1}^{2} Y_{Q}^{2} c_{20}^{(8)} \\
& -\frac{32}{9} g_{3}^{2} c_{23}^{(8)}+\left(-Y_{H} Y_{Q} g_{1}^{2}+\frac{g_{2}^{2}}{12}-\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+\frac{4 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}}{3}\right) c_{44}^{(8)} \\
& +\left(\frac{1}{3} Y_{H} Y_{Q} g_{1}^{2}-\frac{g_{2}^{2}}{12}+\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{45}^{(8)}+\left(\frac{2}{3} Y_{H} Y_{Q} g_{1}^{2}+\frac{2 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}-\mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{46}^{(8)} \\
& +\left(\frac{83 g_{2}^{2}}{12}-\frac{g_{1}^{2} Y_{H}^{2}}{3}-2 g_{1}^{2} Y_{Q}^{2}-\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}+8 \mathcal{Y}_{2} \overline{\mathcal{Y}}_{2}\right) c_{63}^{(8)} \\
& +\left(-\frac{13 g_{2}^{2}}{6}+\frac{2 g_{1}^{2} Y_{H}^{2}}{3}+4 g_{1}^{2} Y_{Q}^{2}-\frac{4 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{64}^{(8)} \\
& +\left(\frac{4 Y_{H}^{2} g_{1}^{2}}{3}-\frac{4 Y_{Q}^{2} g_{1}^{2}}{3}+8 Y_{H} Y_{Q} g_{1}^{2}+\frac{3 g_{2}^{2}}{2}+\frac{32 g_{3}^{2}}{9}+\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{65}^{(8)} \\
& +\left(\frac{28 Y_{H}^{2} g_{1}^{2}}{3}+14 Y_{Q}^{2} g_{1}^{2}+4 Y_{H} Y_{Q} g_{1}^{2}+\frac{19 g_{2}^{2}}{2}+8 g_{3}^{2}-\frac{8 \mathcal{Y}_{1} \overline{\mathcal{Y}}_{1}}{3}\right) c_{66}^{(8)}
\end{aligned}
$$

## Chapter 6

## Gravitational EFTs and the Eikonal Limit

One of the exciting applications of scattering amplitudes focuses on the computation of classical observables in gauge theory and gravity [140], such as deflection angles and time delay/advance, or effective Hamiltonians describing the dynamics of binary systems. Early results in this direction date back to [125], where it was already noted that loop amplitudes contribute to classical processes. The intimate connection between loops and classical physics was sharpened in [129], and had already been applied in [128] to obtain the classical and quantum $\mathcal{O}\left(G^{2}\right)$ corrections to Newton's potential, where $G$ is Newton's constant. In this approach, gravity is treated as an effective theory [127], where one can make predictions at low energy despite the non-renormalisability of the theory.

More recently, a systematic approach employing scattering amplitudes in conjunction with unitarity was developed to compute classical quantities in gauge theory and gravity. Classical [131] and quantum [130, 131] corrections to Newton's potential can be obtained from a two-to-two scattering amplitude of two massive scalars, in particular narrowing down to terms that have discontinuities in the channel corresponding to the momentum transfer $\vec{q}$ of the process [129]. An additional simplification stems from the fact that in the unitarity-based calculation the cuts can be kept in four dimensions, as discrepancies with $d$-dimensional results only give rise to analytic terms, at least up to two loops [334] (but not beyond [335]). Unitarity has also been applied in [132, 134, 135, 141, 336, 337] to compute the deflection angle for light or for gravitons passing by a heavy mass, a quantity that has the advantage of being gauge invariant.

In this chapter, we compute the graviton deflection angle and time delay/advance for the three interactions $R^{3}, R^{4}$ and $F F R$, and in addition the photon deflection and time delay induced by the $F F R$ interaction. The single most important qualitative difference with the EH theory is that the propagation and speed of the massless particle acquire a dependence on its polarisation. This generically leads to a time advance at small impact parameter $b$ in the classical theory. Interestingly, in the case of graviton scattering due to $R^{4}$ and $F F R$, causality violation can be avoided if the coefficients of the interactions obey certain positivity constraints which, for $R^{4}$, are in precise agreement with those of [338, 339]. For the $R^{3}$ interaction our results are fully consistent with the tree-level findings of [340], extending them to one loop. Note that while we used a massive scalar, [340] used a coherent state to set up the background in which the graviton is deflected.

Similarly, the $F F R$ interaction induces superluminal propagation of photons.
The chapter is organised as follows. In Section 6.1, we present the action of the system under consideration, classifying all the independent effective interactions beyond Hilbert-Einstein. In Section 6.2, we review the basics of the eikonal approximation of scattering amplitudes and how to compute observables from it. We discuss our kinematic set-up and provide explicit expressions for the spinor helicity variables associated to each massless particle in the eikonal limit. We then discuss some general aspects of the eikonal approximation, in particular the extraction of the phases $\delta_{L}$ from the loop scattering amplitudes. Section 6.3 contains the computations of all tree-level and oneloop amplitudes relevant for our analysis. As a warm up we consider the EH theory, where we re-discuss the graviton deflection computation of [141]. We then move on to present the relevant four-point two-scalar two-graviton amplitudes with and without helicity flip in the case of $R^{3}, R^{4}$ and $F F R$, as well as the two-scalar two-photon amplitudes for the $F F R$ case, all at tree and one-loop level. While at tree level we present exact expressions, at one loop we work in the eikonal approximation and we only consider cuts in the $q^{2}$-channel which produce non-analytic terms arising from the long-range propagation of two massless particles. Section 6.4 is dedicated to the computation of the leading and subleading eikonal matrices $\delta_{0}$ and $\delta_{1}$, from which we will then obtain the $\mathcal{O}(G)$ and $\mathcal{O}\left(G^{2}\right)$ corrections to the deflection angle and time advance/delay for the four cases considered - scattering of gravitons in the presence of $R^{3}, R^{4}$ and $F F R$ terms, and scattering of photons induced by the $F F R$ interaction.

### 6.1 Gravity with higher-derivative couplings

Much attention has been devoted to the study of effective theories of gravity obtained by adding higher-derivative interactions to the Einstein-Hilbert (EH) action. In particular, efforts have been made in [341-343] to confront such modifications with gravitational wave observations. It was also noted that for these effects to be measurable by experiments such as LIGO the cutoff of the effective theory must not be much larger than $\mathcal{O}\left(\mathrm{km}^{-1}\right)$. A study of the effects that these higher-derivative terms have on the Hamiltonian and deflection angle was initiated in [173]. In this chapter, based on the work [174], we sharpen this study by rooting it in the eikonal approximation - specifically, applying it to three types of terms, denoted schematically as $R^{3}, R^{4}$ and $F F R$, for which we compute the corresponding corrections to the deflection angle and time delay/advance. More in detail, the particular action we consider for the graviton, photon and a massive scalar has the form:

$$
\begin{align*}
S=\int \mathrm{d}^{4} x \sqrt{-g}[ & -\frac{2}{\kappa^{2}} R-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}+\frac{1}{2}\left(D_{\mu} \phi\right)\left(D^{\mu} \phi\right)-\frac{1}{2} m^{2} \phi^{2}  \tag{6.1}\\
& \left.-\frac{2}{\kappa^{2}}\left(\frac{\alpha^{\prime 2}}{48} I_{1}+\frac{\alpha^{\prime 2}}{24} G_{3}\right)+\frac{2}{\kappa^{2}} \mathcal{L}_{8}-\frac{\alpha_{\gamma}}{8} F^{\mu \nu} F^{\rho \sigma} R_{\mu \nu \rho \sigma}\right],
\end{align*}
$$

where

$$
\begin{equation*}
I_{1}:=R^{\alpha \beta}{ }_{\mu \nu} R^{\mu \nu}{ }_{\rho \sigma} R^{\rho \sigma}{ }_{\alpha \beta}, \quad G_{3}:=I_{1}-2 R^{\mu \nu \alpha}{ }_{\beta} R^{\beta \gamma}{ }_{\nu \sigma} R^{\sigma}{ }_{\mu \gamma \alpha}, \tag{6.2}
\end{equation*}
$$

while

$$
\begin{equation*}
\mathcal{L}_{8}=\beta_{1} \mathcal{C}^{2}+\beta_{2} \mathcal{C} \widetilde{\mathcal{C}}+\beta_{3} \widetilde{\mathcal{C}}^{2} \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{C}:=R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}, \quad \widetilde{\mathcal{C}}:=\frac{1}{2} R_{\mu \nu \alpha \beta} \epsilon_{\gamma \delta}^{\alpha \beta} R^{\gamma \delta \mu \nu} \tag{6.4}
\end{equation*}
$$

A few comments on the various couplings in (6.1) are in order here. First, there are two types of $R^{3}$ terms, denoted as $I_{1}$ and $G_{3}$ above. Such terms arise naturally in the low-energy effective description of bosonic string theory. Their effects on gravitational scattering of different matter fields have been discussed recently in [173, 344]; specifically for the scattering of two massive scalars, both independent structures $I_{1}$ and $G_{3}$ were found to contribute. On the other hand, for the helicity-preserving deflection of massless particles of spin 0,1 and 2 , it was shown in [173] that the $G_{3}$ interaction has no effect. Additional interesting features about the $I_{1}$ and $G_{3}$ couplings are that $I_{1}$ is the only coupling that contributes to pure graviton scattering in $d \leq 6[298,345]$ and is the two-loop counterterm in pure gravity [346]. $G_{3}$ is a topological term in six dimensions: as such, for $d \leq 6$, we can always perform a field redefinition at the amplitude level of the action such that such term is not present (in the case of pure gravity) or re-written in terms of tidal effects. For example, if we consider a theory of gravity with matter, e.g. massive scalars (mimicking black holes or neutron stars), the presence of a $G_{3}$ coupling alters their dynamics. In particular the four-point amplitude with two gravitons and two scalars becomes [173, 344]

$$
\begin{equation*}
\mathcal{M}_{\mathrm{EH}+G_{3}}^{(0)}\left(\phi_{1}, \phi_{2}, h_{3}^{++}, h_{4}^{++}\right)=\mathcal{M}_{\mathrm{EH}}^{(0)}\left(\phi_{1}, \phi_{2}, h_{3}^{++}, h_{4}^{++}\right)+i \frac{\alpha_{2}}{32}\left(\frac{\kappa}{2}\right)^{2}[34]^{4}\left(2 m^{2}+s\right) \tag{6.5}
\end{equation*}
$$

The non-trivial contribution to the scattering amplitude of two massive scalars and two gravitons from the $G_{3}$ interactions modifies the classical potential in the twobody system, as shown in $[173,344]$. It is easy to show that the contact term proportional to $[34]^{4}\left(2 m^{2}+s\right)$ in the amplitude (6.5) is (up to a numerical coefficient) the amplitude arising from a particular tidal interactions of the form $R^{\mu \nu \rho \sigma} R_{\mu \nu \rho \sigma} m^{2} \phi^{2}-$ $\nabla^{\alpha} R^{\mu \nu \rho \sigma} \nabla_{\alpha} R_{\mu \nu \rho \sigma} \phi^{2}$, see for example [347]. But, in the following we will be concerned with (helicity-preserving and flipping) scattering of massless gravitons in the background produced by a massive scalar, in which case only the $I_{1}$ structure contributes, hence we will refer to it simply as the $R^{3}$ term, since no confusion can arise.

The second interaction we study is of the type $R^{4}$. In principle there are 26 independent parity-even quartic contractions of the Riemann tensor [348], but only the seven which do not contain the Ricci scalar or tensor survive on shell in arbitrary dimensions, as can also be seen using field redefinitions [349, 350]. In four dimensions these reduce to two independent parity-even structures [341, 351], plus one parity-odd structure [342], as shown in (6.3). In agreement with [351] we find that these interactions induce the following four-point graviton amplitudes: those with all-equal helicities, and the amplitude with two positive- and two negative-helicity gravitons (the MHV configuration). If $\beta_{2}$ in (6.3) is non-vanishing, then the all-plus and all-minus graviton amplitudes are independent. We also note that a particular contraction of four Riemann tensors appears in type-II superstring theories where it is the first higher-derivative curvature correction to the EH theory, and can be determined from four-graviton scattering [352].

The third interaction we consider is an $F F R$ term, where $F$ is the electromagnetic field strength. It is known to arise in string theory as well as from integrating out massive, charged electrons in the case of electrodynamics coupled to gravity, as discussed in $[353,354]$, and considered more recently in $[355,356]$.

As we have already mentioned, we have also introduced in the action a minimally coupled massive scalar to represent a black hole ${ }^{1}$.

[^44]Note that in (6.1) we have excluded terms quadratic in the curvatures since from an effective field theory/on-shell point of view they have no effect to any order in four dimensions (for example, see [357] for a recent review).

### 6.2 Physical observables from the eikonal phase matrix

The physical observables of interest are the classical deflection angle and the time delay/advance [358] experienced by massless gravitons and photons when they scatter off a (possibly charged) massive scalar. A method ideally suited for obtaining classical observables directly from amplitudes, without passing through intermediate, unphysical quantities, is the eikonal $[359-364]^{2}$. In this approach the relevant amplitudes are evaluated in an approximation where the momentum transfer $|\vec{q}|$ is taken to be much smaller than both the mass $m$ of the heavy scalar and the energy $\omega$ of the massless particle, or more precisely taking $m \gg \omega \gg|\vec{q}|$. Crucial for this is a convenient parameterisation of spinor helicity variables for the massless particles in the eikonal limit. The amplitudes thus obtained are then transformed to impact parameter space via a two-dimensional Fourier transform. In this space the amplitudes are expected to exponentiate into an eikonal phase, from which one can extract directly the classical deflection angle and time advance/delay. Recent applications of this method to this type of problem include [367] for the deflection angle of massless scalars up to 2PM, [134] for photons and fermions up to 2 PM order, and up to 3 PM order in [147, 162, 368].

An important point we wish to make is that in our case, because helicity-preserving as well as helicity-violating processes contribute, the eikonal phase is promoted to an eikonal phase matrix in the space of helicities of the external massless particles, with $(+-)$ and $(-+)$ being the diagonal entries associated to no-flip scattering (in a convention where all particles' momenta are outgoing), while ( ++ ) and ( -- ) are the offdiagonal entries, with helicity flip. The associated mixing problem has to be resolved in order to obtain the physical quantities of interest. Whenever the two eigenvalues of the eikonal phase matrix are distinct, a possible violation of causality at small impact parameter arises, as noticed already at tree level in [340]. See also [355, 356, 369-374] for further discussions an resolutions of this issue in UV-complete theories and [353, 354] for related discussions involving helicity flip and no-flip amplitudes.

In this section we first give a precise definition of the eikonal limit providing an explicit parametrisation for all the momenta and spinor-helicity variables we need. We then briefly review the connection between amplitudes in the eikonal limit (Fouriertransformed to impact parameter space) and the eikonal phase matrix, the deflection angle and the time delay.

### 6.2.1 Kinematics of the scattering

We begin by describing the kinematics of the scattering processes we consider. We denote by $p_{1}$ and $p_{2}$ the four-momenta of the incoming and outgoing scalars, respectively, with $m$ being their common mass, while the momenta of the incoming and outgoing massless particles (gravitons or photons) are $p_{4}$ and $p_{3}$. We will work in the centre of mass frame, with the following parameterisation:
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\[

$$
\begin{align*}
p_{4}^{\mu} & =-\left(E_{4},-\vec{p}+\vec{q} / 2\right), \\
p_{1}^{\mu} & =-\left(E_{1}, \vec{p}-\vec{q} / 2\right), \\
p_{2}^{\mu} & =\left(E_{2}, \vec{p}+\vec{q} / 2\right),  \tag{6.6}\\
p_{3}^{\mu} & =\left(E_{3},-\vec{p}-\vec{q} / 2\right) .
\end{align*}
$$
\]

In our conventions we take all momenta to be outgoing, hence the minus signs in the expressions of $p_{1}$ and $p_{4}$ since particles 1 and 4 are incoming. We also have

$$
\begin{align*}
& E_{1}=E_{2}=\sqrt{m^{2}+\vec{p}^{2}+\vec{q}^{2} / 4} \\
& E_{3}=E_{4}=\sqrt{\vec{p}^{2}+\vec{q}^{2} / 4}:=\omega \tag{6.7}
\end{align*}
$$

where $\vec{p} \cdot \vec{q}=0$ due to momentum conservation. Hence $\vec{q}$ lives in a two-dimensional space orthogonal to $\vec{p}$. In this thesis we define the Mandelstam variables as

$$
\begin{equation*}
s:=\left(p_{1}+p_{2}\right)^{2}=-\vec{q}^{2}, \quad t:=\left(p_{1}+p_{4}\right)^{2}=\left(E_{1}+E_{4}\right)^{2}, \quad u:=\left(p_{1}+p_{3}\right)^{2}, \tag{6.8}
\end{equation*}
$$

with $s+t+u=2 m^{2}$. In this notation the spacelike momentum transfer squared is given by $s$, while $t$ denotes the centre of mass energy squared, and $\omega$ is the energy of the scattered massless particle.

In the above parameterisation, the kinematic limit we are interested is

$$
\begin{equation*}
m \gg \omega \gg|\vec{q}|, \tag{6.9}
\end{equation*}
$$

which implies for the Mandelstam variables

$$
\begin{equation*}
t \simeq m^{2}+2 m \omega, \quad u t-m^{4} \simeq-(2 m \omega)^{2} \tag{6.10}
\end{equation*}
$$

and for the energies of the massless particles

$$
\begin{equation*}
E_{3}=E_{4}:=\omega \simeq|\vec{p}|\left(1+\frac{\vec{q}^{2}}{8 \vec{p}^{2}}\right) \tag{6.11}
\end{equation*}
$$

For definiteness we choose $\vec{p}=|\vec{p}| \hat{z}$ with $|\vec{p}| \gg|\vec{q}|$, as implied by (6.9). In this approximation we can write the four-momentum $p_{3}$ of the massless particle in spinor notation as

$$
p_{3}=\left(\begin{array}{cc}
\frac{\vec{q}^{2}}{8|\vec{p}|} & -\frac{\bar{q}}{2}  \tag{6.12}\\
-\frac{q}{2} & 2|\vec{p}|
\end{array}\right),
$$

with $q:=q_{1}+i q_{2}$ and $\bar{q}:=q_{1}-i q_{2}$. One can then find an explicit parameterisation for the spinors associated to the null momenta $p_{i}=\lambda_{i} \tilde{\lambda}_{i}, i=3,4$, with the result

$$
\begin{align*}
& \lambda_{3}=\sqrt{2|\vec{p}|}\binom{-\frac{\bar{q}}{4|\vec{p}|}}{1}, \quad \tilde{\lambda}_{3}=\sqrt{2|\vec{p}|}\left(\begin{array}{ll}
-\frac{q}{4|\vec{p}|} & 1
\end{array}\right),  \tag{6.13}\\
& \lambda_{4}=i \sqrt{2|\vec{p}|}\left(\begin{array}{c}
\bar{q} \\
4|\vec{p}| \\
1
\end{array}\right), \quad \tilde{\lambda}_{4}=i \sqrt{2|\vec{p}|}\left(\frac{q}{4|\vec{p}|} \quad 1\right) .
\end{align*}
$$

Note the extra factors of $i$ due to the negative energy-component of $p_{4}$ corresponding to an incoming particle.

### 6.2.2 Eikonal phase, deflection angle and time delay

In this section we briefly review relevant aspects of the eikonal approximation and the eikonal phase matrix which allows for an efficient extraction of the deflection angle and time delay/advance from scattering amplitudes.

First, we introduce the amplitude in impact parameter space $\widetilde{\mathcal{A}}$. This is defined as a Fourier transform of the amplitude $\mathcal{A}$ with respect to the momentum transfer $\vec{q}$,

$$
\begin{equation*}
\widetilde{\mathcal{A}}(\vec{b}):=\frac{1}{4 m \omega} \int \frac{d^{d-2} q}{(2 \pi)^{d-2}} e^{i \vec{q} \cdot \vec{b}} \mathcal{A}(\vec{q}), \tag{6.14}
\end{equation*}
$$

where $\vec{b}$ is the impact parameter, and the number of dimensions will eventually be set to $d=4-2 \epsilon$.

In the eikonal approximation the gravitational $S$-matrix is conjectured to be of the form [363, 367]

$$
\begin{equation*}
S_{\mathrm{eik}}=e^{i\left(\delta_{0}+\delta_{1}+\cdots\right)}, \tag{6.15}
\end{equation*}
$$

where $\delta_{0}$ is the leading eikonal phase, which is $\mathcal{O}(G), \delta_{1}$ the first subleading correction, of $\mathcal{O}\left(G^{2}\right)$, and the dots represent subsubleading contributions. Alternatively, one can write the $S$-matrix in impact parameter space as

$$
\begin{equation*}
S_{\mathrm{eik}}=1+\widetilde{\mathcal{A}}_{\omega}^{(0)}+\widetilde{\mathcal{A}}_{\omega^{2}}^{(1)}+\widetilde{\mathcal{A}}_{\omega}^{(1)}+\widetilde{\mathcal{A}}_{\omega^{3}}^{(2)}+\widetilde{\mathcal{A}}_{\omega^{2}}^{(2)}+\widetilde{\mathcal{A}}_{\omega}^{(2)}+\cdots \tag{6.16}
\end{equation*}
$$

where the superscript indicates the loop order $L$ and the subscript the power in the energy $\omega$ of the massless particle. That the maximal power of $\omega$ at a given loop order is $L+1$ is a well-established fact in (super)gravity and we will see below that the $R^{3}$ corrections do not alter this expectation. However, we also find that the $R^{4}$ corrections lead to higher powers of $\omega$ starting at one loop, which is not surprising since higherderivative corrections worsen the high-energy behaviour. In the effective field theory approach we adopt, we are not really interested in high-energy physics (or high-energy completions of the theory) - we use the eikonal approximation as an efficient and elegant tool to extract deflection angles and time delay/advances without passing through the computation of non gauge-invariant intermediate quantities such as effective potentials or Hamiltonians.

Equating (6.15) with (6.16) one gets

$$
\begin{align*}
& \delta_{0}=-i \widetilde{\mathcal{A}}_{\omega}^{(0)},  \tag{6.17}\\
& \delta_{1}=-i \widetilde{\mathcal{A}}_{\omega}^{(1)}, \tag{6.18}
\end{align*}
$$

as well as the condition

$$
\begin{equation*}
-\frac{\left(\delta_{0}\right)^{2}}{2}=\widetilde{\mathcal{A}}_{\omega^{2}}^{(1)} \tag{6.19}
\end{equation*}
$$

which implies the consistency condition

$$
\begin{equation*}
\widetilde{\mathcal{A}}_{\omega^{2}}^{(1)}=\frac{1}{2}\left(\widetilde{\mathcal{A}}_{\omega}^{(0)}\right)^{2} . \tag{6.20}
\end{equation*}
$$

Thus, the contribution to the one-loop amplitude that is leading in $\omega, \widetilde{\mathcal{A}}_{\omega^{2}}^{(1)}$, does not provide any new information about the $S$-matrix. In general, it is only the term in
$\widetilde{\mathcal{A}}^{(L)}$ that is linear in $\omega, \widetilde{\mathcal{A}}_{\omega}^{(L)}$, that provides new information entering $\delta_{L}$. Also, (6.17)(6.20) are conjectured to be valid as matrix equations in the linear space of helicity configurations of external states.

Note that a priori these statements are known to hold for EH gravity. The results in this thesis show that (6.20) also holds for the higher-derivative interactions discussed here at least up to one loop.

Finally, the particle deflection angle can be obtained from the eigenvalues $\delta^{(i)}$ of the eikonal phase matrix $\delta$. Using a saddle-point approximation [134, 137, 363] one finds, for small $\theta$,

$$
\begin{equation*}
\theta^{(i)}=\frac{1}{\omega} \frac{\partial}{\partial b} \delta^{(i)} \tag{6.21}
\end{equation*}
$$

where $i$ runs over all eigenvalues of $\delta$ and $b=|\vec{b}|$. For the time delay, we will use instead [375-377]

$$
\begin{equation*}
t^{(i)}=\frac{\partial \delta^{(i)}}{\partial \omega} \tag{6.22}
\end{equation*}
$$

### 6.3 The relevant scattering amplitudes

In this section we compute the relevant amplitudes needed to extract the deflection angle and time delay/advance induced by the various interactions in (6.1). At tree level we will present exact expressions, while at one loop we only need to compute the part of the amplitude with a discontinuity in the $s$-channel ${ }^{3}$ and we will write the relevant expressions after expanding them in the eikonal approximation (6.9) - this will be denoted in the following by the $\simeq$ symbol. A direct extraction of the classical part of the deflection angle and time delay can be performed using triple cuts, and in an even more refined way using the holomorphic classical limit [158]. We chose instead to compute the one-loop amplitudes through two-particle cuts, which also determine the quantum part of the amplitude. The reason for doing this is twofold: at the practical level, computing the relevant terms in the amplitude from generalised unitarity does not improve the computation significantly, and the additional terms, despite not being used in the present thesis, could become relevant when considering the exponentiation in the eikonal limit at higher orders (see, for example, the discussion about the eikonal exponentiation of $\mathcal{N}=8$ four-point amplitude in [366]).

We will begin our discussion with the simple case of EH gravity, quoting from [141] the relevant two-scalar two-graviton amplitude without helicity flip. We also compute the amplitude with helicity flip, and show that it does not contribute in the eikonal approximation, as correctly assumed in previous treatments. We will then move on to compute the relevant tree and one-loop amplitudes that are necessary to compute the corrections induced by the $R^{3}, R^{4}$ and $F F R$ terms in (6.1). The two-particle cut diagrams relevant for the $R^{3}$ and $R^{4}$ cases are shown in Figure 6.1. The corrections induced by the $F F R$ interaction need a separate analysis and we show the corresponding diagrams in Figures 6.2 and 6.3. Indeed, for the $R^{3}$ and $R^{4}$ interactions both internal and external particles are gravitons, while in the case of $F F R$ we either have external gravitons and internal photons, or viceversa.
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Figure 6.1: The two-particle cut diagrams for the $R^{n}(n=3,4)$ interaction in the $s=-\vec{q}^{2}$-channel. In our conventions external momenta are all outgoing and internal loop momenta flow from left to right in the diagram.

A comment is in order here. Focusing on the cuts relevant for $R^{n}$ depicted in Figure 6.1, the case $h_{3}=h_{4}$ corresponds to the massless particle flipping helicity upon interacting with the scalar, whereas $h_{3}=-h_{4}$ corresponds to the helicity-preserving process, since in our conventions all external particles are outgoing. A simple way to take into account particle statistics is to sum over all values of the internal helicities $h_{1}$ and $h_{2}$ and divide the result by 2 , which correspond to the Bose symmetry factor for the internal gravitons.

### 6.3.1 Four-point scalar/graviton scattering in EH gravity

The relevant tree-level amplitudes in the EH case are the two-scalar/two-graviton amplitudes in the two helicity configurations for the gravitons ${ }^{4}$ :

$$
\begin{align*}
\mathcal{A}_{\mathrm{EH}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right) & =-\left(\frac{\kappa}{2}\right)^{2} \frac{\langle 3| 1 \mid 4]^{4}}{s^{2}}\left[\frac{i}{t-m^{2}}+\frac{i}{u-m^{2}}\right] \\
\mathcal{A}_{\mathrm{EH}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right) & =-\left(\frac{\kappa}{2}\right)^{2} m^{4} \frac{[34]^{2}}{\langle 34\rangle^{2}}\left[\frac{i}{t-m^{2}}+\frac{i}{u-m^{2}}\right] \tag{6.23}
\end{align*}
$$

The computation of the four-point one-loop amplitude without helicity flip in the eikonal approximation (6.9) was performed in [141], with the result

$$
\begin{align*}
\mathcal{A}_{\mathrm{EH}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right) \simeq \mathcal{N}_{h}\left(\frac{\kappa}{2}\right)^{4} & {\left[(2 m \omega)^{4}\left(I_{4}(s, t ; m)+I_{4}(s, u ; m)\right)-15\left(m^{2} \omega\right)^{2} I_{3}(s ; m)\right.} \\
& \left.+(4 m \omega)^{2} s I_{3}(s)-\frac{29}{2}(m \omega)^{2} I_{2}(s)\right] \tag{6.24}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{N}_{h}:=\left(\frac{\langle 3| 2 \mid 4]}{2 m \omega}\right)^{4} \tag{6.25}
\end{equation*}
$$

is a pure phase and $\mathcal{N}_{h} \rightarrow 1$ in the eikonal approximation. We have also computed the new amplitude with helicity flip in the same approximation, with the result

$$
\begin{equation*}
\mathcal{A}_{\mathrm{EH}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right) \simeq\left(\frac{\kappa}{2}\right)^{4} \frac{[34]^{2}}{\langle 34\rangle^{2}}\left(m^{2} s\right)^{2}\left[I_{4}(s, t ; m)+I_{4}(s, u ; m)\right] . \tag{6.26}
\end{equation*}
$$
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### 6.3.2 Four-point scalar/graviton scattering in $\mathbf{E H}+\boldsymbol{R}^{3}$

We now consider the amplitudes with addition of the $R^{3}$ interaction in (6.1): the helicitypreserving amplitude at tree-level is vanishing

$$
\begin{equation*}
\mathcal{A}_{R^{3}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)=0 \tag{6.27}
\end{equation*}
$$

while the helicity-flip amplitude is

$$
\begin{equation*}
\mathcal{A}_{R^{3}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)=i\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha^{\prime}}{4}\right)^{2}[34]^{4} \frac{\left(t-m^{2}\right)\left(u-m^{2}\right)}{s} \tag{6.28}
\end{equation*}
$$

At one loop, the result of [173] for the no-flip amplitude gives:

$$
\begin{align*}
\mathcal{A}_{R^{3}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right) \simeq\left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha^{\prime}}{4}\right)^{2} \mathcal{N}_{h}[ & (m s)^{4}\left(I_{4}(s, t ; m)+I_{4}(s, u ; m)\right)+\left(m^{2} s \omega\right)^{2} I_{3}(s ; m) \\
& \left.+\frac{3}{2}(m s \omega)^{2} I_{2}(s)\right] \tag{6.29}
\end{align*}
$$

The one-loop amplitude with helicity flip requires a new computation and the result in the eikonal approximation is

$$
\begin{align*}
\mathcal{A}_{R^{3}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right) \simeq & \left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha^{\prime}}{4}\right)^{2}[34]^{4}\left[(2 m \omega)^{4}\left(I_{4}(s, t ; m)+I_{4}(s, u ; m)\right)\right. \\
& \left.-13\left(m^{2} \omega\right)^{2} I_{3}(s ; m)+16(m \omega)^{2} s I_{3}(s)+\frac{153}{10}(m \omega)^{2} I_{2}(s)\right] \tag{6.30}
\end{align*}
$$

### 6.3.3 Four-point scalar/graviton scattering in $\mathrm{EH}+\boldsymbol{R}^{4}$

In this section we consider the addition of an $R^{4}$ interaction to the EH action. Such interaction affects the two-scalar two-graviton amplitude at one loop and thus contributes to graviton deflection and time delay at order $G^{2}$. In order to build this amplitude using the unitarity-based method we first need to find out the expression for the four-graviton tree-level amplitudes in the $R^{4}$ theory. We do so here starting from the Lagrangian in (6.3) in order to make contact with the notation of [341]. We also present an alternative derivation only relying on the algorithm presented in Chapter 2, which does not require writing down any Lagrangian.

Deriving the four-graviton amplitudes from (6.3) is straightforward - we simply have to replace the four Riemann tensors in each term by their linearised form corresponding to the four on-shell gravitons. For particle $i$ the well-known expression in momentum space is

$$
\begin{equation*}
R(i)_{\mu \nu \rho \sigma}=\frac{1}{2} F(i)_{\mu \nu} F(i)_{\rho \sigma} \tag{6.31}
\end{equation*}
$$

where

$$
\begin{equation*}
F(i)_{\mu \nu}=p_{i \mu} \varepsilon_{i \nu}-p_{i \nu} \varepsilon_{i \mu} \tag{6.32}
\end{equation*}
$$

Since we are interested in helicity amplitudes, we choose the field strengths $F(i)$ to be selfdual (negative helicity) or anti-selfdual (positive helicity), hence in spinor-helicity formalism their form is

$$
\begin{equation*}
F(i)_{\mathrm{SD} \alpha \dot{\alpha} \beta \dot{\beta}}=-\sqrt{2} \lambda_{i \alpha} \lambda_{i \beta} \epsilon_{\dot{\alpha} \dot{\beta}} \quad \text { and } \quad F(i)_{\mathrm{ASD} \alpha \dot{\alpha} \beta \dot{\beta}}=-\sqrt{2} \tilde{\lambda}_{i \dot{\alpha}} \tilde{\lambda}_{i \dot{\beta}} \epsilon_{\alpha \beta} \tag{6.33}
\end{equation*}
$$

The building blocks in (6.4) are bilinear in Riemann tensors, and take the form

$$
\begin{equation*}
\mathcal{C} \simeq\left(F(i)_{(\mathrm{A}) \mathrm{SD}} \cdot F(j)_{(\mathrm{A}) \mathrm{SD}}\right)^{2}, \tag{6.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{\mathcal{C}} \simeq\left(F(i)_{(\mathrm{A}) \mathrm{SD}} \cdot F(j)_{(\mathrm{A}) \mathrm{SD}}\right)\left(F(i)_{(\mathrm{A}) \mathrm{SD}} \cdot \frac{1}{i} * F(j)_{(\mathrm{A}) \mathrm{SD}}\right), \tag{6.35}
\end{equation*}
$$

where $\cdot$ denotes Lorentz contractions and $*$ denotes the usual Hodge dual which acts on the (anti-)selfdual field strengths as $* F_{\mathrm{SD}}=F_{\mathrm{SD}}$ and $* F_{\mathrm{ASD}}=-F_{\mathrm{ASD}}$. Furthermore, given the form (6.33) these expressions are only non-vanishing if both particles $i$ and $j$ have the same helicity. In summary, if both gravitons have negative helicity (SD field strength) we have

$$
\begin{equation*}
\mathcal{C}=i \widetilde{\mathcal{C}}=\frac{1}{2}\langle i j\rangle^{4}, \tag{6.36}
\end{equation*}
$$

while if both gravitons have positive helicity (ASD field strength) we have

$$
\begin{equation*}
\mathcal{C}=-i \widetilde{\mathcal{C}}=\frac{1}{2}[i j]^{4} . \tag{6.37}
\end{equation*}
$$

With these results one easily arrives at

$$
\begin{align*}
& \mathcal{A}_{R^{4}}^{(0)}\left(1^{++}, 2^{++}, 3^{++}, 4^{++}\right)=i \beta^{+}\left(\frac{\kappa}{2}\right)^{2}\left([12]^{4}[34]^{4}+[13]^{4}[24]^{4}+[14]^{4}[23]^{4}\right), \\
& \mathcal{A}_{R^{4}}^{(0)}\left(1^{--}, 2^{--}, 3^{--}, 4^{--}\right)=i \beta^{-}\left(\frac{\kappa}{2}\right)^{2}\left(\langle 12\rangle^{4}\langle 34\rangle^{4}+\langle 13\rangle^{4}\langle 24\rangle^{4}+\langle 14\rangle^{4}\langle 23\rangle^{4}\right),  \tag{6.38}\\
& \mathcal{A}_{R^{4}}^{(0)}\left(1^{++}, 2^{++}, 3^{--}, 4^{--}\right)=i \widetilde{\beta}\left(\frac{\kappa}{2}\right)^{2}[12]^{4}\langle 34\rangle^{4},
\end{align*}
$$

with

$$
\begin{align*}
\beta^{+} & =4\left(\beta_{1}+\frac{i}{2} \beta_{2}-\beta_{3}\right),  \tag{6.39}\\
\beta^{-} & =4\left(\beta_{1}-\frac{i}{2} \beta_{2}-\beta_{3}\right),  \tag{6.40}\\
\widetilde{\beta} & =4\left(\beta_{1}+\beta_{3}\right) \tag{6.41}
\end{align*}
$$

Note that if we do not allow the parity-odd coupling $\left(\beta_{2}=0\right)$, then the coefficient of the all-plus and all-minus amplitudes are the same $\beta^{+}=\beta^{-}:=\beta$.

The next step is to carry out one-loop amplitude calculations in the eikonal approximation, as done in previous sections. The result for the relevant amplitudes is:

$$
\begin{align*}
& \mathcal{A}_{R^{4}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right) \simeq-\mathcal{N}_{h} \widetilde{\beta}\left(\frac{\kappa}{2}\right)^{4} s^{2}\left[\frac{35}{4}(m \omega)^{4} I_{3}(s ; m)+\frac{93}{8}\left(m \omega^{2}\right)^{2} I_{2}(s)\right], \\
& \mathcal{A}_{R^{4}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right) \simeq-\beta^{+}\left(\frac{\kappa}{2}\right)^{4}[34]^{4}\left[\frac{3}{4}(m \omega)^{4} I_{3}(s ; m)+\frac{55}{24}\left(m \omega^{2}\right)^{2} I_{2}(s)\right], \\
& \mathcal{A}_{R^{4}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{--}\right) \simeq-\beta^{-}\left(\frac{\kappa}{2}\right)^{4}\langle 34\rangle^{4}\left[\frac{3}{4}(m \omega)^{4} I_{3}(s ; m)+\frac{55}{24}\left(m \omega^{2}\right)^{2} I_{2}(s)\right] . \tag{6.42}
\end{align*}
$$

## $R^{4}$ contact terms from the graph-based method

Here we show an alternative and simpler way to compute four-graviton contact terms induced by $R^{4}$-type interactions, based on the algorithm presented in Chapter 2. Despite begin simpler, such method does not provide a normalisation of the amplitude in terms of the couplings appearing at the level of the action (6.1).

The first observation is that the terms we are after are polynomial in the spinor variables for which the degree of homogeneity are either $(+2,+2,+2,+2)$ (and its complex conjugate) or $(+2,+2,-2,-2)$. Then, we are looking for the structures with the minimal mass dimension, i.e. with the minimum number of momentum insertions, which in this case turn out to be zero. This means that all the planar graphs give a basis of kinematically independent monomials. The MHV configuration $(+2,+2,-2,-2)$ is trivial because there is only one monomial: which also respect the correct permutation

$$
\mathcal{A}_{R^{4}}^{(0)}\left(1^{++}, 2^{++}, 3^{--}, 4^{--}\right) \propto \mathbb{M} \circ \stackrel{2}{2}=[12]^{4}\langle 34\rangle^{4},
$$

symmetries.
For the all-plus configuration we have five kinematically independent monomials:


$$
\mathbb{M} \circ \overbrace{3}^{1}=[12]^{2}[14]^{2}[23]^{2}[34]^{2} .
$$

Upon imposing permutation symmetry to such terms, we find that the first and the second couple of terms give the same contact terms. Moreover, after symmetrising such structures, we find that the polynomials are written in terms of non planar monomials. For example, for the first we find:

$$
\frac{1}{3}[14]^{4}[23]^{4}+\frac{1}{3}[13]^{4}[24]^{4}+\frac{1}{3}[12]^{4}[34]^{4},
$$

where the first term correspond to


We can recursively untie the crossing of such graphs to write them as a linear combination of the planar monomials, using recursively the graph identity shown in Figure 2.2. Once we perform this decomposing we find that the three remaining terms are all proportional to each other. Then there is a unique kinematically independent contact term for the all-plus configuration

$$
\mathcal{A}_{R^{4}}^{(0)}\left(1^{++}, 2^{++}, 3^{++}, 4^{++}\right) \propto \mathcal{Y}_{\overline{1121344}} \circ \mathbb{M} \circ{ }^{2}=\frac{1}{3}\left([14]^{4}[23]^{4}+[13]^{4}[24]^{4}+[12]^{4}[34]^{4}\right) .
$$

### 6.3.4 Scattering with the FFR interaction

The last interaction we wish to consider is the $F F R$ term in (6.1). From an on-shell point of view this is the simplest non-minimal modification of the coupling of photons to gravity. As we will show below this leads to new corrections to the bending and time delay/advance of light and graviton propagation in the background of a very massive scalar particle.

This new interaction modifies the three-point two-photon/one-graviton amplitude:

$$
\begin{equation*}
\mathcal{A}_{\mathrm{FFR}}^{(0)}\left(1^{+}, 2^{+}, 3^{++}\right)=i\left(\frac{\kappa}{2}\right)\left(\frac{\alpha_{\gamma}}{4}\right)[13]^{2}[23]^{2}, \tag{6.43}
\end{equation*}
$$

which we will now use to construct the relevant amplitudes at tree level and one loop to compute deflection angles and time delay in the presence of this interaction. Note that this amplitude is determined by its helicity structure and dimensional analysis up to a normalisation which we fixed from the our action (6.1).

## Graviton deflection

Using their factorisation properties or Feynman diagrams, we have computed the fourpoint amplitudes relevant for graviton deflection from a massive charged source (such as a charged black hole). The new $F F R$ interaction involves two photons and one graviton, hence one cannot generate a tree-level correction to the amplitude with two scalars and two gravitons. The first corrections arise at one loop, from the cut diagrams in Figure 6.2.

For the cut diagram on the left-hand side of the figure, we need the tree-level scalar QED amplitude with two photons and two massive scalars [130]

$$
\begin{equation*}
\mathcal{A}_{\mathrm{SQED}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{+}, 4^{+}\right)=Q^{2} m^{2} \frac{[34]^{2}}{s}\left(\frac{i}{t-m^{2}}+\frac{i}{u-m^{2}}\right), \tag{6.44}
\end{equation*}
$$



Figure 6.2: The two-particle cut diagrams in the $s=-\vec{q}^{2}$-channel of the graviton deflection angle in the presence of an FFR interaction. The internal lines are photons. The first diagram is proportional to $\kappa^{2} e^{2}$ and is only non-vanishing for $h_{1}=h_{2}$ for the internal photons. The second diagram is proportional to $\kappa^{4}$, it is non-vanishing when $h_{4}=-h_{3}$ and $h_{2}=-h_{1}$ thus it contributes solely to the helicity-preserving configuration. Also, it only produces quantum corrections (bubble integrals) with coefficients that vanish in the case of four-dimensional external kinematics.
along with the modification to the two-graviton/two-photon amplitudes arising from the $F F R$ coupling for both helicity configurations of the graviton: no flip,

$$
\begin{equation*}
\mathcal{A}_{\mathrm{FFR}}^{(0)}\left(1^{+}, 2^{+}, 3^{--}, 4^{++}\right)=-i\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right)[12]^{2} \frac{\langle 3| 1 \mid 4]^{4}}{s t u} \tag{6.45}
\end{equation*}
$$

or flipped,

$$
\begin{equation*}
\mathcal{A}_{\mathrm{FFR}}^{(0)}\left(1^{+}, 2^{+}, 3^{++}, 4^{++}\right)=i\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right)\left(\frac{[13]^{2}[34]^{2}[42]^{2}}{s_{13}}+\frac{[23]^{2}[34]^{2}[41]^{2}}{s_{23}}\right) . \tag{6.46}
\end{equation*}
$$

Both amplitudes can be computed with on-shell techniques. Specifically, (6.45) can be constructed using BCFW recursion relations [22] by shifting appropriately the graviton momenta, while it is easy to verify [25] that (6.46) can be derived via an (holomorphic) all-line shift. Note that the two-particle cut is non-vanishing only in the singlet configuration (internal photons with the same helicities). This is because the fourpoint amplitude with two photons and two gravitons induced by the $F F R$ interaction is non-vanishing only for same-helicity photons.

We now move to the cut diagram on the right-hand side of Figure 6.2. The two-photon/two-graviton EH amplitude only exists in the configuration where the gravitons and the photons have opposite helicity (see for instance [134]),

$$
\begin{equation*}
\mathcal{A}_{\mathrm{EH}}^{(0)}\left(1^{+}, 2^{-}, 3^{++}, 4^{--}\right)=-i\left(\frac{\kappa}{2}\right)^{2}[13]^{2}\langle 24\rangle^{2} \frac{\langle 4| 1 \mid 3]^{2}}{s t u}, \tag{6.47}
\end{equation*}
$$

and thus it contributes only in the helicity-preserving process. Hence, in order to compute the cut we will only need the following two-scalar/two-photon amplitude involving an $F F R$ interaction:

$$
\begin{equation*}
\left.\left.\mathcal{A}_{\mathrm{FFR}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{-}, 4^{+}\right)=-i\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right)\langle 3| 1 \right\rvert\, 4\right]^{2} . \tag{6.48}
\end{equation*}
$$

Such amplitude is a contact term and can be only computed consistently with the action (6.1) using the corresponding Feynman rules.

Following the above considerations, the one-loop amplitudes in the eikonal limit can be computed entirely from the LHS of Figure 6.2, and are found to be

$$
\begin{aligned}
\mathcal{A}_{\mathrm{FFR}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right) \simeq-\mathcal{N}_{h} Q^{2}\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right) s & {\left[(m s)^{2}\left(I_{4}(s, t ; m)+I_{4}(s, u ; m)\right)\right.} \\
& \left.+(m \omega)^{2} I_{3}(s ; m)+\frac{3}{4} \frac{s^{3}}{\omega^{2}} I_{3}(s)+\frac{3}{2} \omega^{2} I_{2}(s)\right],
\end{aligned}
$$

$\mathcal{A}_{\mathrm{FFR}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)=Q^{2}\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right) m^{2}[34]^{4} I_{3}(s ; m)$,
where again $\mathcal{N}_{h}$ is the phase defined in (6.25), and $Q$ denotes the charge of the classical source (the black hole).

## Photon deflection

It is interesting to study how this new FFR interaction affects the bending and time delay/advance of light. In order to do so, we now review the known two-scalar/two-photon amplitudes for minimally coupled photons [134], and present the new corresponding amplitudes induced by the $F F R$ interaction, both at tree and one-loop level.

In the following we consider processes where the internal legs are gravitons. In the EH theory, for the two-photon two-scalar process, only the helicity-preserving amplitude is non vanishing, both at tree level

$$
\begin{equation*}
\mathcal{A}_{\mathrm{EH}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{-}, 4^{+}\right)=i\left(\frac{\kappa}{2}\right)^{2} \frac{\langle 3| 1 \mid 4]^{2}}{s}, \tag{6.50}
\end{equation*}
$$

and at one loop [134],

$$
\begin{align*}
\mathcal{A}_{\mathrm{EH}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{-}, 4^{+}\right) \simeq-\mathcal{N}_{\gamma}\left(\frac{\kappa}{2}\right)^{4} & {\left[(2 m \omega)^{4}\left(I_{4}(s, t ; m)+I_{4}(s, u ; m)\right)-15\left(m^{2} \omega\right)^{2} I_{3}(s ; m)\right.} \\
& \left.+3 s(2 m \omega)^{2} I_{3}(s)-\frac{161}{30}(m \omega)^{2} I_{2}(s)\right], \tag{6.51}
\end{align*}
$$

where the phase factor $\mathcal{N}_{\gamma}$ is

$$
\begin{equation*}
\mathcal{N}_{\gamma}=\left(\frac{\langle 3| 1 \mid 4]}{2 m \omega}\right)^{2} \simeq-1 . \tag{6.52}
\end{equation*}
$$

We now discuss the corrections to the two-scalar two-photon amplitudes arising from one insertion of the FFR interaction. These come from a single graviton exchange between a minimally coupled scalar and the $F F R$ three-point vertex. At tree level, only the helicity-flip amplitude

$$
\begin{equation*}
\mathcal{A}_{\mathrm{FFR}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{+}, 4^{+}\right)=-i\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right)[34]^{2}\left[\frac{\left(t-m^{2}\right)\left(u-m^{2}\right)}{s}+m^{2}\right], \tag{6.5}
\end{equation*}
$$

contributes in the eikonal approximation, while the no-flip amplitude, already quoted in (6.48), is a contact term that is subleading in the eikonal limit (it does not have a pole


Figure 6.3: The two-particle cut diagrams in the $s=-|\vec{q}|^{2}$-channel contributing to photon deflection to first order in the $F F R$ interaction. We only show the helicity-flip configuration since the helicity-preserving cuts vanish. The cut diagram on the RHS of the figure only contributes terms which are subleading in the eikonal limit.
in $s=-|\vec{q}|^{2}$ ). We also notice that this amplitude can not be completely fixed using on-shell arguments, in a consistent way with (6.1), then we needed the corresponding Feynman rules.

Moving to one loop, the relevant two-particle cuts for the $(++)$ configuration are shown in Figure 6.3. We find that the amplitude with photons in the $(++)$ helicity configuration in the eikonal approximation is

$$
\begin{align*}
\mathcal{A}_{\mathrm{FFR}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{+}, 4^{+}\right) \simeq-\left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha_{\gamma}}{4}\right)[34]^{2} & {\left[(2 m \omega)^{4}\left(I_{4}(s, t ; m)+I_{4}(s, u ; m)\right)\right.} \\
& -15\left(m^{2} \omega\right)^{2} I_{3}(s ; m)+3 s(2 m \omega)^{2} I_{3}(s) \\
& \left.+\frac{3}{10}(m \omega)^{2} I_{2}(s)\right] \tag{6.54}
\end{align*}
$$

while the amplitude with photons in the $(+-)$ helicity configuration vanishes:

$$
\begin{equation*}
\mathcal{A}_{\mathrm{FFR}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{-}, 4^{+}\right)=0 . \tag{6.55}
\end{equation*}
$$

### 6.4 Eikonal phase matrix, deflection angle and time delay

In the previous section we have derived the relevant tree and one-loop amplitudes which we will now use to extract the deflection angle and time delay up to 2 PM order (or $\mathcal{O}\left(G^{2}\right)$ ) generated by the addition of the various couplings in (6.1). The key quantity is the eikonal phase matrix $\delta$, to be introduced below, of which we will compute the leading, $\delta_{0}$, and subleading contributions, $\delta_{1}$. As an important consistency check we will confirm that the leading-energy contribution of the one-loop amplitudes captures the required exponentiation of the leading-order eikonal phase matrix $\delta_{0}$.

In the following we focus on the classical contribution to $\delta$. We stress that for the cases we consider, $\delta$ will be a $2 \times 2$ matrix: the diagonal entries correspond to the two amplitudes $\mathcal{A}\left(1^{\phi}, 2^{\phi}, 3^{h_{1}}, 4^{h_{2}}\right)$ where the helicity of the massless particle is not flipped (which in our all-outgoing convention corresponds to $h_{1}=-h_{2}$ ), while the off-diagonal ones correspond to the two helicity-flip processes (with $h_{1}=h_{2}$ ).

As a final comment, we note that the combined effect of the interactions in (6.1) is simply the sum of the contributions of each interaction treated independently; hence
we will study them separately, and begin our discussion by reviewing the computation in EH gravity.

### 6.4.1 Graviton deflection angle and time delay in Einstein-Hilbert gravity

## Leading eikonal

The relevant tree-level amplitudes in EH gravity are given in (6.23). In the eikonal approximation (6.9) they become

$$
\begin{align*}
& \mathcal{A}_{\mathrm{EH}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right) \simeq i\left(\frac{\kappa}{2}\right)^{2} \frac{(2 m \omega)^{2}}{\vec{q}^{2}}, \\
& \mathcal{A}_{\mathrm{EH}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right) \simeq i\left(\frac{\kappa}{2}\right)^{2} \frac{m^{2}}{(2 \omega)^{2}} \frac{q^{4}}{\vec{q}^{2}} \simeq 0, \tag{6.56}
\end{align*}
$$

where the second amplitude is subleading compared to the first.
The amplitudes in impact parameter space are obtained from those in momentum space using (6.14). To compute them, we will use repeatedly the result

$$
\begin{equation*}
f(p, d):=\int \frac{d^{d} q}{(2 \pi)^{d}} e^{i \vec{q} \vec{b}}|\vec{q}|^{p}=\frac{2^{p} \pi^{-d / 2} \Gamma\left(\frac{d+p}{2}\right)}{\Gamma\left(-\frac{p}{2}\right)} \frac{1}{b^{d+p}}, \tag{6.57}
\end{equation*}
$$

where $b:=|\vec{b}|$. We then have

$$
\begin{align*}
& \left.\widetilde{\mathcal{A}}_{\mathrm{EH}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega}=i\left(\frac{\kappa}{2}\right)^{2} \frac{m \omega}{4 \pi^{\frac{d-2}{2}}} \Gamma\left(\frac{d}{2}-2\right) \frac{1}{b^{d-4}},  \tag{6.58}\\
& \left.\widetilde{\mathcal{A}}_{\mathrm{EH}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)\right|_{\omega}=0,
\end{align*}
$$

therefore the leading eikonal phase matrix is

$$
\begin{equation*}
\delta_{0, \mathrm{EH}}=\left(\frac{\kappa}{2}\right)^{2}(m \omega) f(-2, d-2) \mathbb{1}_{2} \simeq-\left(\frac{\kappa}{2}\right)^{2} \frac{m \omega}{2 \pi}\left[\frac{1}{4-d}+\log b\right] \mathbb{1}_{2}+\cdots, \tag{6.59}
\end{equation*}
$$

where we omitted terms of $\mathcal{O}(d-4)$ and finite terms which do not depend on $\vec{b}$.
Next we consider the one-loop amplitudes (6.24) and (6.26). In order to check exponentiation (6.20) we only keep terms that are leading in energy in the eikonal approximation, i.e. $\mathcal{O}\left(\omega^{3}\right)$ in momentum space (or $\mathcal{O}\left(\omega^{2}\right)$ in impact parameter space). These are

$$
\begin{align*}
& \left.\mathcal{A}_{\mathrm{EH}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega^{3}}=\left(\frac{\kappa}{2}\right)^{4}(2 m \omega)^{4}\left[I_{4}(s, t ; m)+I_{4}(s, u ; m)\right],  \tag{6.60}\\
& \left.\mathcal{A}_{\mathrm{EH}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)\right|_{\omega^{3}}=0,
\end{align*}
$$

where the sum of the box integrals $I_{4}(s, t ; m)+I_{4}(s, u ; m)$ was evaluated in $d$ dimensions in [142] and is given in (D.12). Transforming to impact parameter space, we have

$$
\begin{equation*}
\left.\widetilde{\mathcal{A}}_{\mathrm{EH}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega^{2}}=-\left(\frac{\kappa}{2}\right)^{4}(m \omega)^{2} \frac{2^{d-7} \Gamma(d-4)}{\pi^{\frac{d}{2}}(d-4) \Gamma(3-d / 2)} \frac{1}{b^{2 d-8}} . \tag{6.61}
\end{equation*}
$$

As expected from (6.20), we find that

$$
\begin{equation*}
\left.\widetilde{\mathcal{A}}_{\mathrm{EH}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega^{2}}=\frac{1}{2}\left[\left.\widetilde{\mathcal{A}}_{\mathrm{EH}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega}\right]^{2}+\mathcal{O}(d-4) . \tag{6.62}
\end{equation*}
$$

## Subleading eikonal

In momentum space, the subleading contribution to the eikonal phase matrix is extracted from the $\mathcal{O}\left(\omega^{2}\right)$ contribution to the amplitude in (6.24):5

$$
\begin{equation*}
\left.\mathcal{A}_{\mathrm{EH}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega^{2}}=\left(\frac{\kappa}{2}\right)^{4}\left(-15 m^{4} \omega^{2}\right) I_{3}(s ; m), \tag{6.63}
\end{equation*}
$$

where $I_{3}(s ; m)$ is given in (D.11), and as usual $s=-|\vec{q}|^{2}$. In the following we focus on the first term on the right-hand side of (D.11), since the log term only contributes quantum corrections. Using

$$
\begin{equation*}
\int \frac{d^{d-2} q}{(2 \pi)^{d-2}} e^{i \vec{q} \cdot \vec{b}}|\vec{q}|^{-1}=\frac{1}{2 \pi} \frac{1}{b}+\mathcal{O}(d-4) \tag{6.64}
\end{equation*}
$$

we obtain the subleading part of the amplitude in impact parameter space:

$$
\begin{equation*}
\left.\widetilde{\mathcal{A}}_{\mathrm{EH}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega}=i\left(\frac{\kappa}{2}\right)^{4} \frac{15}{256 \pi} \frac{m^{2} \omega}{b} \tag{6.65}
\end{equation*}
$$

and finally, using (6.18), $\delta_{1}$ :

$$
\begin{equation*}
\delta_{1, \mathrm{EH}}=\left(\frac{\kappa}{2}\right)^{4} \frac{15}{256 \pi} \frac{m^{2} \omega}{b} \mathbb{1}_{2} . \tag{6.66}
\end{equation*}
$$

The eikonal phase matrix up to one loop in EH is then given by

$$
\begin{equation*}
\delta_{\mathrm{EH}}=\delta_{0, \mathrm{EH}}+\delta_{1, \mathrm{EH}}+\cdots=-\left(\frac{\kappa}{2}\right)^{2} \frac{m \omega}{2 \pi}\left[\frac{1}{4-d}+\log b-\left(\frac{\kappa}{2}\right)^{2} \frac{15}{256 \pi} \frac{m}{b}\right] \mathbb{1}_{2}+\cdots \tag{6.67}
\end{equation*}
$$

Note that this matrix is proportional to the identity, since the polarisation of the gravitons scattered by the classical source is unchanged. The deflection angle can now be extracted using (6.21). While the eigenvalues of $\delta$ are divergent in $d=4$, the corresponding deflection angle is finite:

$$
\begin{equation*}
\theta_{\mathrm{EH}}=-\frac{1}{2 \pi}\left(\frac{\kappa}{2}\right)^{2} \frac{m}{b}\left[1+\left(\frac{\kappa}{2}\right)^{2} \frac{15}{128} \frac{m}{b}\right]=-\frac{4 G m}{b}\left(1+G \frac{15 \pi}{16} \frac{m}{b}\right) . \tag{6.68}
\end{equation*}
$$

This result agrees with the derivation of [141], and as expected matches the photon deflection angle [132, 134], first computed by Einstein. ${ }^{6}$

Another quantity of interest which can be extracted from the eigenvalues of the eikonal matrix is the time delay. Using (6.22) applied to the leading eikonal phase (6.59), we get

$$
\begin{equation*}
t_{\mathrm{EH}}=-\left(\frac{\kappa}{2}\right)^{2} \frac{m}{2 \pi}\left(\frac{1}{4-d}+\log b\right) \tag{6.69}
\end{equation*}
$$

As is well known, in order to define the time delay in four dimensions we need to take the difference of two time delays as measured by an observer at $b$ and one at a much larger distance $b_{0} \gg b$ [340]. Doing so the pole in (6.69) drops out, and neglecting power-suppressed terms in $b_{0}$ one gets

$$
\begin{equation*}
t_{\mathrm{EH}}=\left(\frac{\kappa}{2}\right)^{2} \frac{m}{2 \pi} \log \frac{b_{0}}{b}=4 G m \log \frac{b_{0}}{b}, \tag{6.70}
\end{equation*}
$$

[^48]in agreement with [380]. Including now also the contribution from $\delta_{1}$, we arrive at the result
\[

$$
\begin{equation*}
t_{\mathrm{EH}}=\left(\frac{\kappa}{2}\right)^{2} \frac{m}{2 \pi}\left[\log \frac{b_{0}}{b}+\left(\frac{\kappa}{2}\right)^{2} \frac{15}{128} \frac{m}{b}\right]=4 G m\left[\log \frac{b_{0}}{b}+G \frac{15 \pi}{16} \frac{m}{b}\right] . \tag{6.71}
\end{equation*}
$$

\]

In the next sections we compute the corrections $\Delta \theta_{X}$ and $\Delta t_{X}$ to the deflection angle (6.68) and time delay (6.70) in EH due to the inclusion of an interactions $X$ in (6.1). The complete deflection angle and time delay will then be $\theta_{\mathrm{EH}}+\Delta \theta_{X}$ and $t_{\mathrm{EH}}+\Delta t_{X}$.

### 6.4.2 Graviton deflection angle and time delay in $\mathrm{EH}+\boldsymbol{R}^{3}$

## Leading eikonal

The relevant new amplitudes are obtained by evaluating (6.27) and (6.28) in the eikonal limit (6.9), with the result

$$
\begin{align*}
& \mathcal{A}_{R^{3}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)=0, \\
& \mathcal{A}_{R^{3}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right) \simeq i\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha^{\prime}}{4}\right)^{2}(2 m \omega)^{2} \frac{q^{4}}{\vec{q}^{2}}, \tag{6.72}
\end{align*}
$$

where from (6.12) we have $[34]^{4}=q^{4}$. In order to transform to impact parameter space we rewrite

$$
\begin{equation*}
\vec{b} \cdot \vec{q}=\mathfrak{b} \bar{q}+\overline{\mathfrak{b}} q, \tag{6.73}
\end{equation*}
$$

with $\mathfrak{b}:=\left(b_{1}+i b_{2}\right) / 2$, and $\overline{\mathfrak{b}}:=\left(b_{1}-i b_{2}\right) / 2$ (and we recall our previous definitions $\left.q=q_{1}+i q_{2}, \bar{q}=q_{1}-i q_{2}\right)$, from which $\mathfrak{b} \overline{\mathfrak{b}}=b^{2} / 4$. Then in $\vec{b}$-space we have

$$
\begin{align*}
\left.\widetilde{\mathcal{A}}_{R^{3}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)\right|_{\omega} & =i\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha^{\prime}}{4}\right)^{2}(m \omega)\left(\frac{\partial}{\partial \overline{\mathfrak{b}}}\right)^{4} f(-2, d-2)  \tag{6.74}\\
& =i\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{(m \omega)}{\overline{\mathfrak{b}}^{4}} \xi f(-2, d-2),
\end{align*}
$$

where

$$
\begin{equation*}
\xi:=\left(\frac{d}{2}-2\right)\left(\frac{d}{2}-1\right)\left(\frac{d}{2}\right)\left(\frac{d}{2}+1\right) . \tag{6.75}
\end{equation*}
$$

Hence the leading eikonal phase matrix $\delta_{0}$, including the first contribution from the $R^{3}$ interaction, has the form

$$
\begin{equation*}
\delta_{0}=\delta_{0, \mathrm{EH}}+\delta_{0, R^{3}}, \tag{6.76}
\end{equation*}
$$

where $\delta_{0, \mathrm{EH}}$ is given in (6.59), and

$$
\delta_{0, R^{3}}=\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha^{\prime}}{4}\right)^{2}(m \omega)[\xi f(-2, d-2)]\left(\begin{array}{cc}
0 & \overline{\mathfrak{b}}^{-4}  \tag{6.77}\\
\mathfrak{b}^{-4} & 0
\end{array}\right)
$$

where we have used (6.17).
Moving on to one loop, from (6.29) and (6.30) we obtain

$$
\begin{align*}
& \left.\mathcal{A}_{R^{3}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega^{3}}=0 \\
& \left.\mathcal{A}_{R^{3}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)\right|_{\omega^{3}}=\left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha^{\prime}}{4}\right)^{2}[34]^{4}(2 m \omega)^{4}\left[I_{4}(s, t)+I_{4}(s, u)\right] \tag{6.78}
\end{align*}
$$

Transforming to impact parameter space, and using (D.12), we arrive at

$$
\begin{align*}
\left.\widetilde{\mathcal{A}}_{R^{3}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)\right|_{\omega^{2}} & =-\left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{(m \omega)^{2}}{2 \pi} \frac{1}{d-4}\left(\frac{\partial}{\partial \overline{\mathfrak{b}}}\right)^{4} f(d-6, d-2) \\
& =-\left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{(m \omega)^{2}}{2 \pi \overline{\mathfrak{b}}^{4}} \frac{\xi^{\prime}}{d-4} f(d-6, d-2), \tag{6.79}
\end{align*}
$$

where

$$
\begin{equation*}
\xi^{\prime}:=(d-4)(d-3)(d-2)(d-1) \tag{6.80}
\end{equation*}
$$

The leading one-loop amplitude matrix in the eikonal approximation is then found to be

$$
\widetilde{\mathcal{A}}_{\omega^{2}}^{(1)}=-\left(\frac{\kappa}{2}\right)^{4}(m \omega)^{2} \frac{f(d-6, d-2)}{2 \pi(d-4)}\left(\begin{array}{cc}
1 & \left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{\xi^{\prime}}{\overline{\mathfrak{b}}^{4}}  \tag{6.81}\\
\left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{\xi^{\prime}}{\mathfrak{b}^{4}} & 1
\end{array}\right)
$$

One can then check the matrix relation

$$
\begin{equation*}
\mathcal{A}_{\omega^{2}}^{(1)}=-\frac{1}{2}\left(\delta_{0}\right)^{2}+\mathcal{O}(d-4) \tag{6.82}
\end{equation*}
$$

in agreement with (6.20). In writing (6.82) we have used that,

$$
\left(\delta_{0}\right)^{2}=\left(\frac{\kappa}{2}\right)^{4}(m \omega)^{2}[f(-2, d-2)]^{2}\left(\begin{array}{cc}
1 & \left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{2 \xi}{\overline{\overline{\mathfrak{b}}}^{4}}  \tag{6.83}\\
\left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{2 \xi}{\mathfrak{b}^{4}} & 1
\end{array}\right)
$$

up to and including $\mathcal{O}\left(\left(\alpha^{\prime} / 4\right)^{2}\right)$.
Finally we compute the eigenvalues of the matrix $\delta_{0}$ in (6.76). Using

$$
\begin{equation*}
\xi f(-2, d-2)=\frac{3}{2 \pi}+\mathcal{O}(d-4) \tag{6.84}
\end{equation*}
$$

we can rewrite it as

$$
\delta_{0}=\left(\frac{\kappa}{2}\right)^{2} \frac{m \omega}{2 \pi}\left(\begin{array}{cc}
-\frac{1}{2 \epsilon}-\log b & \left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{3}{\overline{\mathfrak{b}}^{4}}  \tag{6.85}\\
\left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{3}{\mathfrak{b}^{4}} & -\frac{1}{2 \epsilon}-\log b
\end{array}\right)
$$

whose eigenvalues are

$$
\begin{equation*}
\delta_{0}^{(1,2)}=\left(\frac{\kappa}{2}\right)^{2} \frac{m \omega}{2 \pi}\left[-\frac{1}{2 \epsilon}-\log b \pm\left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{48}{b^{4}}\right] \tag{6.86}
\end{equation*}
$$

Following identical steps to those leading from (6.67) to (6.71), one obtains for the time delay at $\mathcal{O}(G)$

$$
\begin{equation*}
t_{\mathrm{EH}+R^{3}}=4 G m\left[\log \frac{b_{0}}{b} \pm\left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{48}{b^{4}}\right] \tag{6.87}
\end{equation*}
$$

where $G=\kappa^{2} /(32 \pi)$. For sufficiently small $b$ the eigenvalue with the choice of negative sign may become negative, leading to a time advance.

## Comparison to the work of [340]

The time advance due to $R^{3}$ terms was first discovered in [340], from which it was argued that the only way to avoid causality violations is to embed the $R^{3}$ theory into an appropriate ultraviolet completion - in other words a consistent ultraviolet completion of gravitational theories with an $R^{3}$ interaction requires the addition of an infinite tower of massive particles with higher spins. Here we wish to briefly compare our results to theirs.

The authors of [340] considered the interaction of a graviton with the background produced by a coherent state of massless particles, and computed the eikonal phase in order to obtain the Shapiro time delay. The coherent state simulates a large number of successive interactions of the graviton with a single weakly-coupled particle, each instance being considered as independent and contributing with a small amount to the total phase shift. It is then observed that the presence of the $R^{3}$ coupling, which modifies the three-point graviton amplitude, leads to non-degenerate eigenvalues of the eikonal phase matrix. This set-up avoids a subtlety which is present when we consider the graviton scattered off a black hole. Indeed, such causality violation can be observed only for very small impact parameter. On the other hand, such classical scattering is meaningful only if the impact parameter is larger then the Schwarzschild radius of the black hole, $b \gg 2 G m$. In the shockwave scattering considered in [340] such constrain is lifted and this is an example of causality violation of the classical theory. On the other hand, the quantum (effective) theory is well-defined up to a UV scale $\Lambda\left(b \gg \frac{1}{\Lambda}\right)$, with $\alpha^{\prime}=\frac{c_{\alpha^{\prime}}}{\Lambda^{2}}$ and $c_{\alpha^{\prime}}$ a order unit coefficient. Indeed, it is easy to check that such causality violation appear at length scales $b \sim \frac{1}{\Lambda}$, where the predictivity of the theory breaks down.

Concretely, it is interesting to compare the eigenvalues (6.86) of the leading eikonal phase matrix (6.76). Pleasingly, these eigenvalues turn out to be identical ${ }^{7}$ to the eigenvalues (3.22) of [340], upon replacing $m \omega \rightarrow \omega^{2}$. This is due to the fact that we consider a different set-up, with massless gravitons moving in the background produced by massive scalar objects of mass $m$. In both cases the time advance is induced by the novel three-graviton coupling generated by the $R^{3}$ interaction.

## Subleading eikonal

We now go back to the one-loop amplitudes (6.29) and (6.30) and extract the triangle contributions which are the relevant terms contributing to the subleading eikonal matrix:

$$
\begin{align*}
& \left.\mathcal{A}_{R^{3}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega^{2}}=\left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha^{\prime}}{4}\right)^{2}|\vec{q}|^{4} m^{4} \omega^{2} I_{3}(s ; m), \\
& \left.\mathcal{A}_{R^{3}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)\right|_{\omega^{2}}=-13\left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha^{\prime}}{4}\right)^{2} q^{4} m^{4} \omega^{2} I_{3}(s ; m) . \tag{6.88}
\end{align*}
$$

[^49]We can now transform to impact parameter space, using

$$
\begin{align*}
\int \frac{d^{d-2} q}{(2 \pi)^{d-2}} e^{i \vec{q} \cdot \vec{b}}|\vec{q}|^{3} & =\frac{9}{2 \pi} \frac{1}{b^{5}}+\mathcal{O}(d-4),  \tag{6.89}\\
\left(\frac{\partial}{\partial \overline{\mathfrak{b}}}\right)^{4} \int \frac{d^{d-2} q}{(2 \pi)^{d-2}} e^{i \overrightarrow{\boldsymbol{q}} \cdot \vec{b}}|\vec{q}|^{-1} & =\frac{105}{32 \pi} \frac{1}{b} \frac{1}{\overline{\mathfrak{b}}^{4}}+\mathcal{O}(d-4) . \tag{6.90}
\end{align*}
$$

The amplitudes in impact parameter space then become

$$
\begin{align*}
& \left.\widetilde{\mathcal{A}}_{R^{3}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega}=-i\left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{9}{256 \pi} \frac{m^{2} \omega}{b^{5}},  \tag{6.91}\\
& \left.\widetilde{\mathcal{A}}_{R^{3}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)\right|_{\omega}=i\left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{1365}{4096 \pi} \frac{m^{2} \omega}{b} \frac{1}{\overline{\mathfrak{b}}^{4}} .
\end{align*}
$$

Using (6.17), we can extract the contribution of the $R^{3}$ interaction to the subleading eikonal matrix $\delta_{1}$ :

$$
\delta_{1, R^{3}}=\left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha^{\prime}}{4}\right)^{2} \frac{1}{256 \pi} \frac{m^{2} \omega}{b}\left(\begin{array}{ccc}
-\frac{9}{b^{4}} & \frac{1365}{16} \frac{1}{\overline{\mathfrak{b}}^{4}}  \tag{6.92}\\
\frac{1365}{16} \frac{1}{\mathfrak{b}^{4}} & -\frac{9}{b^{4}}
\end{array}\right)
$$

Then the correction to the graviton deflection angle is

$$
\begin{equation*}
\Delta \theta_{R^{3}}^{(1,2)}=-\frac{4 G m}{b}\left(\frac{\alpha^{\prime}}{4}\right)^{2}\left[ \pm \frac{192}{b^{4}}+\frac{5 \pi}{16}(-9 \pm 1365) \frac{G m}{b^{5}}\right] \tag{6.93}
\end{equation*}
$$

The deflection involving a graviton whose helicity is preserved in the scattering process has already been studied in [173], instead the flipped helicity case is presented here for the first time.

Finally, for the time delay we arrive at

$$
\begin{equation*}
\Delta t_{R^{3}}^{(1,2)}=4 G m\left(\frac{\alpha^{\prime}}{4}\right)^{2}\left[ \pm 48 \frac{1}{b^{4}}+\frac{\pi}{16}(-9 \pm 1365) \frac{G m}{b^{5}}\right] . \tag{6.94}
\end{equation*}
$$

### 6.4.3 Graviton deflection angle and time delay in $\mathrm{EH}+\boldsymbol{R}^{4}$

In this section we consider the deflection of gravitons induced by eight-derivative couplings in the Lagrangian, which we collectively denote as $R^{4}$. We will only consider the parity-even interactions in (6.3) in order to present more compact formulae, therefore we set $\beta_{2}=0$, and hence $\beta^{+}=\beta^{-}=\beta$ in (6.38) and (6.42). Furthermore, since these interactions do not produce a three-graviton vertex, it is impossible to build any treelevel two-scalar two-graviton amplitude involving $R^{4}$. Thus there is no tree-level (1PM) bending associated to the new term in the Lagrangian, and one has

$$
\begin{equation*}
\delta_{0, R^{4}}=0, \tag{6.95}
\end{equation*}
$$

and the leading contribution arises at 2 PM order. Furthermore, since the $R^{4}$ term only produces a contact term four-graviton interaction, the resulting one-loop amplitudes does not contain any box integral. This is consistent with the absence of a tree-level
contribution in (6.95) which, in the eikonal approximation, is expected to exponentiate, and would result at one loop in the appearance of box integrals. The same situation occurs for the graviton deflection due to $F F R$ couplings discussed in Section 6.4.4.

The relevant one-loop amplitudes are given in (6.42), and from the massive triangle contributions we extract the following results in the eikonal approximation:

$$
\begin{align*}
& \left.\mathcal{A}_{R^{4}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega^{4}}=i \widetilde{\beta}\left(\frac{\kappa}{2}\right)^{4} \frac{35}{128} m^{3} \omega^{4}|\vec{q}|^{3},  \tag{6.96}\\
& \left.\mathcal{A}_{R^{4}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)\right|_{\omega^{4}}=i \beta\left(\frac{\kappa}{2}\right)^{4} \frac{3}{128} m^{3} \omega^{4} \frac{q^{4}}{|\vec{q}|},
\end{align*}
$$

which then translate in impact parameter space into

$$
\begin{align*}
& \left.\widetilde{\mathcal{A}}_{R^{4}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega^{3}}=i \widetilde{\beta}\left(\frac{\kappa}{2}\right)^{4} \frac{315}{512} \frac{m^{2} \omega^{3}}{2 \pi b^{5}},  \tag{6.97}\\
& \left.\widetilde{\mathcal{A}}_{R^{4}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)\right|_{\omega^{3}}=i \beta\left(\frac{\kappa}{2}\right)^{4} \frac{315}{512} \frac{m^{2} \omega^{3}}{32 \pi b} \frac{1}{\overline{\mathfrak{b}^{4}}} .
\end{align*}
$$

The subleading eikonal phase matrix resulting from the previous amplitudes is given by

$$
\delta_{1, R^{4}}=\left(\frac{\kappa}{2}\right)^{4} \frac{315}{512} \frac{m^{2} \omega^{3}}{2 \pi} \frac{1}{b}\left(\begin{array}{cc}
\widetilde{\beta} \frac{1}{b^{4}} & \frac{\beta}{16} \frac{1}{\overline{\mathfrak{b}}^{4}}  \tag{6.98}\\
\frac{\beta}{16} \frac{1}{\mathfrak{b}^{4}} & \widetilde{\beta} \frac{1}{b^{4}}
\end{array}\right) .
$$

Upon extracting the eigenvalues and using (6.21), we can compute the deflection angle

$$
\begin{equation*}
\Delta \theta_{R^{4}}^{(1,2)}=-(\widetilde{\beta} \pm \beta)(G m)^{2} \frac{1575 \pi}{16} \frac{\omega^{2}}{b^{6}} \tag{6.99}
\end{equation*}
$$

and the time delay

$$
\begin{equation*}
\Delta t_{R^{4}}^{(1,2)}=(\widetilde{\beta} \pm \beta)\left(\frac{\kappa}{2}\right)^{4} \frac{945}{512} \frac{m^{2} \omega^{2}}{2 \pi} \frac{1}{b^{5}}=(\widetilde{\beta} \pm \beta)(G m)^{2} \frac{945 \pi}{16} \frac{\omega^{2}}{b^{5}} . \tag{6.100}
\end{equation*}
$$

We can express (6.99) and (6.100) in terms of the couplings introduced in (6.3). In the parity-even theory ( $\beta_{2}=0$ ) we get $\beta+\tilde{\beta}=8 \beta_{1}$, and $\tilde{\beta}-\beta=8 \beta_{3}$. In order to avoid a potential time-advance and associated causality violation in the classical theory, we need to require

$$
\begin{equation*}
\beta_{1}>0 \quad \text { and } \quad \beta_{3}>0 . \tag{6.101}
\end{equation*}
$$

Interestingly this positivity constraint is the same as derived from causality considerations in [338] and general $S$-matrix analyticity properties in [339]. On the other hand, the computation of the time delay is not completely well-posed as the eikonal phase $\delta \propto \omega^{3}$ is expected to break causality and unitarity (as discussed for the signal model in Appendix D of [340]).

### 6.4.4 Graviton deflection angle and time delay in EH + FFR

Next we focus our attention on graviton deflection in EH theory with the addition of an $F F R$ coupling. As discussed in Section 6.3.4, at tree level there is no new two-scalar two-graviton amplitude generated by this interaction, hence

$$
\begin{equation*}
\delta_{0, \mathrm{FFR}}=0 . \tag{6.102}
\end{equation*}
$$

In order to compute the subleading eikonal phase matrix, we look at the massive triangle contribution to the one-loop amplitudes in (6.49),

$$
\begin{align*}
& \left.\mathcal{A}_{\mathrm{FFR}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega^{2}}=-i Q^{2}\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right) \frac{m \omega^{2}}{32}|\vec{q}|  \tag{6.103}\\
& \left.\mathcal{A}_{\mathrm{FFR}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)\right|_{\omega^{2}}=0
\end{align*}
$$

Using

$$
\begin{equation*}
\int \frac{d^{d-2} q}{(2 \pi)^{d-2}} e^{i \vec{q} \cdot \vec{b}}|\vec{q}|=-\frac{1}{2 \pi} \frac{1}{b^{3}}+\mathcal{O}(d-4), \tag{6.104}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& \left.\widetilde{\mathcal{A}}_{\mathrm{FFR}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{--}, 4^{++}\right)\right|_{\omega}=i Q^{2}\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right) \frac{\omega}{256 \pi} \frac{1}{b^{3}},  \tag{6.105}\\
& \left.\widetilde{\mathcal{A}}_{\mathrm{FFR}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{++}, 4^{++}\right)\right|_{\omega}=0,
\end{align*}
$$

In this case the eikonal phase matrix is diagonal and the subleading contribution $\delta_{1, \mathrm{FFR}}$ is immediately seen to be

$$
\begin{equation*}
\delta_{1, \mathrm{FFR}}=Q^{2}\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right) \frac{\omega}{256 \pi} \frac{1}{b^{3}} \mathbb{1}_{2} . \tag{6.106}
\end{equation*}
$$

The new contribution to the graviton deflection angle due to the $F F R$ interaction is

$$
\begin{equation*}
\Delta \theta_{\mathrm{FFR}}=-Q^{2}\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right) \frac{3}{256 \pi} \frac{1}{b^{4}}=-Q^{2} G\left(\frac{\alpha_{\gamma}}{4}\right) \frac{3}{32} \frac{1}{b^{4}} \tag{6.107}
\end{equation*}
$$

and the time delay is

$$
\begin{equation*}
\Delta t_{\mathrm{FFR}}=Q^{2}\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right) \frac{1}{256 \pi} \frac{1}{b^{3}}=Q^{2} G\left(\frac{\alpha_{\gamma}}{4}\right) \frac{1}{32} \frac{1}{b^{3}} . \tag{6.108}
\end{equation*}
$$

The bending in this case is due to the electric charge $Q$ of the black hole, not to its mass, which does not appear in either (6.107) or (6.108). We conclude that in order to avoid possible causality violation due to time advance the coefficient of the $F F R$ interaction must obey the positivity constraint

$$
\begin{equation*}
\alpha_{\gamma}>0 . \tag{6.109}
\end{equation*}
$$

### 6.4.5 Photon deflection angle and time delay in $\mathrm{EH}+\boldsymbol{F} \boldsymbol{F} \boldsymbol{R}$

In this section we consider the photon deflection angle and the time delay/advance arising from the $F F R$ interaction. Compared to the case of graviton bending considered in the previous section, there is a non-vanishing tree-level contribution to the deflection, thus we consider the leading and subleading eikonal cases separately.

## Leading eikonal

The first contribution we consider arises from the EH tree-level amplitude (6.50), which in the eikonal approximation becomes ${ }^{8}$

$$
\begin{equation*}
\mathcal{A}_{\mathrm{EH}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{-}, 4^{+}\right) \simeq i\left(\frac{\kappa}{2}\right)^{2} \frac{(2 m \omega)^{2}}{\vec{q}^{2}} \tag{6.110}
\end{equation*}
$$

[^50]or, upon transforming to impact parameter,
\[

$$
\begin{equation*}
\widetilde{\mathcal{A}}_{\mathrm{EH}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{-}, 4^{+}\right) \simeq i\left(\frac{\kappa}{2}\right)^{2} m \omega f(-2, d-2) . \tag{6.111}
\end{equation*}
$$

\]

Note that (6.110) has the same form as the two-scalar two-graviton amplitude in the eikonal approximation, first equation in (6.56), as consequence of the equivalence principle.

At tree-level the helicity-preserving $F F R$ amplitude (6.48) is purely a contact term, while the helicity-flip amplitude is given in (6.53). The leading contribution in the eikonal limit is then

$$
\begin{align*}
\mathcal{A}_{\mathrm{FFR}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{-}, 4^{+}\right) & \simeq 0, \\
\mathcal{A}_{\mathrm{FFR}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{+}, 4^{+}\right) & \simeq i\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right)(2 m \omega)^{2} \frac{q^{2}}{|\vec{q}|^{2}}, \tag{6.112}
\end{align*}
$$

where we used $[34]^{2}=-q^{2}$. Transforming the non-vanishing helicity-flip amplitude to impact parameter space we obtain

$$
\begin{equation*}
\widetilde{\mathcal{A}}_{\mathrm{FFR}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{+}, 4^{+}\right) \simeq i\left(\frac{\kappa}{2}\right)^{2}\left(\frac{\alpha_{\gamma}}{4}\right) \frac{m \omega}{\overline{\mathfrak{b}}^{2}} \xi^{\prime \prime} f(-2, d-2), \tag{6.113}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi^{\prime \prime}=\left(\frac{d}{2}-2\right)\left(\frac{d}{2}-1\right) \tag{6.114}
\end{equation*}
$$

Defining

$$
\begin{equation*}
\delta_{0}^{\gamma}=\delta_{0, \mathrm{EH}}^{\gamma}+\delta_{0, \mathrm{FFR}}^{\gamma}, \tag{6.115}
\end{equation*}
$$

we can combine (6.111) and (6.113) into a single leading eikonal phase matrix

$$
\delta_{0, \mathrm{FFR}}^{\gamma}=-\left(\frac{\kappa}{2}\right)^{2} \frac{m \omega}{2 \pi}\left(\begin{array}{ll}
\frac{1}{4-d}+\log b & -\left(\frac{\alpha_{\gamma}}{4}\right) \frac{1}{2 \overline{\mathfrak{b}}^{2}}  \tag{6.116}\\
-\left(\frac{\alpha_{\gamma}}{4}\right) \frac{1}{2 \mathfrak{b}^{2}} & \frac{1}{4-d}+\log b
\end{array}\right)
$$

Next, in order to test the expected exponentiation property of the leading eikonal phase matrix, we consider the terms of $\mathcal{O}\left(\omega^{2}\right)$ in the one-loop amplitudes. These are given in impact parameter space by

$$
\begin{align*}
& \left.\widetilde{\mathcal{A}}_{\mathrm{EH}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{-}, 4^{+}\right)\right|_{\omega^{2}}=-\left(\frac{\kappa}{2}\right)^{4}(m \omega)^{2} \frac{f(d-6, d-2)}{2 \pi(d-4)}, \\
& \left.\widetilde{\mathcal{A}}_{\mathrm{FFR}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{+}, 4^{+}\right)\right|_{\omega^{2}}=-\left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha_{\gamma}}{4}\right) \frac{(m \omega)^{2}}{\overline{\mathfrak{b}}^{2}}(d-3) \frac{f(d-6, d-2)}{2 \pi}, \tag{6.117}
\end{align*}
$$

which are obtained from (6.51) and (6.54). Expanding around $d=4$ we find that $\tilde{\mathcal{A}}_{\omega^{2}}^{(1)}$ satisfies the matrix equation

$$
\begin{equation*}
\widetilde{\mathcal{A}}_{\omega^{2}}^{(1)}=-\frac{1}{2}\left(\delta_{0}\right)^{2}+\mathcal{O}(d-4), \tag{6.118}
\end{equation*}
$$

as expected.

## Subleading eikonal

Next we consider the subleading eikonal phase. The only non-vanishing EH contribution comes from the one-loop massive triangles in the helicity-preserving amplitude (6.51), and reads

$$
\begin{equation*}
\left.\widetilde{\mathcal{A}}_{\mathrm{EH}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{-}, 4^{+}\right)\right|_{\omega}=i\left(\frac{\kappa}{2}\right)^{4} \frac{15}{256 \pi} \frac{m^{2} \omega}{b} \tag{6.119}
\end{equation*}
$$

Just as in the case of the leading eikonal phase, the bending angle of photons in pure EH is the same as the graviton bending (6.66) thanks to the equivalence principle.

The contributions coming from the $F F R$ interaction are obtained from (6.55) and (6.54), and in impact parameter space are

$$
\begin{align*}
& \left.\widetilde{\mathcal{A}}_{\mathrm{FFR}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{-}, 4^{+}\right)\right|_{\omega}=0  \tag{6.120}\\
& \left.\widetilde{\mathcal{A}}_{\mathrm{FFR}}^{(1)}\left(1^{\phi}, 2^{\phi}, 3^{+}, 4^{+}\right)\right|_{\omega}=i\left(\frac{\kappa}{2}\right)^{4}\left(\frac{\alpha_{\gamma}}{4}\right) \frac{45}{1024 \pi} \frac{m^{2} \omega}{b} \frac{1}{\overline{\mathfrak{b}}^{2}}
\end{align*}
$$

Combining these results into a subleading eikonal phase matrix we get

$$
\delta_{1, \mathrm{FFR}}^{\gamma}=\left(\frac{\kappa}{2}\right)^{4} \frac{15}{256 \pi} \frac{m^{2} \omega}{b}\left(\begin{array}{cc}
1 & \left(\frac{\alpha_{\gamma}}{4}\right) \frac{3}{4 \overline{\mathfrak{b}}^{2}}  \tag{6.121}\\
\left(\frac{\alpha_{\gamma}}{4}\right) \frac{3}{4 \mathfrak{b}^{2}} & 1
\end{array}\right)
$$

## Deflection angle and time delay

Having computed the eikonal phase matrix at leading and subleading order, we can now extract the light bending angle and time advance/delay. First we compute the eigenvalues of the eikonal phase matrix (6.116), which at leading order match qualitatively the result of photon deflection in a shockwave background (see [370], and [356] for related work). We find the light bending angle up to $\mathcal{O}\left(G^{2}\right)$ :

$$
\begin{align*}
\Delta \theta_{\mathrm{FFR}}^{\gamma(1,2)} & =-\left(\frac{\kappa}{2}\right)^{2} \frac{1}{2 \pi} \frac{m}{b}\left\{1 \pm\left(\frac{\alpha_{\gamma}}{4}\right) \frac{4}{b^{2}}+\left(\frac{\kappa}{2}\right)^{2} \frac{15}{128} \frac{m}{b}\left[1 \pm\left(\frac{\alpha_{\gamma}}{4}\right) \frac{9}{b^{2}}\right]\right\}  \tag{6.122}\\
& =-\frac{4 G m}{b}\left\{1 \pm\left(\frac{\alpha_{\gamma}}{4}\right) \frac{4}{b^{2}}+\frac{15 \pi}{16} \frac{G m}{b}\left[1 \pm\left(\frac{\alpha_{\gamma}}{4}\right) \frac{9}{b^{2}}\right]\right\}
\end{align*}
$$

and the time delay up to $\mathcal{O}\left(G^{2}\right)$ :

$$
\begin{align*}
\Delta t_{\mathrm{FFR}}^{\gamma(1,2)} & =\left(\frac{\kappa}{2}\right)^{2} \frac{m}{2 \pi}\left\{\log \frac{b_{0}}{b} \pm\left(\frac{\alpha_{\gamma}}{4}\right) \frac{2}{b^{2}}+\left(\frac{\kappa}{2}\right)^{2} \frac{15}{128} \frac{m}{b}\left[1 \pm\left(\frac{\alpha_{\gamma}}{4}\right) \frac{3}{b^{2}}\right]\right\}  \tag{6.123}\\
& =4 G m\left\{\log \frac{b_{0}}{b} \pm\left(\frac{\alpha_{\gamma}}{4}\right) \frac{2}{b^{2}}+\frac{15 \pi}{16} \frac{G m}{b}\left[1 \pm\left(\frac{\alpha_{\gamma}}{4}\right) \frac{3}{b^{2}}\right]\right\}
\end{align*}
$$

We note that the $\mathcal{O}\left(G \alpha_{\gamma}\right)$ part of our result (6.122) is in precise agreement with [354] while it disagrees with $[353]^{9}$. Note that $(6.123)$ generically leads to a potential time advance and causality violation independent of the sign of the coupling $\alpha_{\gamma}$. This parallels the situation for the $R^{3}$ interaction which requires an appropriate UV completion to restore causality [340].

[^51]
## Chapter 7

## Conclusions and outlook

In this thesis, we applied modern on-shell techniques to study different aspects of effective field theories.

In Chapter 2, we introduced a novel method to construct bases of polynomial terms in any EFT, which are in one-to-one correspondence with operators in the usual Lagrangian formulation of perturbative QFTs. The method works for particles with any mass and spin in four dimensions and we showed applications to the SMEFT and to the classification of spin-tidal effects relevant to the study of the binary problem in classical GR.

Knowing such polynomial terms allows to bootstrap tree-level amplitudes in generic EFTs. In Chapter 3, we proposed an alternative to BCFW-like recursion relations, to compute tree-level $n$-point amplitudes, which extends beyond the regime of applicability of the latter. Indeed, the method is valid for any EFT with only massless states, even with irrelevant interactions involving explicit derivatives. A natural future direction is the extension of this method to theories with massive states and to $d$-dimensional amplitudes, which are the necessary building blocks for loop integrands in dimensional regularisation. We also showed how rational terms in loop amplitudes (which are not seen using four-dimensional unitarity cuts) determine anomaly cancellation conditions in the Standard Model for non-abelian groups. There are still questions to be answered in this context: it is not clear how to extend the method to fully abelian anomaly cancellation conditions, like (3.65) and (3.66). It would also be interesting to prove the Adler-Bardeen theorem [381], i.e. the non-renormalisation of anomaly cancellation conditions beyond one loop, from a purely on-shell point of view.

Tree-level amplitudes are used to determine integrands for loop amplitudes. In Chapter 4 , we showed how $d$-dimensional generalised unitarity is enough to fully determine loop-level form factors. In particular, we used the power of six-dimensional spinor helicity formalism and dimensional reconstruction techniques to construct the full integrands for a class of operators relevant to Higgs physics and QCD.

In Chapter 5, we used (5.1) and the tools developed in Chapter 2 and 3 to compute the one-loop UV mixing of all the operators of mass dimension eight within the SMEFT, between themselves and at leading order in the couplings. In particular, we showed explicitly the anomalous dimension of all the operators relevant to the Higgs production in association with a $W$ boson. The results in [104] can be extended in many different directions. In the following, we will mention a few (computational and conceptual) problems that we have encountered.

1. The first and most trivial problem to take into account is the extension to a generic number of flavours, or simply $N_{f}=3$. This does not represent either a computational or a conceptual problem as we only need to code the flavour structures and a systematic algorithm to take into account their symmetries.
2. Automatising the computation of the anomalous dimension matrix beyond leading order (i.e. beyond quadratic order in the gauge and Yukawa couplings and linear order in the Higgs self-coupling) at one loop requires a deeper understanding of the different contributions in the computation of the Lorentz-invariant phase space integral. Indeed, as already noticed in [98], beyond leading order the computation requires tree-level amplitude with more than four points and non-minimal form factors. When considering separately each combination with the proper configuration of the external states, such contributions give rise to intermediate logarithms which cancel out at the very end. While in the automatisation this might not be strictly a problem, we notice that in more complicated theories, like the SMEFT, the result of this computation is contaminated by terms which are already computed at lower order. For example, consider three operators with the same mass dimension, two of length $L$ (with different field insertions, for simplicity), labelled as $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$, and another of length $L+1, \mathcal{O}_{3}$. At leading order, only $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ mix, like shown in Chapter 5. In general, at the next to leading order, gluing for example $\mathcal{O}_{1}$ with the proper five-point amplitudes and integrating over the Lorentz-invariant phase space give the contribution of the anomalous dimension of $\mathcal{O}_{3}$ from $\mathcal{O}_{1}$, but the result may be contaminated by the contribution of the anomalous dimension of $\mathcal{O}_{2}$ from $\mathcal{O}_{1}$ computed through a non-minimal form factor. The problem of disentangling these contributions is strictly related to the final cancellation of intermediate logarithms. A possible solution of such problem may be found using generalised unitarity, trying to disentangle the different contributions using the proper unitarity cuts.
3. There is an additional direction in which the result of [104] can be extended: we could consider the contributions to the anomalous dimensions from operators with different mass dimensions (i.e. beyond linear order). In fact, multiple insertions of lower-dimensional operators in the (non-minimal) form factor or in the scattering amplitude could contribute to the anomalous dimension of higher-dimensional operators. This step is straightforward. On the other hand, if the theory under consideration has a relevant coupling, like a mass term for example (for example, in the Standard Model lagrangian we have $-\mu^{2} \bar{H} H$, with $\mu^{2}<0$ ), then higherdimensional operators can also contribute to the anomalous dimension of lowerdimensional one. For example, in [319] it was shown how dimension-six operators contribute to the anomalous dimension of the marginal couplings. It is not clear how the central formula (5.1) has to be modified in massive EFTs.
4. It is worth mentioning that extending the formalism and the computations to two loops, following the work presented in $[102,107]$, is a valid direction.

In Chapter 6, we studied correction to the bending angle and time delay for a massless particle scattered off a celestial object. In particular, we focused on the corrections induced by higher derivative interactions and we used the eikonal representation of the amplitude to extract such quantities. In the context of studying the classical two-body problem in GR, it would be interesting to study, using scattering amplitudes techniques, other observables which might be relevant also to GW experiments in the near future.

In this direction, one direction might be the direct extraction of waveforms from onshell quantities. On the line of previous works in the literature [179, 180, 382-385], it is interesting to study scattering amplitudes of two massive heavy particles scattering and emitting a number of gravitons. In particular, the (classical part of the) one-loop five-point scattering amplitude is not known in the literature and it would interesting to compute it using the recently developed heavy-mass Effective Field Theory (HEFT) and its corresponding gauge-invariant double copy [150, 232]. We hope to come back to some of these questions in the near future.

## Appendix A

## Spinor Helicity Formalism

## A. 1 Four-Dimensional Spinor Helicity Formalism

In this section we briefly review the four-dimensional Spinor Helicity Formalism (SHF) [18, 214-217, 386], having as a main goal to present our notation and conventions.

Most of the work in this thesis has been done working in $(+---)$ signature, where usual four-momenta can be converted to bi-spinors using using Pauli matrices as a realisation of the isomorphism $s o(1,3) \sim s l(2, \mathbb{C}): p_{\alpha \dot{\alpha}}=p_{\mu} \sigma_{\alpha \dot{\alpha}}^{\mu}, p^{\dot{\alpha} \alpha}=p_{\mu} \bar{\sigma}^{\mu \dot{\alpha} \alpha}$, where the Pauli matrices are $\sigma_{\alpha \dot{\alpha}}^{\mu}=(\mathbf{1}, \vec{\sigma})$ and $\bar{\sigma}^{\mu \dot{\alpha} \alpha}=(\mathbf{1},-\vec{\sigma})$. The undotted and dotted indices transform in the fundamental and anti-fundamental representation of the $\mathrm{SL}(2, \mathbb{C})$ group. These spinor indices are raised and lowered by the two-dimensional $\epsilon$-tensors, such that:

$$
\begin{equation*}
\epsilon_{\alpha \beta} \epsilon^{\beta \gamma}=\delta_{\alpha}^{\gamma}, \quad \epsilon_{\dot{\alpha} \dot{\beta}} \epsilon^{\dot{\beta} \dot{\gamma}}=\delta_{\dot{\alpha}}^{\dot{\gamma}} \tag{A.1}
\end{equation*}
$$

For massless and massive momenta we have

$$
\begin{array}{rll}
\operatorname{det} p_{i \alpha \dot{\alpha}}=0 & \Rightarrow & p_{i \alpha \dot{\alpha}} \equiv \lambda_{i \alpha} \widetilde{\lambda}_{i \dot{\alpha}} \\
\operatorname{det} p_{i \alpha \dot{\alpha}}=M_{i}^{2} & \Rightarrow & p_{i \alpha \dot{\alpha}} \equiv \lambda_{i \alpha}^{I} \widetilde{\lambda}_{i \dot{\alpha} I} \tag{A.2}
\end{array}
$$

where $I$ is an index in the fundamental of $\mathrm{SU}(2)$ (massive little group) ${ }^{1}$. Uniformly to (A.1), $\mathrm{SU}(2)$ indices are raised and lower by $\epsilon$-tensor defined such that

$$
\begin{equation*}
\epsilon_{I J} \epsilon^{J K}=\delta_{I}^{K} \tag{A.4}
\end{equation*}
$$

The two spinors are related by complex conjugation:

$$
\begin{equation*}
\left(\lambda_{\alpha}\right)^{*}=\operatorname{sign}\left(p^{0}\right) \widetilde{\lambda}_{\dot{\alpha}}, \quad\left(\lambda_{\alpha}^{I}\right)^{*}=\operatorname{sign}\left(p^{0}\right) \widetilde{\lambda}_{\dot{\alpha} I} \tag{A.5}
\end{equation*}
$$

The Lorentz invariants are defined as

$$
\begin{equation*}
\langle i j\rangle=\langle i \| j\rangle \equiv \lambda_{i}^{\alpha} \lambda_{j \alpha}, \quad[i j]=[i \| j] \equiv \widetilde{\lambda}_{i \dot{\alpha}} \widetilde{\lambda}_{j}^{\dot{\alpha}} \tag{A.6}
\end{equation*}
$$

[^52]where the spinors in this definition can be either massless or massive, in which case we omitted the spinor indices. Spinors satisfy the Dirac equation
\[

$$
\begin{align*}
& \left.p_{i}|i\rangle=0, \quad p_{i} \mid i\right]=0, \\
& \left.\left.p_{i}\left|i^{I}\right\rangle=m_{i} \mid i^{I}\right], \quad p_{i} \mid i^{I}\right]=\widetilde{m}_{i}\left|i^{I}\right\rangle, \tag{A.7}
\end{align*}
$$
\]

where $m_{i}=e^{i \alpha} M_{i}$ and $\widetilde{m}_{i}=-e^{-i \alpha} M_{i}$, with $\alpha$ being a constant real number. This distinction is immaterial and we will set $\alpha=0$ at the very end of the calculations, but it is relevant when we evaluate these structures numerically, as explained in detail in Appendix A.3. This is guaranteed if we define $m_{i}$ and $\widetilde{m}_{i}$ as

$$
\begin{equation*}
\left\langle i^{I} i^{J}\right\rangle=-m_{i} \epsilon^{I J}, \quad\left[i^{I} i^{J}\right]=\widetilde{m}_{i} \epsilon^{I J} \tag{A.8}
\end{equation*}
$$

Finally, when flipping the sign of the momentum $p$ we adopt the symmetric convention on the associated spinors

$$
\begin{equation*}
\lambda_{-p \alpha}=i \lambda_{p \alpha}, \quad \tilde{\lambda}_{-p \dot{\alpha}}=i \tilde{\lambda}_{p \dot{\alpha}} \tag{A.9}
\end{equation*}
$$

this convention enters also when performing the crossing of fermions from in to out state, leading to a factor $\frac{1}{i}$ for every crossed fermion.

The spinors satisfy some crucial identities. For example, it is simple to convince oneself that the so called Schouten identity holds:

$$
\begin{equation*}
\langle i j\rangle \lambda_{k \alpha}+\langle j k\rangle \lambda_{i \alpha}+\langle k i\rangle \lambda_{j \alpha}=0 . \tag{A.10}
\end{equation*}
$$

A similar identity can be written for the $\tilde{\lambda}$ 's as well and for the massive spinors. Moreover, the sigma matrices satisfy the Clifford algebra

$$
\begin{equation*}
\left\{\sigma_{\mu}, \bar{\sigma}_{\nu}\right\}=2 \eta_{\mu \nu} \tag{A.11}
\end{equation*}
$$

where $\bar{\sigma}^{\mu \dot{\alpha} \alpha}:=\epsilon^{\alpha \beta} \epsilon^{\dot{\alpha} \dot{\beta}} \sigma_{\beta \dot{\beta}}^{\mu}$. Then we have that

$$
\begin{equation*}
p_{i}^{\dot{\alpha} \alpha} p_{j \alpha \dot{\alpha}}=2 p_{i} \cdot p_{j} \tag{A.12}
\end{equation*}
$$

At this point, to connect the four- and six-dimensional helicity formalism presented later in the next section and the dimensional reduction procedure, we turn our attention to the spinor helicity description of massive momenta. One can always write a massive momentum $L$ as [386]

$$
\begin{equation*}
L^{\mu}=l^{\mu}+\frac{L^{2}}{2 l \cdot \eta} \eta^{\mu} \tag{A.13}
\end{equation*}
$$

where both $l$ and $\eta$ are massless momenta and $L^{2}=m^{2}$ is the mass associated to this momentum. The previous expression fixes $l^{\mu}$ in terms of the massive momentum $L^{\mu}$ completely once we have chosen the arbitrary $\eta^{\mu}$ vector:

$$
\begin{equation*}
l^{\mu}=L^{\mu}-\frac{L^{2}}{2 L \cdot \eta} \eta^{\mu} \tag{A.14}
\end{equation*}
$$

We can write (A.13) in terms of helicity spinors as

$$
\begin{equation*}
p_{i \alpha \dot{\alpha}}=\lambda_{i \alpha} \widetilde{\lambda}_{i \dot{\alpha}}+\frac{m^{2}}{\left\langle\lambda_{i} \mu_{i}\right\rangle\left[\widetilde{\mu}_{i} \widetilde{\lambda}_{i}\right]} \mu_{i \alpha} \widetilde{\mu}_{i \dot{\alpha}} \tag{A.15}
\end{equation*}
$$

Focusing on the number of degrees of freedom, we expect to have 3 from the spinor variables, plus an additional one from the mass squared $m^{2}$. The quantity $\lambda_{\alpha} \widetilde{\lambda}_{\dot{\alpha}}$ already carries by itself 3 degrees of freedom, but $\mu_{\alpha}$ and $\widetilde{\mu}_{\dot{\alpha}}$ apparently carry two additional degrees, which coincide with their direction. Indeed, the momentum is invariant under the rescaling

$$
\begin{equation*}
\mu_{\alpha} \longrightarrow a \mu_{\alpha}, \quad \tilde{\mu}_{\dot{\alpha}} \longrightarrow b \tilde{\mu}_{\dot{\alpha}} \tag{A.16}
\end{equation*}
$$

where $a, b \in \mathbb{C}$. The redundancy is taken into account by the four-dimensional massive little group $\operatorname{SU}(2)$, which has two additional generators, with respect to the massless one. Indeed, we can write a massive momentum in terms of the irreducible $\operatorname{SU}(2)$ helicity spinors [18]

$$
\lambda_{\alpha}^{I}=\left(\begin{array}{ll}
\lambda_{\alpha} & \frac{m}{\langle\lambda \mu\rangle} \mu_{\alpha} \tag{A.17}
\end{array}\right),
$$

and, in this form, it is obvious that any $\mathrm{SU}(2)$ transformation

$$
\begin{equation*}
\lambda_{\alpha}^{I} \longrightarrow \lambda_{\alpha}^{J} U_{J}^{I} \tag{A.18}
\end{equation*}
$$

leaves the momentum invariant.

## A. 2 Six-Dimensional Spinor Helicity Formalism

In this section we give a concise overview of the six-dimensional spinor helicity formalism. In particular, we will show how it can be dimensional-reduced in terms of four-dimensional spinors. For a more detailed discussion see [30, 295].

In six-dimensional Minkowski spacetime, the Lorentz group is $\mathrm{SO}(1,5)$. As in the four-dimensional case, it is useful to exploit the isomorphism between the doublecovering of this group with $\operatorname{SL}(2, \mathbb{H})$, where $\mathbb{H}$ are the quaternions. For simplicity, we will denote this group as $\mathrm{SU}^{*}(4)$. Indeed, its representations are in one-to-one correspondence to those of $\mathrm{SU}(4)$ (which is the universal covering of group of rotation in the euclidean six dimensions, $\mathrm{SO}(6)$ ). The six-dimensional massless little group is $\widetilde{\mathrm{SO}}(4) \simeq \mathrm{SU}(2) \times \mathrm{SU}(2)$.

Let us denote with $\square^{A}$ and $\square_{A}$ the objects transforming respectively in the fundamental and anti-fundamental representations of the Lorentz group $\mathrm{SU}^{*}(4)$, and $a$ and $\dot{a})$ the indices of the two inequivalent fundamental representations of the little group.

The Clifford algebra is defined by

$$
\begin{equation*}
\left\{\gamma^{\mu}, \widetilde{\gamma}^{\nu}\right\}_{A}^{B}:=\gamma_{A C}^{\mu} \widetilde{\gamma}^{\nu C B}+\gamma_{A C}^{\nu} \widetilde{\gamma}^{\mu C B}=2 \eta^{\mu \nu} \delta_{A}^{B}, \tag{A.19}
\end{equation*}
$$

where $\mu=0, \ldots, 6, \gamma_{A B}^{\mu} \equiv \gamma_{[A B]}^{\mu}$ and $\widetilde{\gamma}^{\mu A B} \equiv \widetilde{\gamma}^{\mu[A B]}$. These gamma matrices transform in the pseudo-real representation $6=4 \wedge 4$ of $\operatorname{SU}^{*}(4)$ and are related by

$$
\begin{equation*}
\widetilde{\gamma}^{\mu A B}=\left(\gamma_{A B}^{\mu}\right)^{*}=\frac{1}{2} \epsilon^{A B C D} \gamma_{A B}^{\mu} . \tag{A.20}
\end{equation*}
$$

Six-dimensional momenta can be written as

$$
\begin{equation*}
p_{A B}:=p_{\mu} \gamma_{A B}^{\mu} \tag{A.21}
\end{equation*}
$$

and the massless condition becomes

$$
\begin{equation*}
p^{2} \sim \epsilon^{A B C D} p_{A B} p_{C D}=0, \tag{A.22}
\end{equation*}
$$

which can be solved by expressing the momentum as the bi-spinor product

$$
\begin{equation*}
p_{A B}=\epsilon^{\dot{a} \dot{b}} \widetilde{\lambda}_{\dot{a} A} \widetilde{\lambda}_{\dot{b} B}=\widetilde{\lambda}_{\dot{a} A} \widetilde{\lambda}_{B}^{\dot{a}}, \tag{A.23}
\end{equation*}
$$

where $\widetilde{\lambda}_{\dot{a} A}$ is a pseudo-real spinor. Analogously, we can write

$$
\begin{equation*}
p^{A B}=\lambda^{a A} \lambda_{a}^{B}=-\epsilon^{a b} \lambda_{a}^{A} \lambda_{b}^{B}, \tag{A.24}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
p^{A B}=\left(p_{A B}\right)^{*}=-\frac{1}{2} \epsilon^{A B C D} p_{C D} . \tag{A.25}
\end{equation*}
$$

Notice that, given the above definitions, the spinors $\lambda_{a A}$ and $\widetilde{\lambda}_{\dot{a} A}$ automatically satisfy the Dirac equation:

$$
\begin{equation*}
p_{A B} \lambda_{a}^{B}=-\frac{1}{2} \epsilon_{A B C D} \lambda_{a}^{B} \lambda^{b C} \lambda_{b}^{D}=-\epsilon_{A B C D} \lambda_{a}^{B} \lambda_{1}^{C} \lambda_{2}^{D}=0 \tag{A.26}
\end{equation*}
$$

and similarly for $\widetilde{\lambda}_{\dot{a} A}$. The Dirac equation can be also written equivalently as a relation between $\lambda$ and $\widetilde{\lambda}$ :

$$
\begin{equation*}
0=\lambda^{a A} \lambda_{a}^{B} \widetilde{\lambda}_{B \dot{a}}=-\lambda_{1}^{A} \lambda_{2}^{B} \widetilde{\lambda}_{B \dot{a}}+\lambda_{2}^{A} \lambda_{1}^{B} \widetilde{\lambda}_{B \dot{a}} \tag{A.27}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\lambda_{a}^{A} \widetilde{\lambda}_{A \dot{a}}=0 \tag{A.28}
\end{equation*}
$$

## SU* (4) Spinor Identities

In this subsection we present some useful identities for six-dimensional spinors. We focus on the $\mathrm{SU}^{*}(4)$ structure of the spinors and keep the little group indices implicit. Of course little-group indices can be restored at any time because they are unambiguously related to each spinor.

Consider a certain number of spinors $\lambda_{i}^{A}$ (and $\widetilde{\lambda}_{i A}$ ), with labels $i=1, \ldots, n$. The Lorentz invariant objects which can be built out of these spinors are of three types:

- Bi-spinor invariant objects:

$$
\begin{equation*}
\lambda_{i}^{A} \widetilde{\lambda}_{j A}:=\langle i j] \tag{A.29}
\end{equation*}
$$

- Two distinct four-spinors invariant objects:

$$
\begin{equation*}
\epsilon_{A B C D} \lambda_{i}^{A} \lambda_{j}^{B} \lambda_{k}^{C} \lambda_{l}^{D}:=\langle i j k l\rangle, \quad \epsilon^{A B C D} \widetilde{\lambda}_{i A} \tilde{\lambda}_{j B} \widetilde{\lambda}_{k C} \tilde{\lambda}_{l D}:=[i j k l] . \tag{A.30}
\end{equation*}
$$

The spinors transform in the fundamental representation of $\mathrm{SU}^{*}(4)$, thus $A=1, \ldots, 4$. Two identities (and their two complex conjugate) follow immediately from this:

$$
\begin{equation*}
\lambda_{1}^{[A} \lambda_{2}^{B} \lambda_{3}^{C} \lambda_{4}^{D} \lambda_{5}^{E]}=0, \tag{A.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{1}^{[A} \lambda_{2}^{B} \lambda_{3}^{C} \lambda_{4}^{D]}=\frac{1}{4!} \epsilon^{A B C D}\langle 1234\rangle, \tag{A.32}
\end{equation*}
$$

and analogous relations hold for $\widetilde{\lambda}_{i A}$. These can be combined to give the six-dimensional generalisation of the Schouten identities:

$$
\begin{equation*}
\sum_{\text {cyclic }}\langle 1234\rangle \lambda_{5}^{A}=0 . \tag{A.33}
\end{equation*}
$$

## From Six-Dimensional to Four-Dimensional Quantities

It is fundamental to our purposes to write six-dimensional spinors in terms of fourdimensional ones, to make the dimensional reconstruction unitarity technique more clean.

The first step is to write six-dimensional null vectors as four-dimensional massive ones, by defining the two complex mass parameters

$$
\begin{equation*}
m:=p_{4}+i p_{5}, \quad \widetilde{m}:=p_{4}-i p_{5} \tag{A.34}
\end{equation*}
$$

where $p_{4}$ and $p_{5}$ are the fifth and the sixth components of the six-dimensional momentum $p_{\mu}$. Then, the massless condition becomes

$$
\begin{equation*}
p^{2}=\left(p^{(4)}\right)^{2}-m \widetilde{m}=0 . \tag{A.35}
\end{equation*}
$$

where $\left(p^{(4)}\right)^{2}=p_{0}^{2}-p_{1}^{2}-p_{2}^{2}-p_{3}^{2}$ is the four-dimensional massive momentum associated to $p_{\mu}$. We found it more efficient for our calculation to describe these momenta as a combination of two massless momenta, as in (A.15). This allows to decompose sixdimensional helicity spinors in terms of four-dimensional spinors as

$$
\lambda_{a}^{A}=\left(\begin{array}{cc}
-\frac{m}{\langle\lambda \mu\rangle} \mu_{\alpha} & \lambda_{\alpha}  \tag{A.36}\\
\widetilde{\lambda}^{\dot{\alpha}} & \frac{\tilde{m}}{[\mu \lambda]} \widetilde{\mu}^{\dot{\alpha}}
\end{array}\right), \quad \widetilde{\lambda}_{A \dot{a}}=\left(\begin{array}{cc}
\frac{\widetilde{m}}{\{\lambda \mu\rangle} \mu^{\alpha} & \lambda^{\alpha} \\
-\widetilde{\lambda}_{\dot{\alpha}} & \frac{m}{[\mu \lambda]} \widetilde{\mu}_{\dot{\alpha}}
\end{array}\right)
$$

where the little group indices label the columns and the $\mathrm{SU}^{*}(4)$ indices label the rows. The $\mathrm{SU}^{*}(4)$ index structure can be broken down into two $\mathrm{SL}(2, \mathbb{C})$ complex conjugated indices:

$$
\begin{equation*}
\square^{A}=\binom{\square_{\alpha}}{\square^{\dot{\alpha}}}, \quad \quad \square_{A}=\binom{\square^{\alpha}}{\square_{\dot{\alpha}}} . \tag{A.37}
\end{equation*}
$$

This embedding is specific of a particular choice of gamma matrices: indeed, we can choose them such that, for $\mu=0, \ldots, 3$, they reduce to the familiar chiral representation in four dimensions ${ }^{2}$.
$p^{A B}$ and $p_{A B}$ are invariant under the little group $\mathrm{SU}(2) \times \mathrm{SU}(2)$ transformations

$$
\begin{equation*}
\lambda_{a}^{\prime A}=U_{a}{ }^{b} \lambda_{b}^{A}, \quad \tilde{\lambda}_{A \dot{a}}^{\prime}=U_{\dot{a}}{ }^{\dot{b}} \widetilde{\lambda}_{A \dot{b}}, \quad\left(U_{a}{ }^{b}, U_{\dot{a}}^{\dot{b}}\right) \in \mathrm{SU}(2) \times \mathrm{SU}(2) . \tag{A.38}
\end{equation*}
$$

The six-dimensional momentum in four-dimensional components reads:

$$
p^{A B}=\left(\begin{array}{cc}
-m \epsilon_{\alpha \beta} & \lambda_{\alpha} \widetilde{\lambda}^{\dot{\beta}}+\rho \mu_{\alpha} \widetilde{\mu}^{\dot{\beta}}  \tag{A.39}\\
-\widetilde{\lambda}^{\dot{\alpha}} \lambda_{\beta}-\rho \widetilde{\mu}^{\dot{\alpha}} \mu_{\beta} & \widetilde{m} \epsilon^{\dot{\alpha} \dot{\beta}}
\end{array}\right),
$$

where $\rho=\frac{m \tilde{\Im}}{\langle\lambda \mu \mu\rangle\langle\mu\rangle}$. In our choice of gamma matrices, the off-diagonal components precisely coincide with the four-dimensional massive momentum:

$$
\begin{equation*}
p_{\alpha \dot{\alpha}}^{(4)}=\lambda_{\alpha} \widetilde{\lambda}_{\dot{\alpha}}+\rho \mu_{\alpha} \widetilde{\mu}_{\dot{\alpha}}, \quad\left(p^{(4)}\right)^{2}=m \widetilde{m} . \tag{A.40}
\end{equation*}
$$

It is easy to see that the two copies of $\operatorname{SU}(2)$ of the little group act in an identical way on $p^{(4)}$ and we recover the usual massive little group: indeed, they depend only on the combination $m \widetilde{m}$ and we can obtain dotted transformations from the undotted by simply replacing

$$
\begin{equation*}
m \longrightarrow-\widetilde{m}, \quad \widetilde{m} \longrightarrow-m . \tag{A.41}
\end{equation*}
$$

[^53]The Lorentz invariant quantities $\left\langle i_{a} j_{\dot{a}}\right],\left\langle i_{a} j_{b} k_{c} l_{d}\right\rangle,\left[i_{\dot{a}} j_{\dot{b}} k_{\dot{c}} l_{\dot{d}}\right]$ can be written in terms of four-dimensional angle and square brackets, once the helicity indices are fixed ( $a, b, c, d=$ $1,2$ and $\dot{a}, \dot{b}, \dot{c}, \dot{d}=\dot{1}, \dot{2})$, by using the decomposition given in (A.37) and decomposing $\epsilon_{A B C D} \sim \sum \epsilon^{\alpha \beta} \epsilon_{\dot{\alpha} \dot{\beta}}$ and $\delta_{B}^{A}=\operatorname{diag}\left(\delta_{\alpha}^{\beta}, \delta_{\dot{\beta}}^{\dot{\alpha}}\right)$.

## A. 3 Momentum Twistors and Rational Kinematics

Rational (or finite field) kinematics in four dimensions has been fundamental in various steps of the computations presented in the bulk chapters:

1. Numerical checks on analytic expressions obtained throughout this work (for both tree-level amplitudes and loop integrands) have been checked using rational kinematics.
2. To verify that the structures in our basis are kinematically independent and to probe the independence of structures upon symmetrisation, we evaluate the polynomial structures found using the algorithm presented in Section 2.1 and 2.2 over rational kinematics.
3. The recursion algorithm for tree-level amplitude in generic EFTs presented in Section 3.2 relies heavily on the fact that we can fix the coefficient of the ansatz exactly, evaluating it over different factorisation channels using a on-shell kinematic finite over finite fields.

Indeed, the fundamental feature which make the kinematics over rational or finite field extremely useful is that it allows for numerical evaluations of rational functions without loss of precision, as discussed in detail in Section A.4.

It is widely known that it is possible to generate rational kinematics satisfying both on-shell and momentum conservation conditions [239, 255]. Such generation can be performed, for example, via the analytic continuation to $(++--)$ signature and generating the kinematics in terms of the momentum twistors variables, introduced in [238]. This construction was introduced for fully massless four-dimensional kinematics. The generalisation to the massive case is presented below.

The spinor helicity formalism in split signature is formally different from the one introduced in the previous section, but practically the same. The little group for massless and massive particles are $\mathbb{R}$ and $\operatorname{SL}(2, \mathbb{R})$, respectively. Besides $m_{i}$ and $\widetilde{m}_{i}$ are two real numbers such that $m_{i} \widetilde{m}_{i}=M_{i}^{2}$. The condition (A.5) is lifted and the dotted and undotted spinors are real and independent from each other.

Introducing spinor helicity variables automatically makes the momenta satisfy onshell conditions, but the momentum conservation identity is a quadratic constraint on our kinematic variables. To make sure that the kinematic stays in the field of rational numbers, we need to rewrite this constrain in terms of linear equations. This is possible in four dimensions expressing the kinematic in terms of momentum twistor variables. Momenta can be rewritten in terms of dual momentum variables $x_{i}$ :

$$
\begin{equation*}
p_{i}=x_{i}-x_{i+1} \tag{A.42}
\end{equation*}
$$

which make momentum conservation between $n$ particles trivial:

$$
\begin{equation*}
x_{n+1}=x_{1} \tag{A.43}
\end{equation*}
$$

Then, each massless momentum is associated with two null-separated points and momentum conservation tells us that the set of dual variables forms a polygon. The on-shell condition defines a new variable $\left[\mu_{i}\right]$, through the incidence relation

$$
\begin{equation*}
\left[\mu_{i} \mid=\langle i| x_{i}=\langle i| x_{i+1} .\right. \tag{А.44}
\end{equation*}
$$

Given a (randomly generated) set of pair of spinors $Z_{i}^{A}=\left(\lambda_{i}^{\alpha}, \mu_{i \dot{\alpha}}\right)$, named momentum twistor variables, such that $Z_{n+1}=Z_{1}$, and using the incidence relation, we can define the spinors $\widetilde{\lambda}_{i}^{\dot{\alpha}}$ through the dual twistor

$$
\begin{equation*}
W_{i A}=\left(\widetilde{\mu}_{i \alpha}, \widetilde{\lambda}_{i}^{\dot{\alpha}}\right)=\frac{\epsilon_{A B C D} Z_{i-1}^{B} Z_{i}^{C} Z_{i+1}^{D}}{\langle(i-1) i\rangle\langle i(i+1)\rangle} . \tag{A.45}
\end{equation*}
$$

Planar Mandelstam invariants can be written in terms of twistor variables:

$$
\begin{equation*}
s_{i, i+1, \ldots, j-1}=\left(x_{i}-x_{j}\right)^{2}=\frac{\epsilon_{A B C D} Z_{i-1}^{A} Z_{i}^{B} Z_{j-1}^{C} Z_{j}^{D}}{\langle(i-1) i\rangle\langle(j-1) j\rangle} . \tag{A.46}
\end{equation*}
$$

This procedure was introduced to generate a fully massless kinematics over rational or finite fields. However, it can be generalised to the massive case once we decompose massive momenta into a couple of massless ones:

$$
\begin{equation*}
p_{i \alpha \dot{\alpha}}=\lambda_{i \alpha}^{1} \widetilde{\lambda}_{i \dot{\alpha} 1}+\lambda_{i \alpha}^{2} \widetilde{\lambda}_{i \dot{\alpha} 2} \equiv k_{i \alpha \dot{\alpha}}+q_{i \alpha \dot{\alpha}}, \tag{A.47}
\end{equation*}
$$

where $k^{\mu}$ and $q^{\mu}$ are two massless momenta such that $q_{i \alpha \dot{\alpha}} k_{i}^{\dot{\alpha} \alpha}=M_{i}^{2}$. Then if we are considering a scattering amplitude for $n$ massless and $m$ massive states, we need to randomly generate $n+2 m$ twistor variables

$$
\begin{equation*}
\left\{Z_{i}^{I A}, Z_{j}^{A}\right\} \tag{A.48}
\end{equation*}
$$

$i=1, \ldots m, j=m+1, \ldots n+m$ and $I=1,2$. By doing so, the masses are randomly generated as well

$$
\begin{equation*}
M_{i}^{2}=\frac{\epsilon_{A B C D} Z_{i-1}^{2 A} Z_{i}^{1 B} Z_{i}^{2 C} Z_{i+1}^{1 D}}{\left\langle(i-1)^{2} i^{1}\right\rangle\left\langle i^{2} j^{1}\right\rangle}, \tag{A.49}
\end{equation*}
$$

where $Z_{0}^{2 A}=Z_{n+m}^{A}$ and $Z_{n+1}^{1 D}=Z_{n+1}^{D}$. However, we might be interested in cases where some states have the same mass, like the examples considered in Section 2.3.3 and 2.3.4. For example, we can consider $l$ particles with the same mass. In such case, we can generate a bi-twistor associated with one of these particles fully randomly, while for the others we can leave, for example, the component $\mu_{i \dot{2}}^{2}$ undetermined. These are fully fixed by $l-1$ linear equations requiring that the masses obtained from equation (A.49) must be equal to the one we generated randomly.

## A. 4 Finite Field Arithmetic

In this section we briefly describe the main features of finite field kinematics and the application to the recursive algorithm presented in Section 3.2. Our goal is to give just a taste of the method, motivating its usefulness in our particular context, highlighting at the same time the caveats which come along the benefits. For a more in depth mathematical primer we refer to [387] and references therein, whereas for a discussion of applications to modern theoretical physics problems to [237, 388].

Consider the integer numbers $\mathbb{Z}$ endowed with the standard addition and multiplication and choose a natural number $p \in \mathbb{N}$. We define a set of $p$ equivalence classes through the modulo operation mod: we say that $a$ is equivalent to $b$ or $a$ equals $b$ modulo $p$ if

$$
\begin{equation*}
a=b \bmod p \quad \Longleftrightarrow \quad \exists n \in \mathbb{Z} \text { s.t. } a-b=n \cdot p \tag{A.50}
\end{equation*}
$$

The set of natural numbers

$$
\begin{equation*}
\mathbb{Z}_{p} \equiv\{0,1, \ldots, p-1\} \tag{A.51}
\end{equation*}
$$

can be chosen as the most intuitive representatives of these equivalence classes, and it is easy to see that this set endowed with the standard addition $(\bmod p)$ is a representation of the cyclic group of order $p$, hence the use of the symbol $\mathbb{Z}_{p}$. It can be shown that if $p$ is a prime number then $\mathbb{Z}_{p}$ endowed also with the usual multiplication $(\bmod p)$ is a field, which is finite by construction and we thus call it finite field. The modulo operation provides clearly a simple map from $\mathbb{Z}$ to $\mathbb{Z}_{p}$, what is less obvious, but still holds true as long as $p$ is a prime, is that under some restriction there is also a unique and well defined map from the rationals $\mathbb{Q}$ to $\mathbb{Z}_{p}$. This map is based on the possibility of defining a multiplicative inverse $a^{-1}$ for every $a \in \mathbb{Z}_{p}$ such that $a a^{-1}=a^{-1} a=1 \bmod p$.

Now that we have given an operative definition of finite fields we can focus on why and how we use them. Performing some sort of analytic computation on a computer (especially on a laptop) can often prove challenging, in that the computational time required is too large for a result to be successfully obtained. In similar situations it might be a good idea to change the perspective on the problem and try to reformulate it using a numeric approach. In our case this amounts to switching from trying to directly obtain the amplitude from simplifying (1.23) analytically to building numeric systems to be solved as in Section 3.2.1. The advantage of numerics is that in principle it is clearly much faster, since potentially large intermediate expressions are replaced with numbers. This is certainly true when dealing for example with floating-point arithmetic. On the other hand, the use of numeric expressions requires carefully keeping track of possible precision loss and makes arbitrary precision arithmetic at times more appealing, which is however slower. Here is where finite fields enter the game, since we can map our problem from $\mathbb{Q}$ to $\mathbb{Z}_{p}$, which avoids the precision loss of floating point numbers, and then perform the numeric computations on $\mathbb{Z}_{p}$. This is extremely fast because we can choose $p$ to be a machine-size prime and the whole computation will only involve machine-size natural numbers. The obvious issue is that, once the problem at hand has been solved on $\mathbb{Z}_{p}$, we need to map the solution back to $\mathbb{Q}$, through a map which cannot by any means be a bijection.

Despite the fact that the map $\mathbb{Q} \rightarrow \mathbb{Z}_{p}$ is not injective, it is possible under certain circumstances to "invert it", or rather to make an educated guess of which element $\frac{n}{d} \in \mathbb{Q}$ corresponds to a given $b \in \mathbb{Z}_{p}$. In particular it can be shown (see for example [389]) that given $b$ there is only one pair of $n$ and $d$ such that $n^{2}, d^{2}<\frac{p}{2}$. In other words, if the correct values of $n$ and $d$ which we are looking for are small enough compared to the prime $p$ which we chose as the order of the field $\mathbb{Z}_{p}$, then we can uniquely obtain their value from $b \in \mathbb{Z}_{p}$. The size of $p$ however has an upper bound being the machine-size primes, since the whole point of using finite fields is to deal with machine-size integers. Consequently, one cannot simply choose an arbitrarily large prime so to be confident that the inverted map yields the correct result. Instead, one uses the so called Chinese remainder theorem ${ }^{3}$, which allows to combine the outcome $X$ of the same calculation

[^54]on multiple fields $\mathbb{Z}_{p_{1}}, \ldots, \mathbb{Z}_{p_{n}}$ to obtain the value of $X \bmod P$ where $P=\prod_{i} p_{i}$. In other words, the Chinese remainder theorem defines a ring isomorphism ${ }^{4}$
\[

$$
\begin{align*}
\mathbb{Z}_{p_{1}} \times \cdots \times \mathbb{Z}_{p_{n}} & \rightarrow \mathbb{Z}_{P}  \tag{A.52}\\
\left(X \bmod p_{1}, \ldots, X \bmod p_{n}\right) & \mapsto X \bmod P
\end{align*}
$$
\]

which allows us to access the value $X \bmod P$ on $\mathbb{Z}_{P}$ where $P$ is large, through computations on fields with small values of $p_{i}$. Applying then the "inverse" mapping to the value found on $\mathbb{Z}_{P}$ will very likely return the correct result. This procedure is iterated adding more fields $\mathbb{Z}_{p_{n+1}}$ until the inverse of $b \in \mathbb{Z}_{P}$ converges to a definite $\frac{n}{d} \in \mathbb{Q}$.

In our specific case it is usually enough to perform the calculation on a single field $\mathbb{Z}_{p}$ : since we are using finite fields to do numeric evaluations aimed at solving the system (3.34), once a solution has been found we can simply test it through a single evaluation of (3.32) on $\mathbb{Q}$. As a final remark, we discuss one caveat of the method. Since everything relies on the possibility of mapping $\mathbb{Q}$ to $\mathbb{Z}_{p}$, one can only apply the so far presented techniques in the case the problem at hand is entirely described by rational functions. This is indeed the scenario we are interested in: indeed, the tree-level scattering amplitudes present an entirely rational dependence on the spinor invariants and thus on the spinor components. Furthermore, one has to take special care of elements appearing in the calculations which do belong to more extended number fields than $\mathbb{Q}$, in particular for us this means square roots and imaginary units. How these are dealt with is often a matter of the specific problem, where our choices have been described in Section 3.2.1.

[^55]
## Appendix B

## SMEFT Conventions and Notations

## B. 1 The Standard Model gauge group

In Table B. 1 we write explicitly the representations under which each particle in the infrared spectrum of the Standard Model transforms, for the gauge group $U(1) \times S U(2) \times$ $S U(3)$.

|  | $U(1)$ | $S U(2)$ | $S U(3)$ |
| :---: | :---: | :---: | :---: |
| $B_{ \pm}$ | 0 | $\mathbf{1}$ | $\mathbf{1}$ |
| $W_{ \pm}$ | 0 | $\mathbf{3}$ | $\mathbf{1}$ |
| $G_{ \pm}$ | 0 | $\mathbf{1}$ | $\mathbf{8}$ |
| $\bar{Q}$ | $-\frac{1}{6}$ | $\overline{\mathbf{2}}$ | $\overline{\mathbf{3}}$ |
| $\bar{u}$ | $+\frac{2}{3}$ | $\mathbf{1}$ | $\mathbf{3}$ |
| $\bar{d}$ | $-\frac{1}{3}$ | $\mathbf{1}$ | $\mathbf{3}$ |
| $\bar{L}$ | $+\frac{1}{2}$ | $\overline{\mathbf{2}}$ | $\mathbf{1}$ |
| $\bar{e}$ | -1 | $\mathbf{1}$ | $\mathbf{1}$ |
| $Q$ | $+\frac{1}{6}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| $u$ | $-\frac{2}{3}$ | $\mathbf{1}$ | $\overline{\mathbf{3}}$ |
| $d$ | $+\frac{1}{3}$ | $\mathbf{1}$ | $\overline{\mathbf{3}}$ |
| $L$ | $-\frac{1}{2}$ | $\mathbf{2}$ | $\mathbf{1}$ |
| $e$ | +1 | $\mathbf{1}$ | $\mathbf{1}$ |
| $\bar{H}$ | $-\frac{1}{2}$ | $\overline{\mathbf{2}}$ | $\mathbf{1}$ |
| $H$ | $+\frac{1}{2}$ | $\mathbf{2}$ | $\mathbf{1}$ |

Table B.1: The spectrum of the Standard Model and the transformation properties of all the fields.

Our convention on the colour factor are completely specified by the decomposition of the contraction of two generators for both the $S U(N)$ and $S U(2)$ groups respectively:

$$
\begin{equation*}
\tau^{A a}{ }_{c} \tau^{B c}{ }_{b}=\frac{1}{2 N} \delta^{A B} \delta_{b}^{a}+\frac{i}{2} f^{A B C} \tau^{C a}{ }_{b}+\frac{1}{2} d^{A B C} \tau_{b}^{C a}, \tag{B.1}
\end{equation*}
$$

where $f^{A B C}$ are the structure constants and $d^{A B C}$ is the traceless completely symmetry $d$-tensor, and

$$
\begin{equation*}
\sigma^{I i}{ }_{k} \sigma^{J k}{ }_{j}=\frac{1}{4} \delta^{I J} \delta_{j}^{i}+\frac{i}{2} \epsilon^{I J K} \sigma^{K i}{ }_{j} . \tag{B.2}
\end{equation*}
$$

For the $S U(2)$ group we also need to specify how indices in the fundamental are raised and lowered by the $\epsilon$-tensor:

$$
\begin{equation*}
x_{i}=\epsilon_{i j} x^{j}=\epsilon_{i j} \epsilon^{j k} x_{k} . \tag{B.3}
\end{equation*}
$$

## B. 2 Three-point amplitudes in the Standard Model

In this section we present the complete set of non-vanishing three-point amplitudes in the Standard Model. As already mentioned in section 3.1, consistent factorisation of the four-point amplitudes imposes constraints which not only fix the colour structures but also relate the couplings of the various three-point amplitudes among each other. Once these constraints are taken into account a small set of the numerical coefficients in front of the amplitudes is still arbitrary and up to convention.

$$
\begin{aligned}
\mathcal{A}\left(W_{-}^{I}, W_{-}^{J}, W_{+}^{K}\right)=g_{2} \epsilon^{I J K} \frac{\langle 12\rangle^{3}}{\langle 23\rangle\langle 31\rangle}, & \mathcal{A}\left(W_{-}^{I}, W_{+}^{J}, W_{+}^{K}\right)=-g_{2} \epsilon^{I J K} \frac{[23]^{3}}{[12][31]}, \\
\mathcal{A}\left(G_{-}^{A}, G_{-}^{B}, G_{+}^{C}\right)=g_{3} f^{A B C} \frac{\langle 12\rangle^{3}}{\langle 23\rangle\langle 31\rangle}, & \mathcal{A}\left(G_{-}^{A}, G_{+}^{B}, G_{+}^{C}\right)=-g_{3} f^{A B C} \frac{[23]^{3}}{[12][31]}, \\
\mathcal{A}\left(B_{-}, \bar{e}_{m}, e_{n}\right)=i g_{1} \delta_{n m} \frac{\langle 12\rangle^{2}}{\langle 23\rangle}, & \mathcal{A}\left(B_{+}, \bar{e}_{m}, e_{n}\right)=i g_{1} \delta_{n m} \frac{[13]^{2}}{[23]}, \\
\mathcal{A}\left(B_{-}, \bar{L}_{m}^{i}, L_{n}^{j}\right)=-i \frac{g_{1}}{2} \delta_{m n} \delta_{i}^{j} \frac{\langle 12\rangle^{2}}{\langle 23\rangle}, & \mathcal{A}\left(B_{+}, \bar{L}^{i}, L^{j}\right)=-i \frac{g_{1}}{2} \delta_{m n} \delta_{i}^{j} \frac{[13]^{2}}{[23]}, \\
\mathcal{A}\left(B_{-}, \bar{u}_{m}^{a}, u_{n}^{b}\right)=-i \frac{2 g_{1}}{3} \delta_{n m} \delta_{b}^{\delta} \frac{\langle 12\rangle^{2}}{\langle 23\rangle}, & \mathcal{A}\left(B_{+}, \bar{u}_{m}^{a}, u_{n}^{b}\right)=-i \frac{2 g_{1}}{3} \delta_{n m} \delta_{b}^{a} \frac{[13]^{2}}{[23]}, \\
\mathcal{A}\left(B_{-}, \bar{d}_{m}^{a}, d_{n}^{b}\right)=i \frac{g_{1}}{3} \delta_{n m} \delta_{b}^{\frac{\alpha}{a} \frac{12\rangle^{2}}{\langle 23\rangle},} & \mathcal{A}\left(B_{+}, \bar{d}_{m}^{a}, b_{n}^{b}\right)=i \frac{g_{1}}{3} \delta_{n m} \delta_{b}^{a} \frac{[13]^{2}}{[23]}, \\
\mathcal{A}\left(B_{-}, \bar{Q}_{m}^{a, i}, Q_{n}^{b, j}\right)=i \frac{g_{1}}{6} \delta_{m n} \delta_{i}^{j} \delta_{a}^{b} \frac{\langle 12\rangle^{2}}{\langle 23\rangle}, & \mathcal{A}\left(B_{+}, \bar{Q}_{m}^{a, i}, Q_{n}^{b, j}\right)=i \frac{g_{1}}{6} \delta_{m n} \delta_{i}^{j} \delta_{a}^{b} \frac{[13]^{2}}{[23]} \\
\mathcal{A}\left(B_{-}, \bar{H}^{i}, H^{j}\right)=i \frac{g_{1}}{2} \delta_{i}^{j} \frac{\langle 12\rangle\langle 31\rangle}{\langle 23\rangle}, & \mathcal{A}\left(B_{+}, \bar{H}^{i}, H^{j}\right)=-i \frac{g_{1}}{2} \delta_{i}^{j} \frac{[12][31]}{[23]}, \\
\mathcal{A}\left(W_{-}^{I}, \bar{L}_{m}^{i}, L_{n}^{j}\right)=i g_{2} \delta_{m n} \sigma^{I j}{ }_{i} \frac{\langle 12\rangle^{2}}{\langle 23\rangle}, & \mathcal{A}\left(W_{+}^{I}, \bar{L}_{m}^{i}, L_{n}^{j}\right)=i g_{2} \delta_{m n} \sigma^{I j}{ }_{i} \frac{[13]^{2}}{[23]}, \\
\mathcal{A}\left(W_{-}^{I}, \bar{Q}_{m}^{a, i}, Q_{n}^{b, j}\right)=i g_{2} \delta_{m n} \sigma^{I j}{ }_{i}{ }_{i} \delta_{a}^{b} \frac{\langle 12\rangle^{2}}{\langle 23\rangle}, & \mathcal{A}\left(W_{+}^{I}, \bar{Q}_{m}^{a, i}, Q_{n}^{b, j}\right)=i g_{2} \delta_{m n} \sigma^{I j}{ }_{i} \delta_{a}^{b} \frac{[13]^{2}}{[23]}, \\
\mathcal{A}\left(W_{-}^{I}, \bar{H}^{i}, H^{j}\right)=i g_{2} \sigma^{I j}{ }_{i} \frac{\langle 12\rangle\langle 31\rangle}{\langle 23\rangle}, & \mathcal{A}\left(W_{+}^{I}, \bar{H}^{i}, H^{j}\right)=-i g_{2} \sigma^{I j} \frac{[12][31]}{[23]}, \\
\mathcal{A}\left(G_{-}^{A}, \bar{u}_{m}^{a}, u_{n}^{b}\right)=-i g_{3} \delta_{n m} \tau^{A a}{ }_{b} \frac{\langle 12\rangle^{2}}{\langle 23\rangle}, & \mathcal{A}\left(G_{+}^{A}, \bar{u}_{m}^{a}, u_{n}^{b}\right)=-i g_{3} \delta_{n m} \tau^{A a}{ }_{b}, \frac{[13]^{2}}{[23]},
\end{aligned}
$$

$$
\begin{array}{cl}
\mathcal{A}\left(G_{-}^{A}, \bar{d}_{m}^{a}, d_{n}^{b}\right)=-i g_{3} \delta_{n m} \tau_{b}^{A a} \frac{\langle 12\rangle^{2}}{\langle 23\rangle}, & \mathcal{A}\left(G_{+}^{A}, \bar{d}_{m}^{a}, d_{n}^{b}\right)=-i g_{3} \delta_{n m} \delta_{i}^{j} \tau_{b}^{A a} \frac{[13]^{2}}{[23]}, \\
\mathcal{A}\left(G_{-}^{A}, \bar{Q}_{m}^{a, i}, Q_{n}^{b, j}\right)=i g_{3} \delta_{m n} \tau^{A b}{ }_{a} \delta_{i}^{j} \frac{\langle 12\rangle^{2}}{\langle 23\rangle}, & \mathcal{A}\left(G_{+}^{A}, \bar{Q}_{m}^{a, i}, Q_{n}^{b, j}\right)=i g_{3} \delta_{m n} \delta_{i}^{j} \tau^{A b} \frac{[13]^{2}}{[23]}, \\
\mathcal{A}\left(\bar{Q}_{m}^{a, i}, \bar{u}_{n}^{b}, \bar{H}^{j}\right)=i \mathcal{Y}_{m n}^{(1)} \epsilon_{i j} \delta_{a}^{b}\langle 12\rangle, & \mathcal{A}\left(Q_{m}^{a, i}, u_{n}^{b}, H^{j}\right)=-i \overline{\mathcal{Y}}_{n m}^{(1)} \epsilon^{i j} \delta_{b}^{a}[12], \\
\mathcal{A}\left(Q_{m}^{a, i}, d_{n}^{b}, \bar{H}^{j}\right)=i \mathcal{Y}_{n m}^{(2)} \delta_{j}^{i} \delta_{b}^{a}[12], & \mathcal{A}\left(\bar{Q}_{m}^{a, i}, \bar{d}_{n}^{b}, H^{j}\right)=i \overline{\mathcal{Y}}_{m n}^{(2)} \delta_{i}^{j} \delta_{a}^{b}\langle 12\rangle, \\
\mathcal{A}\left(L_{m}^{i}, e_{n}, \bar{H}^{j}\right)=i \mathcal{Y}_{n m}^{(3)} \delta_{j}^{i}[12], & \mathcal{A}\left(\bar{L}_{m}^{i}, \bar{e}_{n}, H^{j}\right)=i \overline{\mathcal{Y}}_{m n}^{(3)} \delta_{i}^{j}\langle 12\rangle .
\end{array}
$$

## Appendix C

## Tree-level Amplitudes in 6D

## C. 1 Six-Dimensional Scattering Amplitudes

Six-dimensional tree-level amplitudes are the basic ingredients of our unitarity-based recipe. In this section we give the analytic expressions needed for our calculations and comment on how to recover four-dimensional expressions in a specific limit.

As we already mentioned, in six dimensions the notion of four-dimensional helicity is encoded in a tensorial structure, which must be reflected by the amplitudes. The advantage of this tensorial nature of six-dimensional helicity is that a single expression of the amplitude contains all the possible four-dimensional helicity configurations, when dimensional reduced. The drawback however is that one looses some of the simplicity which was peculiar to specific helicity configurations. In particular there is no concept of MHV amplitudes.

Moreover, taking four-dimensional limit also represents a good consistency check for six-dimensional results. Indeed, for an appropriate limit these results must return their four-dimensional counterparts. More specifically, accordingly to our embedding, it turns out that states characterised by little-group indices $(1, \dot{1})$ and $(2, \dot{2})$ correspond to the positive and the negative helicity states in the four-dimensional limit $(m, \tilde{m} \rightarrow 0)$, because of representation we chose for the gamma matrices. On the other hand, the additional $(1,2)$ and $(2,1)$ components coincide with two 4D scalars.

The four-gluon amplitude, computed in [30], is


According to our embedding, we expect $\mathcal{A}_{g}\left(1_{22}, 2_{22}, 3_{11}, 4_{11}\right)$ to reproduce the MHV amplitude $\mathcal{A}\left(1^{-}, 2^{-}, 3^{+}, 4^{+}\right)$in the limit $m_{i}, \tilde{m}_{i} \rightarrow 0$ for $i=1, \ldots, 4$, which is indeed the case:

$$
\begin{equation*}
\left.\mathcal{A}_{g}\left(1_{22}, 2_{22}, 3_{11}, 4_{11}\right)\right|_{4 \mathrm{D}}=i \frac{\langle 12\rangle^{4}}{\langle 12\rangle\langle 23\rangle\langle 34\rangle\langle 41\rangle} \tag{C.2}
\end{equation*}
$$

While $\mathcal{A}_{g}\left(1_{12}, 2_{21}, 3_{11}, 4_{22}\right)$ reproduces the four-point amplitude with two scalars and two opposite-helicity gluons $\mathcal{A}\left(1_{\phi}, 2_{\bar{\phi}}, 3^{+}, 4^{-}\right)$:

$$
\begin{equation*}
\mathcal{A}_{g}\left(1_{12}, 2_{21}, 3_{11}, 4_{22}\right)=i \frac{\langle 14\rangle^{2}\langle 24\rangle^{2}}{\langle 12\rangle\langle 23\rangle\langle 34\rangle\langle 41\rangle} . \tag{C.3}
\end{equation*}
$$

Another amplitude of which we make frequent use is the six-dimensional four-point amplitude with two gluons and two scalars [254]


The massless scalars in six dimensions behave as massive scalars when reduced to four dimensions. Taking the limits $m_{1}, m_{2}, \widetilde{m}_{1}, \widetilde{m}_{2} \rightarrow 0$ and choosing the helicity components we found the four-point amplitudes for gluons and massive scalars in four dimensions:

$$
\begin{align*}
& \left.\mathcal{A}_{s}\left(1_{22}, 2_{11}, 3,4\right)\right|_{4 D}=-i \frac{\left.\langle 1| \not ధ_{3}^{(4)} \mid 2\right]}{s_{12} s_{23}}  \tag{C.5}\\
& \left.\mathcal{A}_{s}\left(1_{11}, 2_{11}, 3,4\right)\right|_{4 D}=i \mu^{2} \frac{[12]^{2}}{s_{12} s_{23}}
\end{align*}
$$

where $\mu^{2}$ coincides in this case with the mass of the scalar squared.
Finally, the last amplitude one needs for our unitarity computations is the five-point tree-level amplitude. The amplitude with five-gluons has first been computed in [30]. In $[60,295]$ this result has been extended to the five-point superamplitude in the $\mathcal{N}=(1,1)$ theory. This superamplitude also contains information about the amplitude with scalar fields which is needed for the scalar subtraction when doing dimensional reconstruction. The amplitude with five gluons is

$$
\begin{equation*}
\mathcal{A}_{g}\left(1_{a \dot{a}}, 2_{b \dot{b}}, 3_{c \dot{c}}, 4_{d \dot{d}}, 5_{e \dot{e}}\right)=\frac{i}{s_{12} s_{23} s_{34} s_{45} s_{51}}\left(-\mathcal{M}_{a \dot{a} b \dot{b} \dot{c} d \dot{d} e \dot{e}}+\mathcal{D}_{a \dot{b} b \dot{b} \dot{c} d \dot{d} e \dot{e}}\right) \tag{C.6}
\end{equation*}
$$

with
and

$$
\begin{align*}
2 \mathcal{D}_{\text {aabbb்cidddee }} & =\left\langle 1_{a} \tilde{\Sigma}_{2 \dot{b}}\right]\left\langle 2_{b} 3_{c} 4_{d} 5_{e}\right\rangle\left[1_{\dot{a}} 3_{\dot{c}} 4_{d} 5_{\dot{e}}\right]+\left\langle 3_{c} \tilde{\Sigma}_{4 d} \backslash\left\langle 1_{a} 2_{b} 4_{d} 5_{e}\right\rangle\left[1_{\dot{a}} 2_{\dot{b}} 3_{\dot{c}} 5_{\dot{e}}\right]\right. \\
& +\left\langle 4_{d} \tilde{\Sigma}_{5 \dot{e}}\right]\left\langle 1_{a} 2_{b} 3_{c} 5_{e}\right\rangle\left[1_{\dot{a}} 2_{b} 3_{\dot{c}} 4_{\dot{d}}\right]-\left\langle 3_{c} \tilde{\Sigma}_{5 \dot{e}}\right]\left\langle 1_{a} 2_{b} 4_{d} 5_{e}\right\rangle\left[1_{\dot{a}} 2_{\dot{b}} 3_{\dot{c}} 4_{\dot{d}}\right] \\
& -\left[1_{\dot{a}} \Sigma_{2 b}\right\rangle\left\langle 1_{a} 3_{c} 4_{d} 5_{e}\right\rangle\left[2_{\dot{b}} 3_{\dot{c}} 4_{\dot{d}} 5_{\dot{e}}\right]-\left[3_{\dot{c}} \Sigma_{4 d}\right\rangle\left\langle 1_{a} 2_{b} 3_{c} 5_{e}\right\rangle\left[1_{\dot{a}} 2_{\dot{b}} 4_{\dot{d}} 5_{\dot{e}}\right] \\
& -\left[4_{d} \Sigma_{5 e}\right\rangle\left\langle 1_{a} 2_{b} 3_{c} 4_{d}\right\rangle\left[1_{\dot{a}} 2_{\dot{b}} 3_{\dot{c}} 5_{\dot{e}}\right]+\left[3_{\dot{c}} \tilde{\Sigma}_{5 e}\right\rangle\left\langle 1_{a} 2_{b} 3_{c} 4_{d}\right\rangle\left[1_{\dot{a}} 2_{\dot{b}} 4_{\dot{d}} 5_{\dot{e}}\right] . \tag{C.8}
\end{align*}
$$

The amplitude with two scalars and three gluons is

$$
\begin{equation*}
\mathcal{A}_{g}\left(1_{\phi}, 2_{\bar{\phi}}, 3_{c \dot{c}}, 4_{d \dot{d}}, 5_{e \dot{e}}\right)=-\frac{i}{s_{12} s_{23} s_{34} s_{45} s_{51}}\left(\mathcal{M}_{c \dot{c} d d \dot{e} \dot{e}}^{s}+\mathcal{D}_{c \dot{c d} d \dot{e} \dot{e}}^{s}\right), \tag{C.9}
\end{equation*}
$$



(A)
(B)

Figure C.1: BCFW construction of the tree-level non-minimal $\operatorname{Tr} F^{2}$ form factor in six dimensions.
with

$$
\begin{align*}
\mathcal{M}_{c \dot{c} d d \dot{d e} \dot{e}}^{s} & \left.\left.=\left\langle 3_{c}\right| \not p_{1}\left|4_{d}\right\rangle\left[3_{\dot{c}}\left|\not p_{2}\right| 4_{\dot{d}}\right]\left\langle 5_{e}\right| \not p_{1} p_{2} \not p_{3} \phi_{4} \mid 5_{\dot{e}}\right]+\left\langle 4_{d}\right| \not p_{1}\left|5_{e}\right\rangle\left[4_{\dot{d}}\left|\not p_{2}\right| 5_{\dot{e}}\right]\left\langle 3_{c}\right| \not p_{4} \not \phi_{5} \not \phi_{1} \not p_{2} \mid 3_{\dot{c}}\right] \\
& \left.+\left\langle 3_{c}\right| \not p_{1}\left|5_{e}\right\rangle\left[3_{\dot{c}}\left|\not p_{2}\right| 5_{\dot{e}}\right]\left\langle 4_{d}\right| \not p_{5} \phi_{1} \not p_{2} \phi_{3} \mid 4_{\dot{d}}\right]+\frac{1}{2}\left\langle 3_{c} 4_{d} 5_{e} 1^{a}\right\rangle\left[3_{\dot{c}} 4_{d} 5_{\dot{e}} 2_{\dot{b}}\right]\left\langle 1_{a} \tilde{\Sigma}_{2}^{\dot{b}}\right], \tag{C.10}
\end{align*}
$$

and

$$
\begin{align*}
& 2 \mathcal{D}_{c \dot{c} d \dot{d} \dot{e}}^{s}=-\left\langle 4_{d}\right| \not p_{1}\left|5_{e}\right\rangle\left[3_{\dot{c}}\left|\not p_{2}\right| 5_{\dot{e}}\right]\left\langle 3_{c} \tilde{\Sigma}_{4 \dot{d}}\right]+\left\langle 4_{d}\right| \not p_{1}\left|5_{e}\right\rangle\left[3_{\dot{c}} \mid \text { ph }_{2} \mid 4_{\dot{d}}\right]\left\langle 3_{c} \tilde{\Sigma}_{5 \dot{e}}\right] \\
& -\left\langle 3_{c}\right| \not p_{1}\left|5_{e}\right\rangle\left[3_{\dot{c}}\left|\not p_{2}\right| 4_{d}\right]\left\langle 4_{d} \tilde{\Sigma}_{5 \dot{e}}\right]+\left\langle 3_{c}\right| \not p_{1}\left|5_{e}\right\rangle\left[4_{\dot{d}}\left|\not p_{2}\right| 5_{\dot{e}}\right]\left[3_{\dot{c}} \Sigma_{4 d}\right\rangle  \tag{C.11}\\
& -\left\langle 3_{c}\right| \not p_{1}\left|4_{d}\right\rangle\left[4_{\dot{d}}\left|\not p_{2}\right| 5_{\dot{e}}\right]\left[3_{\dot{c}} \Sigma_{5 e}\right\rangle+\left\langle 3_{c}\right| \not p_{1}\left|4_{d}\right\rangle\left[3_{\dot{c}}\left|\not \mathscr{p}_{2}\right| 5_{\dot{e}}\right]\left[4_{d} \Sigma_{5 e}\right\rangle .
\end{align*}
$$

The $\Sigma$ and $\tilde{\Sigma}$ that appear in the previous formulae are defined as

$$
\begin{align*}
& \left|\Sigma_{i a}\right\rangle=\left(\not p_{i} \phi_{i+1} \not p_{i+2} \not p_{i+3}-\not{ }_{i} \phi_{i+3} \not \phi_{i+2} \not \phi_{i+1}\right)\left|i_{a}\right\rangle \tag{C.12}
\end{align*}
$$

where we define $\not p_{6} \equiv \not{ }_{1}$.

## C.1.1 Non-Minimal Form Factors

In this section we will address the computation of six-dimensional tree-level building blocks using BCFW recursion relations ${ }^{1}$. In particular we briefly comment on the main steps of the calculation of $\operatorname{Tr} F^{2}$ in the non-minimal configuration. Diagrammatically the terms we need to compute are represented in Figure C.1. In this computation one needs to make use of the three-point on-shell amplitudes in six-dimensions. These are most conveniently defined in terms of a set of auxiliary $\operatorname{SU}(2)$ spinors which we denote by $u_{a}, \tilde{u}_{\dot{a}}, w_{a}$ and $\tilde{w}_{\dot{a}}$, following the conventions of [30]. These objects are not Lorentz invariants in six dimensions and thus are not allowed to appear in the final expression, however they enjoy useful properties which simplify the calculation. The on-shell threepoint amplitude cleanly expressed in terms of the above mentioned spinors:

$$
\begin{equation*}
\mathcal{A}_{3}\left(1_{a \dot{a}}, 2_{b \dot{b}}, 3_{c \dot{c}}\right)=i \Gamma_{a b c}(1,2,3) \widetilde{\Gamma}_{\dot{a} \dot{b} \dot{c}}(1,2,3), \tag{C.13}
\end{equation*}
$$

[^56]with
\[

$$
\begin{align*}
& \Gamma_{a b c}(1,2,3)=u_{1 a} u_{2 b} w_{3 c}+u_{1 a} w_{2 b} u_{3 c}+w_{1 a} u_{2 b} u_{3 c},  \tag{C.14}\\
& \widetilde{\Gamma}_{\dot{a} \dot{b}}(1,2,3)=\tilde{u}_{1 \dot{a}} \tilde{u}_{2 \dot{b}} \tilde{w}_{3 \dot{c}}+\tilde{u}_{1 \dot{a}} \tilde{w}_{2 \dot{b}} \tilde{u}_{3 \dot{c}}+\tilde{w}_{1 \dot{a}} \tilde{u}_{2 \dot{b}} \tilde{u}_{3 \dot{c}} .
\end{align*}
$$
\]

Consider now applying six-dimensional BCFW as in Figure C.1. The hatted momenta are shifted by a quantity proportional to the complex parameter $z$ as

$$
\begin{align*}
& \hat{p}_{1}=p_{1}+z X^{a \dot{a}} \varepsilon_{1 a \dot{a}},  \tag{C.15}\\
& \hat{p}_{3}=p_{3}-z X^{a \dot{a}} \varepsilon_{1 a \dot{a}},
\end{align*}
$$

where $X^{a \dot{a}}$ is an arbitrary tensor needed to saturate the little group indices. This tensor, which also multiplies C.19, will be removed at the end of the calculation. The on-shell condition $\hat{p}_{1,2}^{2}=0$ implies $\operatorname{det} X=0$, which allows to express $X$ as

$$
\begin{equation*}
X^{a \dot{a}}=x^{a} \tilde{x}^{\dot{a}} . \tag{C.16}
\end{equation*}
$$

Furthermore we can define the quantities

$$
\begin{equation*}
y^{b}=\tilde{x}^{\dot{a}}\left\langle 3_{b} 1^{\dot{a}}\right]^{-1}, \quad \tilde{y}_{b}=x^{a}\left\langle 1^{a} 3^{\dot{b}}\right]^{-1}, \tag{C.17}
\end{equation*}
$$

which allow us to rewrite the momentum shift C. 15 in terms of the spinor shifts

$$
\begin{align*}
& \left|\hat{1}^{a}\right\rangle=\left|1^{a}\right\rangle+z x^{a} y_{b}\left|3^{b}\right\rangle, \\
& \left|\hat{3}^{b}\right\rangle=\left|3^{b}\right\rangle+z y^{b} x_{a}\left|1^{a}\right\rangle,  \tag{C.18}\\
& \left.\left.\left.\mid \hat{1}^{\dot{a}}\right]=\mid 1^{\dot{a}}\right]-z \tilde{x}^{\dot{a}} \tilde{y}_{b} \mid 3^{\dot{b}}\right], \\
& \left.\left.\left.\mid \hat{3}^{\dot{b}}\right]=\mid 3^{\dot{b}}\right]-z \tilde{y}^{\dot{b}} \tilde{x}_{\dot{a}} \mid 1^{\dot{a}}\right] .
\end{align*}
$$

Considering now for example term A in Figure C. 1 one has

$$
\begin{align*}
(\mathrm{A}) & =X^{a \dot{a}} \mathcal{A}_{3}\left(\hat{1}_{a \dot{a}}, 2_{b \dot{b}}, \hat{k}_{d \dot{d}}\right) \frac{-i}{s_{12}} F_{\mathcal{O}_{2}}^{(0)}\left(-\hat{k}^{d \dot{d}}, \hat{3}_{c \dot{c}} ; q\right)  \tag{C.19}\\
& =\frac{i}{s_{12}} X^{a \dot{a}} \Gamma_{a b d}(\hat{1}, 2, \hat{k}) \widetilde{\Gamma}_{\dot{a} \dot{b} \dot{d}}(\hat{1}, 2, \hat{k})\left\langle\hat{k}^{d} \hat{3}_{\dot{c}}\right]\left\langle\hat{3}_{c} \hat{k}^{\dot{d}}\right] .
\end{align*}
$$

Before substituting the definitions (C.18) in (C.19), we make use of the properties of $u, \tilde{u}, w, \tilde{w}$ to simplify this expression. The most useful identities are

$$
\begin{gather*}
u_{i a} w_{i b}-u_{i b} w_{i a}=\epsilon_{a b}, \quad \tilde{u}_{i \dot{a}} \tilde{w}_{i \dot{b}}-\tilde{u}_{i b} \tilde{w}_{i \dot{a}}=\epsilon_{\dot{a} \dot{b}}, \\
\left.\left.\left|u_{i} \cdot i\right\rangle=\left|u_{j} \cdot j\right\rangle, \quad \mid \tilde{u}_{i} \cdot i\right]=\mid \tilde{u}_{j} \cdot j\right] \quad \forall i, j=1,2, k,  \tag{C.20}\\
\left|w_{1} \cdot 1\right\rangle+\left|w_{2} \cdot 2\right\rangle+\left|w_{k} \cdot k\right\rangle=0, \\
\left.\left.\left.\mid \tilde{w}_{1} \cdot 1\right]+\mid \tilde{w}_{2} \cdot 2\right]+\mid \tilde{w}_{k} \cdot k\right]=0,
\end{gather*}
$$

where we used the shorthand notation $u_{i a}\left|i^{a}\right\rangle=\left|u_{i} \cdot i\right\rangle$ and $\left.\left.\tilde{u}_{i \dot{a}} \mid i^{\dot{a}}\right]=\mid \tilde{u}_{i} \cdot i\right]$. These identities allow us to rewrite

$$
\begin{align*}
\Gamma_{a b d}(\hat{1}, 2, \hat{k})\left\langle\hat{k}^{d}\right| & =\left\langle\hat{1}_{a}\right| u_{2 b}+\left\langle 2_{b}\right| u_{\hat{1} a},  \tag{C.21}\\
\left.\widetilde{\Gamma}_{\dot{a} \dot{b} \dot{d}}(\hat{1}, 2, \hat{k}) \mid \hat{k}^{\dot{d}}\right] & \left.=\mid \hat{1}_{\dot{a}}\right] \tilde{u}_{2 \dot{b}}+\left[2_{\dot{b}}\right] \tilde{u}_{\hat{1}} \dot{a}
\end{align*}
$$

which in turn leads to

$$
\begin{align*}
(\mathrm{A})=\frac{i}{s_{12}} X^{a \dot{a}} & \left(\left\langle\hat{1}_{a} \hat{3}_{\dot{c}}\right]\left\langle\hat{3}_{c} \hat{1}_{\dot{a}}\right] u_{2 b} \tilde{u}_{2 \dot{b}}+\left\langle\hat{1}_{a} \hat{3}_{\dot{c}}\right]\left\langle\hat{3}_{c} 2_{\dot{b}}\right] u_{2 b} \tilde{u}_{1 \dot{a}}\right.  \tag{C.22}\\
& \left.+\left\langle 2_{b} \hat{3}_{\dot{c}}\right]\left\langle\hat{3}_{c} \hat{1}_{\dot{a}}\right] u_{\hat{1} a} \tilde{u}_{2 \dot{b}}+\left\langle 2_{b} \hat{3}_{\dot{c}}\right\rangle\left\langle\hat{3}_{c} 2_{\dot{b}}\right] u_{\hat{1} a} \tilde{u}_{\hat{1} \dot{a}}\right) .
\end{align*}
$$

To further simplify the result, and to eliminate the residual $\mathrm{SU}(2)$ spinors, we make the following observations:

- pairs of $u_{i}, \tilde{u}_{j}$ with $i \neq j$ can be immediately rewritten in terms of six-dimensional invariants as

$$
\begin{array}{ll}
u_{1 a} \tilde{u}_{2 \dot{b}}=\left\langle 1_{a} 2_{\dot{b}}\right], & u_{2 b} \tilde{u}_{1 \dot{a}}=-\left\langle 2_{b} 1_{\dot{a}}\right],  \tag{C.23}\\
u_{2 b} \tilde{u}_{k \dot{c}}=\left\langle 2_{b} k_{\dot{c}}\right], & u_{k c} \tilde{u}_{2 \dot{b}}=-\left\langle k_{c} 2_{\dot{b}}\right] .
\end{array}
$$

- pairs of $u_{i}, \tilde{u}_{j}$ with $i=j$ can be rewritten using the identity [295]

$$
\begin{equation*}
\left.\left.u_{i a} \tilde{u}_{i \dot{a}}=\frac{(-1)^{\mathcal{P}_{i j}}}{s_{i P}}\left\langle i_{a}\right| p_{j} P \right\rvert\, i_{\dot{a}}\right], \tag{C.24}
\end{equation*}
$$

where $p_{j}$ is any other momentum belonging to the same three-point amplitude as $p_{i}$, and $\mathcal{P}_{i j}=+1$ for clockwise ordering of the states $(i, j)$. Also $P$ is any given arbitrary momentum.

Repeating a similar reasoning on term (B) one gets

$$
\begin{align*}
(\mathrm{B})=\frac{i}{s_{23}} X^{a \dot{a}} & \left(\left\langle\hat{1}_{a} \hat{3}_{\dot{c}}\right]\left\langle\hat{3}_{c} \hat{1}_{\dot{a}}\right] u_{2 b} \tilde{u}_{2 \dot{b}}+\left\langle\hat{1}_{a} \hat{3}_{\dot{c}}\right]\left\langle 2_{b} \hat{1}_{\dot{a}}\right] u_{3 c} \tilde{u}_{2 \dot{b}}\right.  \tag{C.25}\\
& \left.+\left\langle\hat{1}_{a} 2_{\dot{b}}\right]\left\langle\hat{3}_{c} \hat{1}_{\dot{a}}\right] u_{2 b} \tilde{u}_{\hat{3} \dot{c}}+\left\langle\hat{1}_{a} 2_{\dot{b}}\right]\left\langle 2_{b} \hat{1}_{\dot{a}}\right] u_{\hat{3} c} \tilde{u}_{\hat{3} \dot{c}}\right) .
\end{align*}
$$

The on-shell condition for the intermediate propagators in $(A)$ and (B) defines two different BCFW shift parameters, which we label $z_{A}$ and $z_{B}$ respectively. By computing $z_{A}$ and $z_{B}$ one can see that they are related by

$$
\begin{equation*}
z_{B}=-\frac{s_{23}}{s_{12}} z_{A} \tag{C.26}
\end{equation*}
$$

Thanks to this relation multiple cancellations happen between terms in (A) and terms in (B). With some further algebra and removing the $X^{a \dot{a}}$ tensor, one arrives at (4.40).

The analytic expression of the six-dimensional form factor $F_{\mathcal{O}_{2}}^{(0)}\left(1_{a \dot{a}}, 2_{b \dot{b}}, 3_{c \dot{c}} ; q\right)$ could also be computed using Feynman diagrams, see for example [254]. Due to the low multiplicity of this form factor, there is just a small number of contributing Feynman diagrams. The diagrammatic approach may thus be considered as equivalently viable as BCFW in this case, the latter method however leads to a far more compact expression with all the symmetries manifest.

In a similar way but with much less involved calculation, we can find both the nonminimal form factors with two scalars and one gluon (4.41) and (4.42). In Figure C. 2 and Figure C. 3 we show the BCFW factorization channels for these calculations. The only missing ingredient is the three-point amplitude with two scalars and one gluon in six dimensions, which turns out to be very simple:

$$
\begin{equation*}
\mathcal{A}\left(1_{a \dot{a}}, 2,3\right)=i u_{1 a} \widetilde{u}_{1 \dot{a}} \tag{C.27}
\end{equation*}
$$



Figure C.2: BCFW construction of the tree-level non-minimal $\operatorname{Tr} F^{2}$ form factor with two scalars.


Figure C.3: BCFW construction of the tree-level non-minimal $D \phi^{2}$ form factor.

## Appendix D

## Feynman Integrals

The integrals needed in Chapter 4 and Section 3.3 (the latter are named $I_{2}, I_{3}$ and $I_{4}$ ) are:

$$
\bigcup_{p_{2}}^{p_{1}}=I_{2}\left(s_{12}\right)=\int \frac{\mathrm{d}^{4-2 \epsilon} l}{(2 \pi)^{4-2 \epsilon}} \frac{1}{l^{2}\left(l+p_{1}+p_{2}\right)^{2}}=\frac{i c_{\Gamma}}{(4 \pi)^{2-\epsilon}} \frac{\left(-s_{12}\right)^{-\epsilon}}{\epsilon(1-2 \epsilon)},
$$



$$
\begin{equation*}
\sim_{q}^{p}=-\frac{i c_{\Gamma}}{(4 \pi)^{2-\epsilon}} \frac{1}{\epsilon^{2}}\left[\frac{\left(-q^{2}\right)^{-\epsilon}-\left(-p^{2}\right)^{-\epsilon}}{q^{2}-p^{2}}\right], \tag{D.1}
\end{equation*}
$$

and

$$
\begin{align*}
= & \int \frac{\mathrm{d}^{4-2 \epsilon} l}{(2 \pi)^{4-2 \epsilon}} \frac{1}{l^{2}\left(l+p_{1}\right)^{2}\left(l+p_{1}+p_{2}\right)^{2}\left(l+p_{1}+p_{2}+p_{3}\right)^{2}} \\
= & \frac{i c_{\Gamma}}{(4 \pi)^{2-\epsilon}} \frac{1}{s_{12} s_{23}}\left[\frac{2}{\epsilon^{2}}\left(\left(-s_{12}\right)^{-\epsilon}+\left(-s_{23}\right)^{-\epsilon}-\left(-q^{2}\right)^{-\epsilon}\right)+\right. \\
& \left.-2 \operatorname{Li}_{2}\left(1-\frac{s_{12}}{q^{2}}\right)-2 \operatorname{Li}_{2}\left(1-\frac{s_{23}}{q^{2}}\right)-\log ^{2}\left(\frac{s_{12}}{s_{23}}\right)-\frac{\pi^{2}}{3}\right]+\mathcal{O}(\epsilon), \tag{D.2}
\end{align*}
$$

where

$$
\begin{equation*}
c_{\Gamma}=\frac{\Gamma[1+\epsilon] \Gamma[1-\epsilon]^{2}}{\Gamma[1-2 \epsilon]} . \tag{D.3}
\end{equation*}
$$

The result with $q^{\mu}=p_{4}^{\mu}\left(q^{2}=0\right)$, needed in Section 3.3, is

$$
\begin{align*}
I_{4}\left(s_{12}, s_{14}\right) & =\int \frac{d^{4-2 \epsilon} l}{(2 \pi)^{4-2 \epsilon}} \frac{1}{l^{2}\left(l-p_{3}\right)^{2}\left(l-p_{3}-p_{4}\right)^{2}\left(l+p_{2}\right)^{2}} \\
& =\frac{i c_{\Gamma}}{(4 \pi)^{2-\epsilon}} \frac{1}{s_{12} s_{14}}\left[\frac{2}{\epsilon^{2}}\left(\left(-s_{12}\right)^{-\epsilon}+\left(-s_{14}\right)^{-\epsilon}\right)-\log ^{2}\left(\frac{-s_{12}}{-s_{14}}\right)-\pi^{2}\right]+\mathcal{O}(\epsilon) \tag{D.4}
\end{align*}
$$

These results are exact to all orders in $\epsilon$, and the expression of the corresponding integral functions in a different number of dimensions can be obtained by simply replacing $\epsilon$ to the appropriate value, for instance $\epsilon \mapsto \epsilon-1$ and $\epsilon \mapsto \epsilon-2$ for $d=6-2 \epsilon$ and $d=8-2 \epsilon$, respectively. In particular it turns out that all the integrals which give the rational terms, i.e. those with a non-trivial numerator written in (4.5), can always be expressed as integrals in higher dimensions [55]. Indeed consider the general integral function

$$
\begin{equation*}
I_{n}^{d}\left[\mu^{2 p}\right]=\int \frac{\mathrm{d}^{4-2 \epsilon} l}{(2 \pi)^{4-2 \epsilon}}\left(\mu^{2}\right)^{p} f_{n}\left(\left\{p_{i}\right\}, l\right)=\int \frac{\mathrm{d}^{4} l^{(4)}}{(2 \pi)^{4}} \int \frac{\mathrm{~d}^{-2 \epsilon} \mu}{(2 \pi)^{-2 \epsilon}}\left(\mu^{2}\right)^{p} f_{n}\left(\left\{p_{i}\right\}, l\right) \tag{D.5}
\end{equation*}
$$

and the $\mu$-measure can be rewritten as

$$
\begin{align*}
\int \mathrm{d}^{-2 \epsilon} \mu\left(\mu^{2}\right)^{p} & =\frac{1}{2} \int \mathrm{~d} \Omega_{-1-2 \epsilon} \int_{0}^{+\infty} \mathrm{d} \mu^{2}\left(\mu^{2}\right)^{-1-\epsilon+p} \\
& =\frac{\int \Omega_{-1-2 \epsilon}}{\int \mathrm{~d} \Omega_{2 p-1-2 \epsilon}} \int \mathrm{~d}^{2 p-2 \epsilon} \mu \tag{D.6}
\end{align*}
$$

Then (D.5) can be written as

$$
\begin{align*}
I_{n}^{d}\left[\mu^{2 p}\right] & =\frac{(2 \pi)^{2 p} \int \mathrm{~d} \Omega_{-1-2 \epsilon}}{\int \mathrm{~d} \Omega_{2 p-1-2 \epsilon}} \int \frac{\mathrm{~d}^{4+2 p-2 \epsilon} l}{(2 \pi)^{4+2 p-2 \epsilon}} f_{n}\left(\left\{p_{i}\right\}, l\right)  \tag{D.7}\\
& =-\epsilon(1-\epsilon)(2-\epsilon) \cdots(p-1-\epsilon)(4 \pi)^{p} I_{n}^{d+2 p}[1]
\end{align*}
$$

where

$$
\begin{equation*}
\int \mathrm{d} \Omega_{x}=\frac{2 \pi^{\frac{x+1}{2}}}{\Gamma\left[\frac{x+1}{2}\right]} \tag{D.8}
\end{equation*}
$$

Then to compute this integrals becomes just simple algebra:






Finally, we give the explicit expression for the integral functions appearing in Chapter 6 . These expressions are expanded in $\epsilon$ up to the relevant orders, and only terms with an $s$-channel discontinuity are kept.

$$
\begin{align*}
I_{2}(s) & \simeq \frac{i}{16 \pi^{2}}\left[\frac{1}{\epsilon}-\log (-s)\right]  \tag{D.9}\\
I_{3}(s) & \simeq \frac{i}{16 \pi^{2} s}\left[\frac{1}{\epsilon^{2}}-\frac{\log (-s)}{\epsilon}+\frac{1}{2} \log ^{2}(-s)\right]  \tag{D.10}\\
I_{3}(s ; m) & \simeq-\frac{i}{32}\left[\frac{1}{m \sqrt{-s}}+\frac{\log \left(-s / m^{2}\right)}{\pi^{2} m^{2}}\right]  \tag{D.11}\\
I_{4}(s, t ; m)+I_{4}(s, u ; m) & \simeq-\frac{1}{8 \pi} \frac{1}{m \omega} \frac{1}{d-4}(-s)^{\frac{d-6}{2}} \\
& \simeq-\frac{1}{16 \pi s(m \omega)}\left[\frac{1}{\epsilon}-\log \left(-\frac{s}{m^{2}}\right)\right] \tag{D.12}
\end{align*}
$$
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[^0]:    ${ }^{1}$ For example, when we consider a $3 \rightarrow 3$ scattering, the $S$-matrix must include the possibility to have disconnected $1 \rightarrow 1$ and $2 \rightarrow 2$ scattering processes.

[^1]:    ${ }^{2} \mathrm{~A}$ possible definition of the principal value is $\mathrm{P} \frac{1}{x}=\frac{1}{2}\left(\frac{1}{x+i \epsilon}+\frac{1}{x-i \epsilon}\right)$, such that $\int_{-\Lambda}^{\Lambda} \mathrm{P} \frac{1}{x}=0$.
    ${ }^{3}$ To be more precise, equation (1.22) is only true $\mathcal{O}\left(\left(s_{\alpha}-M_{\sigma}^{2}\right)^{0}\right)$. These propagators are exact only when we restrict to tree-level amplitudes in theories with two-derivative kinetic terms.
    ${ }^{4}$ We adopt the following convention: we indicate with $\mathcal{A}_{n}^{(L)}\left(p_{1}^{h_{1}} \ldots p_{n}^{h_{n}}\right)$ an $L$-loop $n$-point scattering amplitude with all the momenta outgoing and with $\mathcal{A}_{n}^{(L)}\left(p_{1}^{h_{1}} \ldots p_{m}^{h_{m}} \rightarrow p_{m+1}^{h_{m+1}} \ldots p_{n}^{h_{n}}\right)$ an $L$-loop $n$ point amplitude with $m$ incoming and $n-m$ outgoing states. If the superscript $(L)$ is absent, we mean tree-level.
    ${ }^{5}$ Equation (1.23) works under the assumption that we are dealing with a well-defined basis of asymptotic states. This is true in gapped theories, but it is not guaranteed to hold for theories with massless particles (and infrared divergences), which introduce extra factorising terms [15].

[^2]:    ${ }^{6}$ We also adopted the convention $\lambda_{-p \alpha}=i \lambda_{p \alpha}$ and $\widetilde{\lambda}_{-p \dot{\alpha}}=i \widetilde{\lambda}_{p \dot{\alpha}}$, such that $\lambda_{-p \alpha} \widetilde{\lambda}_{-p \dot{\alpha}}=-p_{\alpha \dot{\alpha}}$.

[^3]:    ${ }^{7}$ In principle, we would need also the colour and flavour structures but, since these are only trivial $\delta$ factors, we will ignore them in the following computations.

[^4]:    ${ }^{8}$ The PN and PM are complementary perturbative expansions. The former is a double expansion

[^5]:    in the velocity squared and the inverse separation in units of the Schwarzschild radius, which are of the same order due to the virial theorem $\left(\vec{v}^{2} \sim \frac{G m}{|r|}\right)$. In contrast, the PM expansion is organized differently, including instead contributions to all orders in velocity at fixed order in G , and the $n \mathrm{PM}$ order corresponds to $\mathcal{O}\left(G^{n}\right)$. On-shell methods are intrinsically relativistic, then we will always work in the PM expansion.
    ${ }^{9}$ There is an PM alternative to the fully on-shell methods, which combines Feynman rules in the worldline formalism with high-loop integration which is also giving promising results in this direction [175-188].

[^6]:    ${ }^{1}$ Fully eliminating the momentum of the $n^{\text {th }}$-particle is a matter of choices and in principles we could choose any other particle.

[^7]:    ${ }^{2}$ This is an actual choice between momenta of the $1^{\text {st }}$ and the $n-1^{\text {th }}$ momenta. We could choose an equivalent basis by writing (2.19) as

    $$
    \begin{aligned}
    & \begin{cases}\langle i 1\rangle[1 n]=-\sum_{j=2}^{n-1}\langle i j\rangle[j n] \\
    \langle 1(n-1)\rangle[(n-1) n]=-\sum_{j=2}^{n-2}\langle 1 j\rangle[j n]\end{cases} \\
    & \begin{cases}\langle n 1\rangle[1 i]=-\sum_{j=2}^{n-1}\langle n j\rangle[j i] \\
    \langle n(n-1)\rangle[(n-1) 1]=-\sum_{j=2}^{n-2}\langle n j\rangle[j 1]\end{cases} \\
    & \begin{array}{ll}
    \langle n
    \end{array}
    \end{aligned}
    $$

[^8]:    ${ }^{3}$ Each of the previous steps can be visualised in the Mathematica package MassiveGraphs, using the function HelicityCategoryBasis (which perform the classification) and setting the option Echos to True.
    ${ }^{4}$ This second part of the algorithm has not been made publicly available in the MassiveGraphs code yet. On the other hand, an older version (valid only for purely massless structures) can be found in the Mathematica package HelicityStructures and the function is called AllIdentities.

[^9]:    ${ }^{5}$ The helicity category [116] of a minimal amplitude is the helicity configurations of the structures obtained unbolding the massive spinors $[18,19]$.

[^10]:    ${ }^{6}$ For those spinors we will use the bold notation introduced in [18].

[^11]:    ${ }^{7}$ We have already taken into account momentum conservation identities, which will be described in the next section. The reader might notice that in the example shown, with the fourth particle being massless, momentum conservation identities are identical to the fully massless case, once we consider the unbolded graphs.

[^12]:    ${ }^{8}$ As in the massless case, this classification correspond to the HelicityCategoryBasis function in the MassiveGraphs code. If we are also interested in the terms proportional to powers of the masses, i.e. to the kinematic basis, the function to use is KinematicBasis.

[^13]:    ${ }^{9}$ For the interested reader, the bolding map at the level of graphs is not shown in this thesis, but it can be found explicitly coded in the MassiveGraphs package.

[^14]:    ${ }^{10}$ The approach presented in this section has been coded in Mathematica. The code and an example notebook are available at the link https://github.com/StefanoDeAngelis/SMEFT-operators.

[^15]:    ${ }^{11}$ This condition is not only necessary but also sufficient for having local interactions.
    ${ }^{12}$ The superscript of the subscript specify the helicity of the particles: $n_{g}=n_{g^{-}}+n_{g^{+}}$and $n_{f}=n_{f^{-}}+n_{f+}$.

[^16]:    ${ }^{13}$ The fourth standard tableau $\frac{1}{\frac{1}{2}} 3$ would not give an independent minimal amplitude, because it could be obtained from the second one by relabelling: $\mathcal{Y}_{\frac{13}{2} \frac{1}{2}}=(23) \circ \mathcal{Y}_{\frac{112}{3}} \circ(23)$, where $(23)$ is the permutation of the labels 2 and 3 .

[^17]:    ${ }^{14}$ The counting can be performed using the Hook Content Formula.

[^18]:    ${ }^{1}$ The mixing of EFT operators, discussed in Chapter 5, is a UV phenomenon, then we can work at energies which are much larger than the electroweak scale ( $\sim 100 \mathrm{GeV}$ ). Effectively, we will ignore the higgs vacuum expectation value in the SM Lagrangian and work with states transforming under the full $U(1) \times S U(2) \times S U(3)$ symmetry.

[^19]:    ${ }^{2}$ The relative minus sign between the so called MHV and $\overline{\text { MHV }}$ amplitudes is fixed by requiring parity invariance of the theory.
    ${ }^{3}$ In principle, this assumption could be lifted and would follow from factorisation as well if the gauge group is compact, but for simplicity we assume it from the beginning.
    ${ }^{4}$ We remind the reader that when fermions are present in the amplitudes, the RHS of (3.3) might get a minus sign contribution from fermion reordering and a further factor of $-i$ when crossing a fermion from initial to final state. This subtlety will be relevant in the computations of the following sections.

[^20]:    ${ }^{5}$ For example, we know that such terms can never be generated by any local Lagrangian interaction at tree-level.

[^21]:    ${ }^{6}$ The nodes of the tree graph must be either the Standard Model three-point interactions (plus the quadrivalent scalar interaction $-\lambda(\bar{H} H)^{2} / 4$ ) or, if we are considering amplitudes with effective operator insertions, also any of the relevant effective interaction classified in Section 2.3.1.

[^22]:    ${ }^{7}$ The full algorithm presented in this section can be applied to the case of form factors as well. If this was the case we were interested in, we should consider at this point a simplified version of the algorithm presented in Section 2.1.1, in which we ignore momentum conservation.

[^23]:    ${ }^{8}$ When we think of the problem in terms of a Feynman diagrammatic approach for $|h|=1$, this additional kinematic dependence is hidden in the polarisation vectors which in terms of spinor-helicity variables can be written as

[^24]:    ${ }^{10}$ The use of finite fields in high-energy physics has been introduced in [236] in the context of IBP reductions, and further pioneered in [237] where a much wider range of applications was explored. A brief overview of the topic can be found in Appendix A.4.
    ${ }^{11}$ In twistor space, two intersecting lines define a null momentum, and a closed contour with $n$ edges defines $n$ conserved null momenta. When generating kinematics for the two subamplitudes $\mathcal{A}_{m+1}$ and $\mathcal{A}_{n-m+1}$ in (3.33), $p_{I}$ is defined by the same intersecting lines for both of them.
    ${ }^{12}$ Generating and solving a system with an additional redundant equation ensures that when a

[^25]:    determined solution is found this is kinematics-independent and thus a true solution. Impossible systems might still admit determined kinematic-dependent solutions which are clearly unacceptable.
    ${ }^{13}$ These include, for example, recycling numeric data whenever possible, storing and reusing directly the exact invariant products making up the numerators instead of the single invariants, and generating a minimal parametrization of the kinematic points first, reducing thus the numerical kinematic generation to evaluations of polynomials in one/two variables.

[^26]:    ${ }^{14}$ Three-point amplitudes are exact at tree-level and fixed by helicity and mass dimensions consideration. This make the poles of four-point amplitudes tree-level exact, i.e. there are no loop corrections to the residues of these poles.

[^27]:    ${ }^{1}$ The Wilson coefficients are proportional to $v$ the Higgs field vacuum expectation value. If we consider the Wilson coefficients in the EFT after integrating out the top quark in the loops, then they will be proportional to $1 / v$. Their precise form will be of no relevance for this thesis.

[^28]:    ${ }^{2}$ Here real is used in contrast with virtual, which describes both internal particles propagating and soft emissions, which must be treated on the same footing to preserve unitarity.

[^29]:    ${ }^{3}$ This notation denotes an amplitude for which the virtual gluons have momenta defined in $d$ dimensions, while their polarization vectors live in $d_{1}>d$.

[^30]:    ${ }^{4}$ As already mentioned, the $d_{s}$ dependence comes from traces of $\eta$ tensors, and there can be at most $L$ closed loops leading to such a trace.

[^31]:    ${ }^{5}$ In this section, for the sake of clarity, we reserve the word vector only for the $d_{0}$-dimensional vector, whereas we refer to the four-dimensional equivalents as gluons.

[^32]:    ${ }^{6}$ There is no dynamics in the dimensions $d_{i}-d_{0}$, while this could be not true for the dimensions $d_{0}-d_{s}$.

[^33]:    ${ }^{7}$ It is worth mentioning that in terms of the six-dimensional spinor components the quantity mentioned above reads as follows: $l_{i}^{(-2 \epsilon)} \cdot l_{j}^{(-2 \epsilon)}=\frac{1}{2}\left(m_{i} \widetilde{m}_{j}+m_{j} \widetilde{m}_{i}\right)$ and $\mu_{i}^{2}=m_{i} \tilde{m}_{i}$.

[^34]:    ${ }^{8}$ To clarify the abuse of nomenclature, the quantity is the field strength in momentum space corresponding to a polarisation vector of given helicity.
    ${ }^{9}$ We could have used as definition the following: $F_{\mathrm{SD}, \alpha \dot{\alpha} \beta \dot{\beta}}:=p_{\alpha \dot{\alpha}} \varepsilon_{\beta \dot{\beta}}^{-}-p_{\beta \dot{\beta} \dot{\alpha}} \varepsilon_{\alpha \dot{\alpha}}^{-}=-\sqrt{2} \lambda_{\alpha} \lambda_{\beta} \epsilon_{\dot{\alpha} \dot{\beta}}$. As we can see the only difference is a $-\sqrt{2}$ normalisation factor.
    ${ }^{10} A, B, \ldots=1, \ldots, 4$ are indices in the (anti)fundamental representation of $\mathrm{SU}^{*}(4)$ and $a, \dot{a}$ are indices of the six-dimensional little group (for a detailed discussion see Appendix A.2).

[^35]:    ${ }^{11}$ Four-dimensional limit here means choosing appropriate little-group indices corresponding to the desired helicity configuration in four dimensions, and the taking $m_{i}, \tilde{m}_{i} \rightarrow 0$ for any particle $i$.
    ${ }^{12}$ Further details on the relation between four and six-dimensional tree-level quantities can be found in Appendix C.1.

[^36]:    ${ }^{13}$ We stress that this general structure was hidden by lower power-operators because the field strength is traceless: $\operatorname{Tr} F_{S D}^{n-1} F_{A S D}=\operatorname{Tr} F_{S D} F_{A S D}^{n-1}=0$.

[^37]:    ${ }^{14}$ The explicit expression of $\mathcal{A}_{g}$ can be found in Appendix C.1.

[^38]:    ${ }^{15}$ Their analytic expression is given in Appendix C.1.

[^39]:    ${ }^{16}$ For analytic expressions of such integrals see for example Appendix D.

[^40]:    ${ }^{17}$ See for example Table 7 in [307].

[^41]:    ${ }^{1}$ In principle, we could consider $\gamma_{d_{1} \rightarrow d_{2}}^{\mathrm{UV}}$, with $d_{1} \neq d_{2}$, which involves amplitudes which are nonlinear in the effective couplings. In this work we are not considering such contributions, but it is worth stressing that conceptually their treatment is very much the same.
    ${ }^{2}$ This formula has been first presented in [98] for $\mathcal{F}$ being a form factor, but it trivially holds for (effective) amplitudes as well, by setting $q^{\mu}=0$ in the form factor.

[^42]:    ${ }^{3}$ The results in the ancillary files of the paper [104] are given in terms of the matrix $\gamma_{i j}^{\mathrm{UV}} \equiv 16 \pi^{2} \gamma_{j \rightarrow i}^{\mathrm{UV}}$, where we factored out the usual loop factor $\frac{1}{16 \pi^{2}}$.

[^43]:    ${ }^{4}$ The different overall minus sign with respect to [98] comes from our different convention choice for $\lambda_{-k}^{\alpha}=i \lambda_{k}^{\alpha}$ and $\widetilde{\lambda}_{-k}^{\dot{\alpha}}=i \widetilde{\lambda}_{k}^{\dot{\alpha}}$, while the authors in [98] chose $\lambda_{-k}^{\alpha}=\lambda_{k}^{\alpha}$ and $\widetilde{\lambda}_{-k}^{\dot{\alpha}}=-\widetilde{\lambda}_{k}^{\dot{\alpha}}$.

[^44]:    ${ }^{1}$ In order to describe charged black holes the real scalar in (6.1) should be replaced by an electrically charged complex scalar.

[^45]:    ${ }^{2}$ This eikonal was intensively studied in the context of gravity and string theory in the nineties [363, $364]$. For related recent work see also $[142,365,366]$ and references therein.

[^46]:    ${ }^{3}$ We recall that $s=-|\vec{q}|^{2}$ where $\vec{q}$ is the momentum exchange between the classical source and the graviton.

[^47]:    ${ }^{4}$ See for instance $[173,378]$.

[^48]:    ${ }^{5}$ Note that such a contribution is absent in (6.26).
    ${ }^{6}$ Initially up to a factor of two [379].

[^49]:    ${ }^{7}$ Note that in (3.22) of [340] the $1 / \epsilon$ pole was not written explicitly. This pole does not affect either the time delay (6.87) or the particle bending angle. Our $1 / \epsilon$ pole corresponds to the $\log L$ term in [340], where $L$ is an infrared cutoff.

[^50]:    ${ }^{8}$ We recall from Section 6.3 .4 that $\mathcal{A}_{\mathrm{EH}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{+}, 4^{+}\right)=\mathcal{A}_{\mathrm{EH}}^{(0)}\left(1^{\phi}, 2^{\phi}, 3^{-}, 4^{-}\right)=0$.

[^51]:    ${ }^{9}$ The result of [353] for $\Delta \theta_{\text {FFR }}^{\gamma}$ was already identified as incorrect in [354] due to an inappropriate definition of the deflection angle.

[^52]:    ${ }^{1}$ The massless spinors as well are not completely determined by such definition. Indeed, the rescaling

    $$
    \begin{equation*}
    \lambda_{i \alpha} \longrightarrow e^{-\frac{i \phi_{i}}{2}} \lambda_{i \alpha}, \quad \quad \widetilde{\lambda}_{i \dot{\alpha}} \longrightarrow e^{\frac{i \phi_{i}}{2}} \widetilde{\lambda}_{i \dot{\alpha}} . \tag{A.3}
    \end{equation*}
    $$

    leaves momentum invariant and correspond to a little group transformation for massless particle. The little group in four dimensions is the double covering of $\mathrm{SO}(2) \simeq \mathrm{U}(1)$ and we choose to assign helicity $-\frac{1}{2}$ to $\lambda$ and $+\frac{1}{2}$ to $\widetilde{\lambda}$. Thus it is now manifest how the new variables can carry information about both the momentum and the helicity of an associated particle.

[^53]:    ${ }^{2}$ For the explicit basis of gamma matrices see Appendix A of [30].

[^54]:    ${ }^{3}$ See for example [237].

[^55]:    ${ }^{4}$ Since $P$ is not a prime $\mathbb{Z}_{p}$ is not a field but a ring.

[^56]:    ${ }^{1}$ For a more detailed account of six-dimensional BCFW see [30].

