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Acronyms

ACL anode catalyst layer

BPP bipolar plate

CCL cathode catalyst layer

CFD computational fluid dynamics

CL catalyst layer

DMFC direct methanol fuel cell

ECSA electrochemically active surface area

EIS electrochemical impedance spectra

EW equivalent weight

FE finite-element

FV finite-volume

GDL gas diffusion layer

HER hydrogen evolution reaction

HOR hydrogen oxidation reaction

MEA membrane electrode assembly

MOR methanol oxidation reaction

MPL micro-porous layer

NCP nonlinear complementarity problem

OCV open circuit voltage

ORR oxygen reduction reaction

PEM polymer electrolyte membrane

PEMFC polymer electrolyte membrane fuel cell

PFSA poly-fluorinated sulfonic acid

PTFE polytetrafluoroethylene

REV representative elementary volume

3





Symbols

Symbol Unit Description

aκ activity of component κ
Acell m2 cell area
Ach m2 channel area
CDL F m−3 double layer capacity
cκα mol m−3 molar concentration of component κ in phase α
Cn
H2O mol m−3 molar water concentration in the membrane

cp J kg−1 K−1 specific heat capacity
dκα mol m−2 s−1 diffusive flux of component κ in phase α
Dκ
α m2 s−1 diffusion coefficient of component κ in phase α

Dκ
Kn,g m2 s−1 Knudsen diffusion coefficient of component κ

DO2
ion m2 s−1 oxygen diffusion coefficient in the ionomer

dcell m cell depth
dch m channel depth
drib m rib depth
Ea J mol−1 activation energy
ECSA m2 m−3 electrochemically active surface area
E0
i V equilibrium voltage of reaction i

EW kg mol−1 membrane equivalent weight
fκα Pa fugacity of component κ in phase α
F C mol−1 Faraday’s constant
fV water volume fraction
g J mol−1 Gibbs free energy
h J mol−1 molar enthalpy
hα J kg−1 mass specific enthalpy of phase α
hκα J kg−1 specific enthalpy of component κ in phase α
Hκ

H2O Pa Henry coefficient of component κ in water
i A m−2 current density
inom A m−2 nominal current density: 0.25 A cm−2

j A m−3 volumetric current density
j0 A m−2 exchange current density
K m2 intrinsic permeability
kabs, kdes m s−1 water absorption / desorption mass transfer coeffi-

cient
kORR A m−3 ORR rate constant
kp m2 hydraulic permeability
krα relative permeability of phase α
lch m channel length
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lin m inlet length
lout m outlet length
ltube m tube length
Mκ kg mol−1 molar mass of component κ
n number of electrons transferred in the reaction
p Pa pressure
pα Pa pressure of phase α
pc Pa capillary pressure
pcb Pa break through pressure
psat Pa vapour pressure
q source term
qheat J m−3 s−1 energy source term
qH+/ qe− A m−3 charge source term
qκ mol m−3 s−1 source term of component κ
R J mol−1 K−1 ideal gas constant
RH relative gas humidity
ri A m−3 reaction rate of reaction i
Rn resistance term
rpore m pore radius
Sα saturation of phase α
s J mol−1 K−1 molar entropy
T K temperature
uα J kg−1 specific internal energy of phase α
vα m s−1 velocity of phase α
Vi m3 mol−1 partial molar volume of species i
wACL m ACL thickness
wCCL m CCL thickness
wch m channel width
wGDL m GDL thickness
wMPL m MPL thickness
wPEM m PEM thickness
xκα mol mol−1 mole fraction of component κ in phase α



Greek Symbols

Symbol Unit Description

α charge transfer coefficient
δion m ionomer film thickness
ε ratio between channel depth dch and cell depth dcell
κi electro-osmotic drag coefficient of species i
λ reactant stoichiometry in anode or cathode feed
λpm W m−1 K−1 heat conductivity of the porous medium
λH2O mol mol−1 moles of water per mol sulfonic acid in the membrane
µα Pa s dynamic viscosity of phase α
φ porosity
ϕ V potential
Φκ
α fugacity coefficient of component κ in phase α

Φel V electric potential
Φion V ionic potential
Πi V Peltier coefficient of reaction i
ηi V overpotential of reaction i
Ψ flux term
Ψκ mol m−2 s−1 molar flux density of component κ
ρα kg m−3 density of phase α
ρnα mol m−3 molar density of phase α
σ S m−1 conductivity
σT W m−1 K−1 thermal conductivity
νi stoichiometry coefficient of species i
θκ catalyst surface coverage with κ = PtO/PtOH
ξ storage term
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Subscripts and Superscripts

α phase
κ component
A anode
abs absorption
ads adsorption
c capillary
C cathode
ch channel
diff diffusive
des desorption
Ed. educt
eff effective
el electrode
elec electric
e– electron / electronic
eq equilibrium
g gas
H+ proton / protonic
i reaction index
int interface
i, j, k component index
ion ionic
l liquid
liq liquid
m (subscript) molar
n (subscript) non-wetting phase
n (superscript) molar
nom nominal
pm porous medium
Prod. product
s solid phase
T thermal
w wetting phase
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1 Introduction

The reduction of greenhouse gas emissions is a fundamental aspect in limiting the global
heating and mitigating the worldwide climate change. Hereby, the decarbonisation of the
energy sector is a primary goal, which includes the transition from power sources based
on fossil fuels towards renewable energy sources and more efficient energy storage and
conversion technologies. Fuel cells are an alternative power source in different fields of
applications, such as transportation, stationary power supply or portable devices. The
technology, which is based on the conversion of chemical energy to electrical energy, has
the potential to replace internal combustion engines and thus contribute to the transfor-
mation of the energy sector.

In applications with a low power request up to a few kW, the direct methanol fuel cell
(DMFC) can be used as a substitute for batteries or diesel engines. DMFCs are polymer
electrolyte fuel cells, typically operating at temperatures below 100 ◦C with air as oxidant
and a liquid mixture of methanol and water as fuel.

Methanol (CH3OH) is a liquid at room temperature and miscible with water in any
ratio, which makes its handling and storage easy. Due to its high energy density of
6.1 kW h kg−1 it is attractive as a fuel [4]. Methanol is a basic chemical and gets pro-
duced and used in large scales by the chemical industry for a wide range of products.
Thus, methanol has a high availability worldwide at low costs. Today, CH3OH is mostly
generated conventionally from fossil resources such as natural gas or coal, but new power-
to-liquid processes [16, 120, 64, 9, 137] enable the synthesis of ’green methanol’ from CO2
and H2 in a sustainable way.

The direct methanol fuel cell provides a way for efficient energy conversion with the ben-
efit of fast charging and an uninterrupted power supply for a long operating time [69,
86]. By using liquid methanol as a fuel, the DMFC system does not require advanced
storage- or supply techniques, which makes it smaller and easier to install and handle
compared to a hydrogen-based polymer electrolyte fuel cell (PEMFC) system. Provid-
ing these features, the DMFC becomes an alternative to diesel generators and batteries.
Until now, DMFCs have been commercialised in several specific areas, which range from
off-grid and backup power supply or auxiliary power units in stationary applications to
on-board power supply in caravans and the use as power source for forklift trucks [46,
130].

Despite the successful market entry of DMFCs in several fields of applications, scientific
research on the technology is ongoing in order to improve the DMFC’s efficiency and
durability while lowering its costs. In comparison with the structurally similar PEMFC,
which runs on hydrogen and is the favoured solution for mobile applications, the DMFC
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1 Introduction

shows a lower performance and power density. This is rooted in the complex and slow
methanol oxidation reaction in the DMFC anode, the formation of a mixed potential in
the DMFC cathode and the development of mass transport limitations during operation
due to the complicated two-phase flow in the cell. The DMFC also shows specific degra-
dation phenomena over time, which need to be understood and mastered.

In order to achieve better performances and longer lifetimes with the DMFC, progress in
the fields of materials, catalysis and the general fuel cell design is needed in combination
with developments regarding the operating strategy.
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2 Background

2.1 DMFC working principle and characteristics

The fuel cell converts chemical energy into electrical energy via an electrochemical reac-
tion. It consists of two half cells where individual reactions take place: the anode, where
a fuel gets oxidized, and the cathode, where an oxidant gets reduced. The two electrodes
are separated by an electrolyte and connected by an outer electric circuit, which means
that positive and negative charges (protons and electrons) flow in separate pathways.

Direct methanol fuel cells are low-temperature fuel cells which work with an acidic poly-
mer electrolyte membrane (PEM) at an operating temperature < 100 ◦C. The DMFC
anode and cathode typically consist of a flow field with a channel structure for the fluid
supply, a gas diffusion layer (GDL), a micro-porous layer (MPL) and a catalyst layer
(CL), respectively. The anode and cathode catalyst layer are separated by the PEM.
Figure 2.1 shows a schematic of the DMFC structure and its working principle for a
single cell.
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Figure 2.1: Schematic of the DMFC.

The fuel supplied to the DMFC anode is an aqueous methanol solution, whereas the
cathode is supplied with air. During the methanol oxidation reaction (MOR) in the
anode catalyst layer, methanol and water react to carbon dioxide under the release of
protons and electrons. The protons are transported through the polymer electrolyte
membrane to the DMFC cathode, whereas the electrons move there via an external
electric circuit. In the CCL, protons and electrons react with oxygen in the oxygen
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2 Background

reduction reaction (ORR) under the formation of water.

MOR (Anode): CH3OH + H2O −−⇀↽−− 6 H+ + 6 e− + CO2 (2.1)
ORR (Cathode): 3/2 O2 + 6 H+ + 6 e− −−⇀↽−− 3 H2O (2.2)
Overall reaction: CH3OH + 3/2 O2 −−→ CO2 + 2 H2O (2.3)

In the DMFC, platinum and binary platinum-ruthenium catalysts are used to enable
the electrochemical reactions [69]. Both half cell reactions, MOR and ORR, comprise
multiple steps with several possible reaction paths. The oxidation of methanol is espe-
cially complex [65, 49]. During the dissociation and dehydrogenation of methanol on
platinum, several intermediate species such as carbon monoxide but also formaldehyde
and formic acid are formed [57, 65]. CO is a very stable adsorbate on platinum, which
does not easily get oxidised, and thus can deactivate the catalyst (CO-poisoning) [74].
The removal of carbon monoxide in the DMFC anode is enabled by ruthenium, which
is added to the platinum catalyst: On ruthenium surfaces, water dissociates easily, pro-
viding hydroxyl-species for the oxidation of CO to CO2 [145, 50, 91, 144]. Due to these
rather complicated reaction steps, the MOR kinetics are slow, especially in comparison
with the oxidation of H2 in PEMFCs, and the anode overpotential in the DMFC is non-
negligible.

The polymer electrolyte membrane, which separates anode and cathode, is not only per-
meable for protons, but also for water and methanol molecules [117, 25]. Both species,
H2O and CH3OH, get transferred through the membrane from anode to cathode dur-
ing cell operation. As a consequence of the methanol crossover, a methanol oxidation
reaction also takes place in the cathode catalyst, in addition to the ORR. The reaction
mechanism for the MOR in the cathode is different to the one in the anode, since in the
CCL no ruthenium is present to enhance the oxidation of intermediate carbon monoxide
species. Instead, dissociated oxygen from the ORR can react with the CO-adsorbates
and oxidise them to CO2 [66]. This side reaction leads to a mixed potential in the DMFC
cathode, which in consequence lowers the cell performance [37, 109, 87, 158].

Due to the complicated and slow reaction kinetics in the anode and the parallel reactions
in the cathode, high platinum loadings are required in the DMFC. In order to minimise
the methanol crossover, aqueous solutions with a low methanol molarity are supplied to
the DMFC anode and membranes with a much higher thickness than in PEMFC are
used. The development of polymer electrolyte membranes with a lower permeability for
methanol is an ongoing field of research.

Water crossover from anode to cathode is another important phenomenon in DMFCs.
The liquid anode feed, consisting of an aqueous methanol solution, on the one hand fa-
cilitates the hydration of the polymer electrolyte membrane and lowers the membrane’s
resistance to proton transport. On the other hand, the crossover of H2O molecules
through the PEM also enhances the risk of flooding in the DMFC cathode, where water
is also formed as reaction product of the ORR.

18



2.2 DMFC performance losses and degradation

The co-existence of gas phase and liquid phase in both electrodes is a characteristic
feature of DMFCs: In the anode, where the feed is a liquid methanol solution and the
MOR reaction product is gaseous CO2, and in the cathode, with air as gaseous feed,
H2O as reaction product of the ORR and H2O and CH3OH as crossover species with the
possibility of condensation inside the electrode structure. Understanding the transient
two-phase flow behaviour in the DMFC and its impact on the fuel cell properties is key
to effective fluid management and thus stable and efficient fuel cell operation.

The physical and chemical processes inside the DMFC are complex, as they include a
multiphase and multicomponent fluid transport with changing compositions inside the
different layers of the cell, in combination with electrochemical reactions and charge and
heat transfer. All these processes happen on different scales, through-plane and in-plane,
and with varying dynamics in dependence on the actual operating conditions and mate-
rial properties.

The DMFC thus exhibits a risk for internal heterogeneities with variances in the distri-
bution of phases, species, humidity as well as temperature and charges along and across
the cell. Differences in the local operating parameters lead to an inhomogeneous poten-
tial and current distribution and thus cell performance [80, 123, 124, 5, 111] and can
furthermore result in a heterogeneous cell ageing [36, 17, 111].

2.2 DMFC performance losses and degradation

Apart from the challenges regarding efficient and optimal cell operation, the durability
of DMFCs is a key aspect for the success of the technology. Like other types of fuel
cells, the DMFC suffers from permanent as well as temporary degradation phenomena
[24, 103, 18, 39], and the degradation rates reported for DMFCs are higher than for
PEMFCs [2].

Even though the lifetime targets for DMFCs are moderate compared to PEMFCs [69, 92],
as the use cases for DMFCs are primarily for portable and stationary applications, the
avoidance and mitigation of degradation effects is a major field of research and further
efforts need to be made to achieve reliable and durable systems.

2.2.1 Irreversible degradation mechanisms

Structural changes in the different layers of the fuel cell are the major cause for permanent
DMFC degradation. The most important irreversible degradation mechanisms concern
the integrity of the catalyst layers: As the function of a catalyst is highly dependent on
its available surface area, the dispersion of catalytic nano-particles in the catalyst layers
is a fundamental concern for the long-term stability of low-temperature fuel cells.

For platinum catalyst particles in the DMFC, the same degradation mechanisms apply
as in PEMFCs: The active catalytic area can get reduced by platinum particle detach-
ment, particle growth or particle dissolution [131]. Once dissolved, platinum ions can

19



2 Background

re-deposit on other particles (Ostwald-ripening) or precipitate on the carbon support
[131, 141]. Also a migration of dissolved platinum ions into and through the membrane
can occur [31].

The dissolution of ruthenium particles in the anode catalyst and crossover through the
membrane is another relevant factor for the DMFC durability [107, 31, 2, 36, 17, 71].
The loss of ruthenium not only decreases the catalytic activity in the DMFC anode, but
its precipitation on the cathode catalyst also blocks catalyst sites for the ORR [107, 45,
121, 27, 36]. Furthermore, the dissolution of ruthenium has been reported to enhance
the process of platinum dissolution in the ACL [71].

An additional mechanism which leads to a decrease of the electrochemically active sur-
face area (ECSA) in the DMFC is the agglomeration of catalyst particles, which has
been reported for Pt catalysts as well as for PtRu catalysts [27, 28, 68, 121, 41].

The cathode catalyst layer in the DMFC is furthermore prone to carbon corrosion, i.e.
an erosion of the catalyst porous structure by oxidation of the carbon support to CO2
[118, 29], which can occur at potentials > 0.85 V.

Other irreversible degradation mechanisms in the DMFC concern the ionomer phases,
specifically their chemical and mechanical properties [28]. On the one hand, the loss of
ionomer in the catalyst layer has been reported [17, 110], which lowers the efficiency of
the catalyst. On the other hand, an ageing of the PEM with effects like membrane thin-
ning and membrane delamination can occur [27, 102], which deteriorate the membrane
stability and lead to an increase of interface resistances between PEM and electrodes.
Moreover, the formation of pinholes in the membrane is possible [102].

In the DMFC porous layers, i.e. GDL and MPL, structural changes affecting the poros-
ity and permeability and alterations in the internal surface properties, e.g. a loss of
hydrophobicity [24, 104], can occur, rendering permanently increased resistances to the
reaction species’ mass transport.

2.2.2 Reversible degradation mechanisms

Also reversible degradation mechanisms play a significant role for DMFCs: When oper-
ated in steady-state mode, the DMFC exhibits a tremendous voltage decay rate, which
makes a continuous operation without additional measures inefficient and rather impos-
sible [103, 18]. A great share of these observed performance loss is of temporary nature,
that is why a periodic interruption of the fuel cell operation is necessary for performance
recovery [104, 18].

One factor contributing to the recoverable part of the performance decay in the DMFC is
a shift in the two-phase flow balance inside the cell over time in anode and cathode, which
can induce mass transport limitations in the catalyst layers and change the gas/liquid
transport properties of the porous media [104, 19, 20, 73].
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2.2 DMFC performance losses and degradation

The transport and distribution of CO2 gas bubbles in the DMFC anode has been widely
studied (cf. for example to [150] or [156]) and undoubtedly the removal of CO2 from the
ACL is important for maintaining an optimal supply of the catalyst with methanol [150,
19]. It should be noted that for DMFCs with serpentine channel flow-fields it is rather
unlikely that the formation of gas slugs in the anode diffusion layer and channel com-
pletely block the transport path for methanol to the ACL [150, 73]. The accumulation
of CO2 in the anode porous media, however, might result in a dehydration of the ACL
ionomer phase [19].

Also in the DMFC cathode changes in the two-phase flow balance can cause reversible
degradation effects. On the one hand, the accumulation of liquid water in the cathode
porous media (also termed as “flooding”) hinders oxygen molecules from reaching the
active sites of the CCL and thus deactivates the respective area of the cell [104, 26]. On
the other hand, an imbalance in the cathode humidification can render dry areas in the
cell, which leads to increased resistances to the proton transport in catalyst layer and
membrane [20].

A periodic interruption of the DMFC operation while continuing the media flow in anode
and cathode can help to drive out accumulated reaction product species (gaseous CO2 in
the anode and liquid H2O in the cathode), restore the reactant availability in the catalyst
layers and balance out the cell humidification and thus recover the performance losses
introduced by mass-transport related processes [39, 104, 18].

Another important reversible degradation mechanism in the DMFC is the formation of
platinum and ruthenium oxide species in the catalyst layers, which do not promote the
ongoing electrochemical reactions, but instead block active catalytic surface sites. The
forming of catalyst surface oxides/hydroxides is very pronounced in the DMFC, due to
the high potentials in anode (approx. 0.25 V ≤ ∆ΦAnode ≤ 0.5 V) and cathode (approx.
0.7 V ≤ ∆ΦCathode ≤ 0.9 V) under load.

The role of ruthenium oxide species in the DMFC anode is still under investigation, since
beneficial (hydrous) as well as harmful (anhydrous) forms of ruthenium oxides exist [57,
119, 65, 88, 36, 2]. The formation of anhydrous RuO2/RuO3 can lead to a deactivation of
the catalytic activity [119, 65] and has been identified as a reversible catalyst degrada-
tion mechanism in the ACL. It can be recovered by applying a potential step to a lower
potential [61, 62].

Platinum oxides and -hydroxides occur as intermediate species during the ORR in the
cathode catalyst, where they get quickly reduced. In the presence of water, however,
also the formation of platinum oxides/hydroxides due to the oxidization of H2O on the
platinum surfaces has been reported. These species do not participate in the ORR but
block active surface sites of the catalyst [39, 148]. The mechanism for [PtO] and [PtOH]
formation at potentials between 0.75 V to 0.85 V vs. RHE is a relevant degradation
mechanism in the DMFC cathode catalyst layer, as shown by Eickes et al. [39]. The
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development of these surface species is logarithmic over time and fully recoverable when
the cathode potential is brought below 0.5 V, where the platinum oxides and -hydroxides
get reduced. This state can be evoked with an “air break” strategy for the DMFC
cathode, which has been proven to be a suitable performance recovery procedure [39,
104, 26, 18, 20].

2.2.3 Hydrogen evolution in the DMFC anode

An interesting phenomenon which occurs under oxygen-depleted condition in the DMFC
cathode is the evolution of hydrogen in the DMFC anode [154, 153, 122]. The effect
has first been observed under OCV-conditions with a low cathode flow rate by Ye and
co-workers [154]. Later, the formation of H2 in the DMFC anode has also been confirmed
during recovery procedures with intentional cathode air starvation [20].

The mechanism can be explained as follows: When the oxygen content in the cathode
falls below a certain threshold (typically at the outlet position), the oxygen reduction
reaction comes to a halt and the methanol oxidation reaction due to methanol crossover
becomes the dominant reaction in this part of the cathode catalyst layer. At the same
time, the cathode inlet area of the cell maintains its regular operation with the ORR,
since sufficient O2 is available there. Essentially, the cell splits into two different operating
zones, with the part including the cathode inlet area operating normally on anode and
cathode (“galvanic region”), while the other part (including the cathode outlet area)
reverses its behaviour (“electrolytic region”) [154]. The protons produced in the cathode
MOR in the oxygen-depleted area move through the PEM to the anode (opposite to
the regular cell operation, where the protons are transferred from anode to cathode),
while the electrons produced in the MOR migrate in-plane in the CCL towards the ORR
zone. On the anode side of the “electrolytic” region, the protons transferred through the
membrane from the cathode side form H2 together with electrons from the “galvanic”
region of the anode.

2.3 Physical Fuel Cell Modelling

Physical modelling of low-temperature fuel cells can help to generate a deeper under-
standing of the cell behaviour and experimentally observed phenomena.

Depending on the scope and purpose, different types of fuel cell models exist, which differ
with regards to their scale (nano-, micro-, meso- or macro-scale) as well as their dimension
(1D to 3D) and their degree of detailing the physicochemical processes inside the fuel cell.

Describing the processes inside the fuel cell in a model is not trivial: The challenges
include portraying the multiphase and multicomponent fluid transport through the cell,
with changing transport properties inside the different layers, in combination with com-
plicated electrochemical reactions as well as charge and heat transfer. These processes
happen through-plane and in-plane and on different scales, i.e. the micro-, meso- and
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macroscale, with varying dynamics in dependence on the actual operating conditions.

1D continuum models allow an investigation of the overall cell behaviour as well as in-
dividual effects like reaction kinetics with a high degree of detailing in dependence on
specific boundary conditions. The missing spatial resolution along or across the channel,
however, limits the ability to study interactions between different processes and param-
eters within the fuel cell structure, which are highly coupled to each other.

A detailed analysis of individual structural effects and morphologies and their impact on
parameters like the wetting-behaviour in a layer can be achieved with 3D microstructure
models. Microstructure models are also used to predict volume-averaged transport co-
efficients for a specific material, which then can be used in macroscopic fuel cell models
[147]. Models focussing on the microstructure and the transport phenomena within are
limited to a narrow modelling domain due to the high computational costs and thus not
suitable for portraying the entire cell behaviour regarding the interactions of species,
charge and heat transfer.

In order to study the overall cell behaviour in dependence of the internal conditions as
well as local heterogeneities across the cell, multidimensional, i.e. 2D or 3D, models on
the continuum-scale can be used. These macroscopic fuel cell models build the link be-
tween detailed micro- or mesoscale models on the one hand, which often focus on single
phenomena like water transport, and stack models, which do not resolve the detailed
physical processes inside the cell, but phenomenologically describe the overall fuel cell
behaviour. With a multidimensional fuel cell model, the simulation of the complex in-
terplay between fluid transport in combination with heat and charge transfer as well as
electrochemical reactions within a single cell is possible.

A continuum-scale fuel cell model requires a mass and momentum balance, a charge
balance and an energy balance. These governing equations have to be solved for every
conservation species at every point in the cell or rather the modelling domain. Due to
the multiphase and multicomponent problem in low-temperature fuel cells (and espe-
cially the DMFC), also phase transitions and the thermodynamic relation between the
species have to be considered.

The mass transport in the fuel cell is strongly determined by the properties of the ma-
terials used in the fuel cell structure. The different layers of the fuel cell, i.e. the gas
channels, gas diffusion layers, microporous layers, catalyst layers and the membrane vary
substantially regarding their morphology and surface characteristics and consequently
exhibit individual resistances to mass transport.

In the channels of the fuel cell’s flow fields, species transport can be described by classical
fluid dynamics. Within the GDLs, MPLs and CLs with their heterogeneous and porous
structure, however, the porous media theory has to be applied.

GDL and MPL mostly consist of PTFE-coated carbon fibres, which create a solid ma-

23



2 Background

trix with pores in the nano- and micrometer range. Every material has a distinct pore
size distribution, porosity, permeability and (internal) wettability. The resistance to
fluid transport in these materials is furthermore determined by their capillary proper-
ties, which differ depending on whether the material is in contact with a gas or a liquid
phase (or rather “wetting” and “non-wetting” phase). The correlation between capillary
pressure and saturation is of great importance for the two-phase flow behaviour in the
fuel cell. For models on the continuum scale, effective transport properties and capillary
pressure-saturation relations have to be derived for each layer of the fuel cell. These prop-
erties could either be determined by experiments or from suitable microstructure models.

The catalyst layer consists of ionomer and catalyst particles dispersed on a porous car-
bon matrix, creating an even more heterogeneous microstructure compared to MPL and
GDL, with special resistances towards gas and liquid transport. The ionomer phase en-
ables the transport of protons to and from the catalyst surface, where the electrochemical
reactions take place and thus the sinks and sources for charges and species have to be
considered. The electrochemical reactions can be either portrayed with elementary ki-
netics, which include the individual reaction steps on the molecular scale, or with global
reaction kinetics, which phenomenologically describe the electrochemical reactions. The
resulting sinks and sources for mass, charges and heat are derived from the reaction rates.

The transport inside the membrane is fundamentally different from the transport in the
porous media: While the morphology of the solid porous media and and their character-
istics regarding mass transport are more or less stable, the properties and the structure
of the polymer electrolyte membrane strongly depend on its degree of hydration. The
uptake of water into the membrane is a characteristic feature which determines the trans-
port of species as well as of protons through the ionomer [82]. A two-phase flow regime
with a distinction between a gas and a liquid phase does not exist in the membrane,
instead species transport happens rather coupled to or dissolved in the very ionomer
structure [78].

At the interface between membrane and catalyst layers, mass, heat and charge transfer
occurs between layers with significant differences in their structural and physicochemical
properties. In addition to that, non-equilibrium processes like phase-dependent water
sorption or membrane swelling take place, which influence the behaviour of the polymer
electrolyte [52, 89]. The description of these interface processes and the coupling be-
tween the different domains (in case a multi-domain approach has been chosen for the
model) in the fuel cell is a major challenge for physical modelling. Most macroscopic
models assume the catalyst layer as infinitesimally small and thus do not discretize them
spatially. When it comes to local effects and the transfer of charge, heat and species
over the PEM/CL interfaces, however, the conditions inside the CL are of fundamental
importance and must not be neglected [147, 44].

Not only mass transport is essential for describing the fuel cell function, but also charge
transport. In the electrochemical reactions in anode and cathode catalyst layer protons
as well as electrons are produced or consumed. The fuel cell’s working principle is based
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on the separation between positive and negative charges. While the carbon structure in
CL, MPL and GDL is electronically conductive and enables electron transport between
catalyst layer and current collector at the channel wall, the protons are only able to
move within the ionomer phases, i.e. catalyst layer ionomer and polymer electrolyte
membrane, which do not conduct negative charges. This requires the formulation of two
individual charge balances for H+ and e– , which render the distribution of the ionic as
well as the electric potential within the cell.

The heat transfer is another important aspect in fuel cells, which are usually operated
with a temperature control. The heat generated in the electrochemical reactions and due
to ohmic losses in the membrane has to be transported through the cell. All materials
in the fuel cell exhibit a certain heat capacity and thermal conductivity and thus enable
the heat transfer from the cell towards the current collector.

Considering all these aspects, i.e. the electrochemical reactions as well as mass, charge
and heat transport in dependence of their individual resistances per layer, the fuel cell
performance can be simulated.

A great number of effective parameters and correlations has to be derived or approxi-
mated from experiments for a fuel cell model on the continuum scale. Many transport
parameters in the fuel cell not only depend on one variable like the temperature, but on
several others, like the humidity or the compression of the structure, too. This imposes
a challenge for parameter derivation, since individual properties can easily get over- or
underestimated.

For any model, a sound validation against experimental data is thus recommended in
order prove the meaningfulness of the simulation and the validity of the model descrip-
tion. Given the complexity of the processes inside the fuel cell, the comparison of a
simulation result to a single experimental polarisation curve, which relates the cell volt-
age to the current density as a result of charge and species transport and temperature
combined, is strictly speaking not sufficient to verify a model. Instead, it would be desir-
able to also scrutinize the mass, charge and heat transport individually, if experimental
measurements are available.
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The exploration of the DMFC as a power source started in the 1950s, and research ac-
tivities on the topic have accelerated since the 1990s [4]. Today, plenty of experimental
studies on materials and catalysis as well as on DMFC performance and degradation
exist, while modelling studies on the behaviour of DMFCs are less common.

The first DMFC models date back to the late 1990s and were mostly steady-state math-
ematical models in 0D or 1D. They were used to address fundamental topics for the
functioning of the DMFC like methanol crossover [32, 136, 128, 37], the effect of the
mixed potential in the DMFC cathode [136, 37] and the impact of the two-phase phe-
nomena in the DMFC [136, 128]. Over the years, also modelling studies on dynamic
phenomena inside the DMFC arose [135, 126], as well as transient models with a focus
on performance degradation [54, 66].

Numerical models with a spatial resolution in 2D and 3D using computational fluid dy-
namics occured shortly after the year 2000 [35, 143, 151, 149]. The mass transport within
the cell, two-phase flow phenomena and the overall cell performance in dependence on
different structural cell parameters and operating conditions are the leading topics in
these studies [151, 73, 48, 139]. In some cases, multidimensional models are also used
for investigating specific operating conditions like the starvation of reactants or the cell
behaviour during start/stop scenarios [155, 152].

In the following sections, an overview of selected DMFC models on the continuum scale
is given and relevant multidimensional modelling studies are discussed in detail.

3.1 DMFC Models in 1D

The first DMFC models with a spatial resolution in 1D were used to study the sensitivity
of mass transport and performance to the layer thickness [14, 37], the thermal behaviour
of a DMFC stack [3] as well as to analyse the distribution of reaction species and mass
transport limitations [129, 128]. The works of Scott, Sundmacher, Cruickshank and
Dohle include a model validation with experimental cell performance data under vari-
ous methanol feed concentrations and/or temperatures [32, 128, 136, 37] and water and
methanol crossover rates [32, 37].

In 2002, Meyers and Newmann presented a detailed thermodynamic framework for the
transport of protons, water and methanol within the DMFC membrane [94, 95]. The
authors formulated their conservation equations in dependence of the chemical potential,
respectively, and considered sorption processes into the membrane for water as well as
for methanol. The 1D steady-state model included species transport through the gas

27



3 State of the Art

diffusion layers, the catalyst layers and the membrane and considered elementary reac-
tion kinetics in anode and cathode. The model formulated the electrodes as single phase
problems with a liquid phase in the anode and a gas phase in the cathode. It was used to
study the performance of the DMFC in dependence on the membrane thickness as well
as the methanol concentration [96]. The methanol crossover through the membrane was
validated for various feed concentrations in the DMFC anode.

Siebke et al. [132] developed a DMFC model in 1D in order to study the limiting processes
for the DMFC performance. In the model the gas/liquid interactions in the DMFC were
considered with the formation of liquid water in the porous media, a phase-dependent
membrane humidification and the effect of water film formation in the cathode catalyst
layer. The study incorporated an extensive experimental validation of the model with
polarisation curves with varying O2-concentration, temperatures, cathode humidification
levels and air flow rates. The model was able to phenomenologically depict the described
variations without any parameter fitting and the study highlighted the impact of the
cathode potential on the DMFC performance.

Casalegno et al. [23] developed an isothermal steady-state 1D+1D model of the DMFC,
considering two phase flow in the anode and one single phase in the cathode. The study
focused on the effect of temperature and methanol stoichiometry on the cell performance.
A model validation was performed against experimental polarisation curves as well as
the methanol crossover rate at different temperature levels. In a later publication, the
model was used to study the effect of methanol crossover in the DMFC in combination
with experiments [22].

Zago [159] extended the 1D+1D model presented by Casalegno et al. by including water
transport through the membrane and a two-phase flow in the DMFC cathode. A cath-
ode flooding model was further added and integrated in the framework. The model was
validated against experimental data for the water crossover and polarisation curves for
a DMFC operated at two different methanol stoichiometries. Later, Zago’s model was
used to study the effect of an anode MPL on the transport and distribution of water and
methanol within the DMFC [157].

Ko et al. [76] presented an isothermal two-phase model for the DMFC in 1D with five
layers in the MEA. The membrane was assumed to be fully hydrated and methanol and
water crossover through the membrane were considered in the model. No individual
charge balances were solved, instead the cell voltage was derived in dependence on the
current, the overpotentials and membrane and contact resistances. Water flooding in the
DMFC cathode was considered by correlating the effective oxygen diffusion coefficient
to the liquid saturation of the porous medium. With their DMFC model, the authors
studied the sensitivity of the cell performance with respect to methanol feed concen-
tration and temperature as well as the influence of these parameters on the methanol
crossover. The simulation results were compared to experimental performance data for
twelve different temperature/concentration combinations and a good agreement between
model and experiments was achieved with one single set of parameters, i.e. the model
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was not adjusted for the different cases. Moreover, the methanol crossover rates were
validated against experimental data with a variation in temperature, membrane thick-
ness and methanol feed concentration.

Also dynamic DMFC models have been developed since the early 2000s: Sundmacher et
al. [135] and Zhou et al. [162], for example, presented mathematical models including
elementary kinetics for the electrochemical reactions in the anode and cathode catalyst.
In combination with experiments, the effect of dynamically changing methanol feed con-
centrations on the cell performance was studied.

Schultz and Sundmacher further developed a 1D model for studying multicomponent
mass transport phenomena and cell performance of the DMFC [127]. The non-isothermal
model incorporated a spatial resolution of the catalyst layers and assumed Butler-Volmer
kinetics in both electrodes. The model was experimentally validated in terms of water
and methanol crossover rates as well as cell performance for different temperature levels.
In a following publication [126], the authors extended their model with two variants of
more detailed anode and cathode reaction kinetics and used it to study the dynamic cell
response to changes in the methanol feed concentration in the DMFC anode. Again, the
model verification was performed against own experimental performance data.

Gerteisen presented a detailed transient model for the DMFC membrane electrode as-
sembly in 1D and studied the formation of mixed potentials in the DMFC anode and
cathode as well as the effect of catalyst poisoning [54]. The work focussed on electro-
chemical phenomena, so the catalyst layers were spatially resolved in the model and the
formation of intermediate species on the Pt- and Ru-catalyst were considered in the reac-
tion kinetics. The model accounted for the crossover of methanol from anode to cathode
as well as oxygen crossover in the opposite direction.

With his model, Gerteisen studied the development of the local potentials, the methanol
distribution within the cell and the impact of the MOR in the cathode catalyst. The
model was further used to simulate a dynamic relaxation of the DMFC anode potential
in dependence on methanol stoichiometry and current loads, which had been previously
experimentally observed by the author. The phenomenon could be explained by the
formation of a mixed potential and CO-poisoning in the DMFC anode catalyst. Addi-
tionally, the local distribution of species as well as catalyst surface coverages and reaction
rates within the MEA were presented.

Jahnke et al. [66] developed a transient 1D model for the DMFC with a detailed descrip-
tion of the electrochemical reactions as well as the individual potentials in the membrane
and the electrodes. The model considered the two-phase transport in the DMFC anode
and water and methanol crossover through the membrane. The membrane’s transport
parameters included a dependency on the membrane’s water content. Elementary kinet-
ics for MOR and ORR in the DMFC anode and cathode were implemented. The authors
presented a thorough validation of their model against a set of experimental performance
data, methanol crossover rates and impedance spectra. The model was used to simulate
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the steady-state performance, the cell’s impedance as well as the transient DMFC be-
haviour under load jumps and load cycles, and a special focus was brought to the effect
of methanol crossover and CO-poisoning.

3.2 DMFC Models in 2D and 3D

Divisek et al. [35] presented a detailed numerical model for the DMFC membrane elec-
trode assembly in 2D, considering two-phase flow in the porous media and elementary
kinetics in the spatially resolved catalyst layers. The gas and liquid flow in the MEA was
described according to the porous media theory, with a simplified approach for the DMFC
membrane. The model was verified against performance data with different methanol
feed concentrations. With their non-isothermal model, the authors investigated the dis-
tribution of methanol, liquid saturation and temperature within the cell for different
operating conditions and the corresponding cell performance.

Ge and Liu [51] published a 3D two-phase model for the DMFC with a single domain
continuum approach, including anode and cathode channels, GDLs and CLs as well as
the membrane. The isothermal steady-state model followed the multiphase mixture the-
ory. No individual charge balances were solved, i.e. the cell voltage was calculated as
function of overpotentials and resistances. The reaction kinetics were described via Tafel
equations. Methanol crossover due to electro-osmotic drag and diffusion was considered,
but no MOR in the CCL was solved and water crossover through the membrane was
neglected in the study. The model was used to analyse the species distribution along the
channel and across the cell on the anode side of the DMFC, with a focus on the liquid
saturation and carbon dioxide dispersal. The simulated cell performance was compared
to experimental data for one stoichiometry-temperature-condition.

Yan and Jen [149] developed an isothermal two-phase DMFC model in 2D and followed
a single domain approach including MEA and channels (the catalyst layers were not
spatially resolved) with a multiphase mixture model. A capillary pressure-saturation
relation was not considered in the porous media and the model did not account for
individual charge balances. The membrane was assumed to be fully humidified. A val-
idation of the model against experimental performance data at two temperatures was
shown. With their model, the authors studied the sensitivity of the DMFC performance
on its operating parameters, i.e. methanol feed concentration, temperature, pressure and
stoichiometry as well as the membrane thickness.

Yang and Zhao [151] presented an isothermal two-phase model of a DMFC in 2D in
order to study the mass transport within the cell. The model provided a spatial reso-
lution of the catalyst layers in anode and cathode and considered methanol as well as
water crossover through the membrane. The membrane was assumed to be fully hy-
drated, diffusive water transport in the PEM was thus neglected in the model. The
model contained individual layer domains, which were coupled through interface conti-
nuity conditions. The electro-chemistry was described via global reaction kinetics and
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an agglomerate model was considered for oxygen transport in the CCL, incorporating
among others the effect of a liquid film resistance in the catalyst. Methanol oxidation
in the CCL was considered in form of a parasitic current density, but not solved with
individual kinetics. Also the potential within the cell was not solved individually, but
calculated as a boundary condition from overpotentials and resistances in the cell. The
study provided a model validation against polarisation curves for different methanol feed
concentrations from literature. With their model, the authors studied the distribution of
species and phases across the cell and the effect of the anode flow rate and the porosity
of the individual layers on the overall cell performance and the methanol crossover rate.

Jung [72] presented a non-isothermal 3D DMFC model considering the two-phase flow
in the cell for studying the effect of the micro-porous layer in anode and cathode on the
phase distribution and the crossover of water and methanol. The multiphase mixture
model integrated a “saturation jump” model for the liquid saturation at the interface
between the different porous layers. Water as well as methanol crossover through the
membrane were considered, with the membrane assumed to be fully fully hydrated. The
model did not account for individual charge balances, instead, a simplified approach for
calculating the cell voltage was used. The model considered a “heat pipe” effect in the
energy balance. Two different cell set-ups (parallel flow-field and serpentine flow-field)
were looked at in the study.

The author presented current density distributions along the cell and liquid saturation
distributions through the MEA. The impact of an MPL in the anode and cathode elec-
trode was studied in detail with respect to the saturation distribution in each layer for
various MEA configurations (with and without MPL). Also temperature distributions
were shown and phase changes and thermal diffusion effects indicated. Moreover, the
methanol concentration distribution in the anode catalyst layer as well as the “crossover
current density” and overall current density in the cell were given for varying stoichiome-
tries. Unfortunately, Jung’s study did not provide any model verification.

Ye et al. [155] developed a steady-state 2D DMFC cell model for studying the evolution
of hydrogen in the DMFC anode during OCV under oxygen depleted conditions in the
DMFC cathode. Their non-isothermal along-the-channel model considered a single phase
in anode and cathode and was set up in one single domain. The transport of methanol
and water through the membrane were described by diffusion and electro-osmotic drag.
Water sorption was considered at the PEM/CL interfaces and the membrane’s transport
parameters were expressed as functions of the membrane’s water content. The charge
balances were expressed individually for protons and electrons.

The authors showed the oxygen concentration in the CCL along the channel for various
air flow rates at the cathode channel inlet and the corresponding local ionic potential
and current density in the ACL over the channel length. The formation of two reaction
zones in anode and cathode with galvanic and electrolytic operation was identified in
dependence on the local oxygen availability in the cathode catalyst layer. The authors
correlated the hydrogen evolution rate in the ACL to the the air flow rate in the cath-
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ode upstream (with its corresponding oxygen-depleted area in the CCL). Not only the
effect of variations in the air flow rate in the cathode at OCV was analysed, but also the
impact of flooding in the cathode catalyst on the development of heterogeneous DMFC
operation due to oxygen depletion in the CCL was studied.

No direct model validation was given by Ye and co-workers, however, their modelling
study was grounded on their own previous experimental findings on the development of
hydrogen in the DMFC anode at OCV at a critical air flow rate [153]. Moreover, their
simulation results for an assumed flooding induced air starvation in the DMFC cathode
at OCV and consequential development of a galvanic and electrolytic region in the cell
showed a good agreement with experimental results of Kulikovsky et al. [80], who found
an inhomogeneous current distribution along the channel in case a critical minimum air
flow rate was applied to the cell.

The steady-state model was later extended with a two-phase flow description in the
DMFC cathode and the option for a hydrogen evolution reaction in the cathode by Yang
et al. [152], who studied the effect of oxygen depletion in the DMFC cathode under load
both experimentally and numerically. Severe inhomogeneities in the local current density
along the channel were observed for the studied cases with a low air stoichiometry, with
local current densities one order of magnitude higher than the overall output current
density. The authors identified this effect as a possible cause for ruthenium dissolution
in the DMFC anode catalyst layer. As a further consequence under even more extreme
conditions for the mal-distribution of air, a local reversal of the cell potential and a hy-
drogen evolution in the DMFC cathode was mentioned.

Garćıa-Salaberri et al. [48] presented a steady-state 2D+1D model across-the-channel
for a liquid fed DMFC, based on the work of Vera [140], with a spatially resolved anode
GDL. The aim of their work was to study inhomogeneities due to compression of the
flow-field in the distribution of species in the anode GDL. The isothermal model put
a focus on the effective material properties of the GDL and the two-phase flow in the
DMFC anode within the porous medium and at the GDL interface to the flow-field with
its channel-rib-structure.

While the model’s description of the anode GDL included a multiphase approach re-
solved in 2D, the remaining layer of the DMFC, i.e. anode channel and catalyst layer,
membrane and cathode catalyst layer, GDL and channel were presented as single-phase
1D models. The model assumed the membrane to be fully hydrated and accounted for
water transport through the membrane by electro-osmotic drag only, while for methanol,
also diffusion was considered. Only one charge balance rendering the electric cell voltage
in dependence of resistances and overpotentials was taken into account, i.e. the ionic
potential in the membrane and catalyst layers’ ionomer phase were not reflected by the
model.

The authors incorporated the van Genuchten approach for the anode GDL’s capillary
pressure-saturation relation with GDL-specific parameters from the experimental work of
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Gostick et al. [55] and compared the resulting flow velocities and distribution of the gas
phase to simulation results obtained with the commonly used Leverett function. They
found substantial differences in the resulting predictions of the gas/liquid distribution
in the porous medium and stated that a description of the capillary transport with the
Leverett function renders physically inconsistent results.

The model of Garćıa-Salaberri was not validated against experimental data, while the
basic model of Vera was verified on experimental DMFC polarization curves for different
methanol concentrations in the anode feed. With their model, the authors studied the
effect of compression on the GDL from the channel-rib-structure of the flow-field regard-
ing the distribution of gas and liquid phase within the DMFC anode.

The model was later extended with a 2D description of the cathode GDL [47], while the
fuel cell channels, the catalyst layers and the membrane remained as 1D models. With
their extended model considering two-phase flow in anode and cathode GDL, the authors
portrayed the effect of oxygen starvation in the DMFC cathode and the evolution of hy-
drogen in the DMFC anode under the oxygen-depleted conditions, as described by Yang
et al. [152]. The model was verified against experimental and numerical data from other
groups with polarization curves and limiting current densities for different methanol feed
concentrations.

Wang and Sauer [142] developed a transient single-phase model of a DMFC with a spatial
resolution in 2D which was coupled with a DMFC system model. The model covered
the fundamental aspects of mass transport through the different structures of the DMFC
but neglected two-phase flow effects. It included a simplified modelling approach for the
cell voltage, without solving charge balances individually. The model considered a fully
hydrated membrane and omitted the water crossover in the DMFC. The non-isothermal
FEM model in co-flow mode was validated against a global polarization curve.

The authors studied the dynamic response of the DMFC in the system to a load jump
with regard to the reactant supply across the membrane electrode assembly and along the
channel. They found the methanol concentration profile in the anode channel to differ
from the concentration profile in the anode catalyst layer, with an concentration under-
shoot and potential overshoot in the ACL during a load jump. The extend and dynamics
of the methanol crossover through the DMFC membrane were found to directly follow
the methanol concentration in the anode catalyst layer. The authors further showed the
variations in the local current density in dependence of the position along the channel.

The performance heterogeneities along the channel determined in this study arose merely
from the reactant availability and were not linked to local inhomogeneities in the ma-
terial properties in the cell, e.g. in dependence on the humidification, which are known
to affects charge- as well as species transport, especially in membrane and catalyst layers.

Vasile et al. [138] presented a 3D model for a DMFC single cell with 7 individual do-
mains, comprising the flow field, the GDLs, the CLs and the membrane. In each layer,
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an individual set of governing equations was solved and the domains were sequentially
coupled. The model could be solved for steady-state conditions as well as dynamic con-
ditions. Methanol and water crossover through the membrane was considered, and a
differentiation between the electric potential in the solid structure and the ionic poten-
tial in the ionomer phase of the fuel cell was made, i.e. individual charge balances for
H+ and e– were solved.

The model was non-isothermal and considered a two-phase flow in the porous media.
The capillary-pressure saturation relation in the porous layers was expressed with the
Leverett function. The membrane was assumed to be fully hydrated and water crossover
was expressed only via electro-osmotic drag, while for the methanol crossover, diffusion
and electro-osmotic drag were considered as transport mechanisms. The methanol oxida-
tion in the cathode catalyst was described individually via an oxygen-activated reaction
path. The description of the ohmic resistance or rather the transport of protons through
the membrane was not further specified in the publication.

The authors fitted the model’s electrochemical parameters to experimental polarisation
curves of a commercial DMFC for different combinations of methanol feed concentration
and operating temperature. A major draw-back of this model is that for every set of
concentration- and temperature-boundary conditions a different parameter set of charge
transfer coefficients for MOR and ORR was applied in the model. This procedure ques-
tions whether the physical description of mass and charge transfer in the model covered
all relevant dependencies and thus the models predictiveness.

With their model, Vasile et al. studied the local methanol distribution, the local cur-
rent density and the local temperature within the DMFC single cell at different operating
temperature and methanol concentration combinations. The authors presented the mod-
elling results for several catalyst loading configurations, starting from a uniform anode
catalyst distribution to an optimized, inhomogeneous catalyst loading within the cell.

Later, the model was used in combination with experiments to investigate the impact
of the flow field design and membrane type on the methanol crossover and the DMFC
performance [139]. Experimental results for membrane diffusion coefficients of H2O and
CH3OH at different temperatures and methanol feed concentrations were shown for sev-
eral membrane types. These parameters were incorporated in the model. Like in their
first publication, the model’s electrochemical parameters were fitted for every set of
boundary conditions, rendering a high agreement between the simulated polarisation
curves with the experimental data on the one hand, but raising doubts about the physi-
cal description and model predictiveness.

The authors presented the methanol consumption rates, the gas flow velocity in the
channels as well as the local current density distribution within the cell as modelling
results for different flow field patterns and membrane types in 2D. Moreover, crossover
rates for water and methanol and the anodic overpotential resulting from the simulations
were shown.
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3.3 Summary: DMFC models on the continuum scale

3.3 Summary: DMFC models on the continuum scale

In the past two decades, a range of DMFC models on the continuum scale have been
developed for studying the behaviour and performance of the direct methanol fuel cell
and its sensitivity to operating parameters as well as cell design. While the core descrip-
tion of mass, charge and heat transport in the cell is similar, the models reviewed in this
chapter vary strongly with regard to their detailing and formulation of the physics inside
the cell.

The variances range from the model structure itself (single-domain or multi-domain,
transient or steady-state, 1D or higher dimensional, amount of layers depicted in the
modelling domain), to the description of the electrochemical reactions and the cell po-
tential, the coverage of the gas/liquid interplay in the different layers and the coupling
between processes in the porous domains and the membrane, and the ionomer’s very
properties.

Many models, especially those in 2D and 3D, put a strong focus on the description of
the two-phase flow within the DMFC with a variety of modelling approaches. Often,
a multi-fluid [8] approach with Darcy’s law is included for accounting for the species
transport within the porous domains and, in most cases, the Leverett function is used to
formulate the capillary pressure-saturation relation in the porous media. Experimental
studies on commercial GDL materials, however, suggest that other phenomenological
relations like the van Genuchten or the Brooks-Corey law better represent the wetting
properties of the porous layers in the fuel cell [55, 160].

Surprisingly, even though a great number of models describe the gas/liquid interactions
and the distribution of gas and liquid phase in the DMFC in detail, a direct correla-
tion between the two-phase flow conditions in the cell and the actual cell performance is
hardly discussed.

Numerous DMFC models work with a strongly simplified description of the membrane
behaviour and its properties, even though it is known (cf. for example Kusoglu et al. [82]
or Kreuer et al. [78]) that the polymer electrolyte membrane is highly sensitive to the
humidity and phase conditions in the cell and its properties regarding mass transport as
well as ion transport significantly change with the degree of humidification.

In most cases, the DMFC membrane is assumed to be “fully hydrated” and the mem-
brane’s transport parameters for species and protons are formulated independent of the
actual humidity, despite this property could be derived from the elaborate two-phase
flow descriptions, which many models offer, with little effort.

The water crossover through the DMFC membrane is then either completely omitted
or, implied by the assumption of a fully hydrated membrane without a concentration
gradient for water, solely attributed to hydraulic permeation and electro-osmotic drag.
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3 State of the Art

With such a strong simplification in the model’s membrane description, an announced
studying of two-phase flow effects in the cell then in reality is restricted to the porous
domains and channels of the DMFC, but does not truly cover the gas/liquid interplay in
the entire membrane electrode assembly.

The methanol crossover in the DMFC, on the other hand, has been always considered in
the models reviewed here and is usually described by mass transport through the mem-
brane via diffusion and electro-osmotic drag. The reaction of crossover methanol in the
CCL, however, is often not accounted for as an individual reaction, instead, a “parasitic
current” is considered in a simplified electrochemical model.

Individual charge balances in electrodes and membrane, which would render the electric
and ionic potential distributions across the cell in the different layers, are frequently not
considered in DMFC performance models, especially not in the 2D and 3D models. The
electrochemical performance of the cell is then described solely in form of a relation for
the electric cell voltage as function of current density, overpotentials and resistance terms.

This simplified approach limits a model’s possibility to study a relevant characteristic
of the cell, namely the local cell potential and performance behaviour, which cannot
easily be measured experimentally. On the other hand, those modelling studies which
focussed on the individual potential distributions within the cell rendered new insights
and explanations that supported or complemented experimental observations.

Most of the higher-dimensional models use global reaction kinetics to formulate the elec-
trochemical reactions instead of elementary kinetics, mainly due to the computational
costs, while in several one-dimensional studies, elementary kinetics are looked at.

An interesting aspect is whether or not the catalyst layers are spatially resolved in the
continuum models. Frequently, the catalyst layers are only considered as infinitesimally
small layers between membrane and GDL, despite an otherwise complete spatial resolu-
tion of the cell. With this approach, one of the most challenging aspects of modelling
polymer electrolyte membrane fuel cells [147] is neglected, and relevant interactions and
dependencies for mass and charge transport in the cell get overlooked.

Also outstanding is the fact that degradation phenomena in the DMFC have so far
scarcely been investigated theoretically (especially not with multidimensional models).
This finding, on the other hand, is consistent with the low number of DMFC models
which consider details in the catalyst layers and resolve them spatially.

Lastly it should be noted that among the higher-dimensional DMFC models which have
emerged over the past two decades, a surprising amount of works lacks a verification
of the theoretical results, while detailed studies on the cell performance behaviour and
mass transport phenomena with spatially resolved simulation results are presented.

A careful model validation should be imperative for these works, due to the complex
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3.3 Summary: DMFC models on the continuum scale

matter of the cell’s physics and the strong coupling between individual effects. To cover
this, one should not only focus on the overall cell performance, but also address the mass,
heat and charge transfer through the MEA, which is so fundamental for the functioning
of the DMFC.

The 1D DMFC models discussed here provide a broader and more detailed model veri-
fication against experimental data in many cases, including the mass transport of water
and methanol through the MEA as well as the cell performance under varying operating
conditions and even electrochemical characteristics via impedance spectra.
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4 Scope of this work

In this thesis, a transient, physics-based model of a DMFC single cell in 2D is presented,
which exhibits a comprehensive description of the complex and highly coupled processes
inside the direct methanol fuel cell.

The model is used to study the local conditions in the DMFC and their impact on the
cell performance, especially with a focus on humidity-related phenomena. Performance
heterogeneities within the cell, which have been experimentally observed, are examined
in detail with the model, and important influence factors and processes for the observed
cell behaviour are identified.

The macroscopic model features a spatial resolution of the fuel cell’s catalyst layers, in
contrast to the majority of DMFC models reported in literature. This trait allows to
study the development and effect of heterogeneities inside the DMFC catalyst layers with
regard to the local cell performance and later with respect to the recovery of temporary
performance losses.

The model aims to enable a better understanding of the effect of the two-phase flow con-
ditions inside the DMFC on the cell performance, and focuses not only on the gas/liquid
interactions in the cell’s porous media, but also on its effect to species transport within
the DMFC membrane. The impact of the local humidity distribution on surface processes
in the catalyst as well as interface processes between membrane and catalyst layers is
carefully examined. These features distinguish this work from the majority of DMFC
models published in literature, which assume the membrane to be fully humidified and
neglect the humidity-dependence of the membrane’s transport processes and interactions
at the interface to the catalyst layers.

This work includes an extensive model verification for mass and charge transport as well
as performance. Local performance data from a macro-segmented cell under varying hu-
midity conditions from the experimental work of Rabissi et al. [111] is used for validating
the 2D continuum model locally. The modelled mass transport of methanol and water
through the DMFC membrane is verified against experimentally obtained crossover rates.
In addition to that, the membrane’s resistances to charge transport are confirmed with
locally resolved impedance spectra. This distinguishes the presented work from many
other modelling studies on DMFC, which rarely offer such a thorough and detailed vali-
dation approach.

The model predictions about the DMFC behaviour are later tested against experimental
performance- and mass transport data for varying stoichiometry conditions in the cell,
which have not been part of the data set for model calibration.
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4 Scope of this work

The validated cell model is then used to study the transient processes in the DMFC
during the recovery of reversible cathode degradation. The formation and reduction
of surface oxide species on the cathode catalyst in dependence on the actual reactant
distribution and electrochemical reactions along the channel is explored in transient sim-
ulations and analysed with respect to the spatial distribution within the cathode catalyst
layer. Moreover, the frequently observed production of hydrogen in the DMFC anode
under oxygen-depleted conditions in the DMFC cathode is reproduced.

With the 2D model presented here, the impact of different influence parameters and
chemical reactions on the recovery of the DMFC cathode’s catalyst surface area during
a refresh procedure can be distinguished. Moreover, several variations of possible refresh
procedure are compared with regard to their efficiency to reduce platinum oxide surface
species and thus recover the electrochemical activity of the catalyst.

Overall, this modelling study shall render insights into local conditions and processes
within the DMFC which are experimentally not or not directly accessible.
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5 Model Structure

A two-dimensional, transient DMFC model was implemented in the modelling framework
NEOPARD-X [43, 44], which allows the physical modelling of fuel cells and electroly-
sers on the continuum-level. NEOPARD-X is based on the porous media flow simulator
DuMux [42], which in turn depends on DUNE [10, 11].

The model uses the continuum approach for porous media [7] with effective transport
properties based on a representative elementary volume (REV).

5.1 Software

In this work, DuMux version 2.7 and DUNE version 2.3.1 are used. Required software
packages are Dune PDE-Lab [13] (version 2.0.0), DUNE-Multidomain [98] (version 2.0)
and DUNE-Multidomaingrid [99] (version 2.3.0), UG [12] (version 3.11.0) and SuperLU
[34] (version 4.3).

5.2 Modelling Domain

The 2D model represents a nine-layer DMFC single cell ’along the channel’ in counter-
flow mode, as depicted in figure 5.1. A straight flow channel is assumed in anode and
cathode, respectively. All nine layers of the cell model are spatially resolved, including
the anode and cathode catalyst layer.

The modelling domain is divided into three sub-domains for anode, cathode and PEM.
The anode and cathode sub-domains comprise four layers each, namely channel, GDL,
MPL and CL, while the membrane is a sub-domain on its own. The balance equations
solved in each sub-domain differ from each other, that is why coupling conditions apply
at the interface between two sub-domains (cf. sections 5.6 and 5.7).

5.3 Model Geometry

The model’s geometrical parameters are derived from the 25 cm2 DMFC single cell used
in the experimental work of Rabissi et al. [111]. The experimental cell has a triple-
serpentine flow-field on anode and cathode, while the 2D model only comprises one
single channel in anode and cathode and does not depict the perpendicular channel-
rib-structure of the flow-fields. That is why several abstractions regarding the model
geometry have to be made in order to obtain representative model dimensions.
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Figure 5.1: The modelling domain.

The model geometry comprises further elements in addition to the mere fuel cell geome-
try, namely an inlet and outlet section in the channels as well as a tube after the channel
outlet element on both sides, anode and cathode (cf. figure 5.2).

The additional tube length ensures homogeneous flow conditions at the model boundary
in outflow direction, which is necessary for the chosen outflow boundary condition (cf.
[43] and section 5.6). The boundary conditions for the anode or cathode “outlet” as
specified in section 5.6 are, more precisely, applied at the tube outlet positions, which
mark the outer boundary of the modelling domain.

The model’s geometrical parameters are given in table 5.1.

5.3.1 Cell Area

The area projected by the 2D model in x- and y-direction is not the cell area, but the
cross-section through the MEA (x-direction) for one idealised straight channel in anode
and cathode (y-direction). Properties like the current density i or the crossover fluxes
Ṅ cross
κ are typically specified in units per cell area, that is why the model’s cell area Acell

needs to be determined. Acell is the product of the channel length lch in y-direction and
the cell depth dcell in z-direction (eq. 5.1).

Acell = lch · dcell (5.1)

The DMFC model does not cover the third spatial dimension, so the cell depth dcell,
which represents the sum of the flow-field’s channel depth dch and its rib depth drib in
z-direction, is a virtual quantity.

dcell = dch + drib (5.2)
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Figure 5.2: Model Geometry (not drawn to scale). The layers of the anode sub-domain
are shown in red, the layers of the cathode sub-domain in green, and the PEM
sub-domain is coloured in blue. The measures for the individual lengths and
widths are given in table 5.1. The grid structure can be found in section 5.5.
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5 Model Structure

Table 5.1: Geometrical model parameters (z-direction not part of modelling domain).
Measures of the experimental cell [111, 114] are marked with an asterisk ∗.

Parameter Symbol Value Unit Direction Reference
GDL Thickness wGDL 3.5× 10−4 m x MEA spec.
MPL Thickness wMPL 4.5× 10−5 m x estimated
Anode CL Thickness wACL 4.0× 10−5 m x MEA spec.
Cathode CL Thickness wCCL 3.0× 10−5 m x MEA spec.
PEM Thickness wPEM 1.27× 10−4 m x MEA spec.
Channel Width w∗

ch 8.0× 10−4 m x measured [114]
Channel Depth d∗

ch 8.0× 10−4 m z measured [114]
Rib Depth d∗

rib 8.5× 10−4 m z measured [114]
Cell Area A∗

cell 25× 10−4 m2 yz measured [114]
Inlet and Outlet Length lin/lout 0.1 m y defined
Tube Length ltube 1.0 m y defined
Channel Length lch 0.505 m y calculated (eq. 5.8)
Cell Depth dcell 1.0 m z defined

The model’s channel length lch has to be derived from the real cell geometry (cf. equations
5.4 to 5.8). The virtual cell depth dcell is set to 1 m.

5.3.2 Channel Area

The model’s component fluxes in the channels (e.g. inflow and outflow in anode and
cathode) are averaged over the channel area Ach. The channel area, again, is a virtual
quantity, as the 2D modelling domain only comprises the channel width in x-direction
(wch), but not the channel depth dch, which would extend in z-direction (not part of the
model). The channel depth dch must not be confused with the cell depth dcell (cf. eq.
5.2). The channel area Ach is the product of channel width and channel depth:

Ach = wch · dch (5.3)

5.3.3 Channel Length

The model’s channel length is derived by the relation of model geometry to the geometry
of the experimental DMFC flow-field. Note that the model only portrays one third of
the real cell, as one single channel is simulated in the anode and cathode sub-domain,
whereas the real DMFC flow-field includes three channels.

Acell
Ach

≡ 1
3 ·

A∗
cell

A∗
ch

(5.4)

lch · dcell
wch · dch

= 1
3 ·

A∗
cell

w∗
ch · d∗

ch

(5.5)

lch = 1
3 ·

dch
dcell

· wch · A
∗
cell

w∗
ch · d∗

ch

(5.6)

44



5.4 Numerical Discretisation

with the dimensionless number ε

ε = dch
dcell

= dch
dch + drib

≡ d∗
ch

d∗
ch + d∗

rib

(5.7)

and wch = w∗
ch follows the model’s channel length

lch = ε

3 ·
A∗
cell

d∗
ch

(5.8)

5.4 Numerical Discretisation

The model’s spatial discretisation is achieved with the so-called ’box method’ [63, 60],
which combines the features of the finite-volume and the finite-element discretisation:
The technique is locally mass conservative and supports the application of unstructured
grids.

A description of the box method can be found in [6] and [63] and also the the DuMux

handbook [38]. The time discretisation is achieved with a fully implicit Euler scheme.

5.5 Grid Structure

The mesh for the modelling domain is generated as described in [43] based on the geomet-
rical parameters of table 5.1. The discretisation was chosen individually for each layer
(see tab. 5.2 and fig. 5.3), depending on the layer’s impact on the model convergence
(cf. [43]).

Table 5.2: Grid Parameters: Number of cells per layer.

Channel GDL MPL ACL CCL PEM Inlet Outlet Tube
nxcells 3 6 6 6 10 4 3 3 3
nycells 20 20 20 20 20 20 3 3 3

NEOPARD-X’s ’grid creator’ is capable of generating graded grids with which the mesh
can be locally refined or coarsened. The model’s spatial resolution is increased in anode
and cathode CL in x-direction towards the CL/PEM-interfaces in this study. Further-
more, the grid of the cathode MPL is refined towards the CL-interface in x-direction.
All other layers in the modelling domain were meshed uniformly in x- and y-direction.
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Figure 5.3: Grid structure of the 2D DMFC model.

Table 5.3: Grading Factors used in NEOPARD-X’s grid creator (cf. [43])

Position Direction fgrad

Anode CL x -1.1
Cathode CL x 1.15
Cathode MPL x 2.0
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5.6 Primary Variables and Boundary Conditions

5.6 Primary Variables and Boundary Conditions

In every sub-domain of the model an individual set of primary variables exists, for which
conservation equations have to be solved (cf. section 6.1 and 6.2). Suitable boundary
conditions need to be specified for every primary variable at all boundaries of a sub-
domain. At the interfaces between two sub-domains, coupling conditions apply for those
primary variables which are present in both sub-domains.

The position of the model’s boundaries and coupling interfaces in the modelling domain
are depicted in figure 5.4 and figure 5.5. The primary variables and boundary conditions
for each subdomain are described in the following, while the coupling conditions at the
interfaces between the sub-domains are described in section 5.7.
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Figure 5.4: The model boundaries. The boundary conditions applied at the anode bound-
aries (red dashes) and cathode boundaries (green dashes) are described in
section 5.6. No-flow Neumann conditions apply at the boundaries marked
with the narrowly dashed lines in grey for all variables.

The model’s boundary conditions are chosen according to the experimental operating
conditions in the work of Rabissi et al. [111]. There, the cell is operated in counterflow
mode at T = 75 ◦C with constant flow rates on anode and cathode equivalent to a to a
stoichiometry of λA = 6 and λC = 3 at i = 0.25 A cm−2. The anode feed consists of a
liquid 1 M methanol solution, while the cathode is fed with humidified air (RH = 10 %
or RH = 50 %). The experiments were performed unpressurised, i.e. poutg = 1 atm.

5.6.1 Anode Sub-Domain

The primary variables in the anode sub-domain are the liquid pressure pl, the liquid sat-
uration Sl, the temperature T , the electric and ionic potential, Φel and Φion, and further
the mole fractions of CH3OH, H2O, CO2 and H2.
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Figure 5.5: Coupling interfaces between the model sub-domains. The respective coupling
conditions are described in section 5.7.

At the anode channel wall, which corresponds to the current collector position, Dirich-
let conditions are set for the temperature (T = 348.15 K) and the electric potential
(Φel = 0 V).

At the anode channel inlet, Dirichlet conditions are set for the liquid mole fractions of
H2O, CO2 and H2 as well as for the liquid saturation, while a Neumann condition is set
for CH3OH.

The composition of the anode feed in the experiments is known: there, a liquid 1 M
methanol solution is used. For numerical reasons, a two-phase flow with a gas saturation
of Sg = 1 % is set in the model at the anode inlet boundary (instead of a pure liquid flow).
The gas phase is assumed to consist of H2O, CO2 and CH3OH. With this assumption
and the fix value for the liquid methanol mole fraction xlCH3OH, the composition of gas
and liquid phase at anode inlet can be calculated for a vapour-liquid equilibrium (cf.
section 6.1.2). The parameters xlCO2 and xlH2O are determined as follows:

xlH2O|init = 1.0− xlCH3OH (5.9)
xgCO2 = 1.0− xgCH3OH,eq − x

g
H2O, eq|init (5.10)

xlCO2 = xgCO2 · pg/H
CO2
H2O (5.11)

xlH2O = 1.0− xlCH3OH − xlCO2, eq (5.12)

For methanol, a Neumann condition describing the methanol inflow is set at the anode
channel inlet. The molar flux density of methanol at the anode channel inlet ΨA,in

CH3OH is
calculated with eq. 5.13:

ΨA,in
CH3OH = λCH3OH · inom

6 F · Acell
Ach

(5.13)
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5.6 Primary Variables and Boundary Conditions

At the anode outlet (or, more specific, the anode tube end, cf. figure 5.2), an outflow
condition is set for all fluid components but H2O. Since the equation system is overdeter-
mined, the boundary condition for the water mole fraction can be replaced by a boundary
condition for the liquid pressure (cf. [43]). At anode channel outlet, a Dirichlet condition
is thus set for the liquid pressure pl.

At the anode interface to the membrane, coupling conditions describe the interaction
of temperature T , ionic potential Φion, H2O and CH3OH between the two sub-domains.
The coupling conditions are specified in section 5.7.

For all remaining boundary/primary variable combinations in the anode sub-domain,
no-flow Neumann conditions apply.

5.6.2 Cathode Sub-Domain

In the cathode sub-domain, O2 and N2, CH3OH, H2O and CO2 can be present as mo-
bile species in gas and liquid phase. The component’s mole fractions in the gas phase
are primary variables in the model. Furthermore, PtO and PtOH are included as ad-
sorbed, immobile species on the catalyst surface in the cathode sub-domain. The catalyst
surface coverages ΘPtO and ΘPtOH are the primary variables in the model. The remain-
ing primary variables in the cathode sub-domain are temperature T , electric and ionic
potential, Φel and Φion, as well as the pressure and saturation of the gas phase, pg and Sg.

Just like in the anode sub-domain, a Dirichlet condition for the temperature (T =
348.15 K) is set at the cathode channel wall.

Depending on the operating mode of the fuel cell, the boundary condition for the electric
potential Φel at the current collector (located on the cathode channel wall) is either a
Dirichlet condition or a Neumann condition: In case of a potentiostatic fuel cell opera-
tion, the cell voltage is set as Dirichlet boundary condition for Φel at the cathode current
collector, whereas in case of galvanostatic cell operation, the current density i is set as a
Neumann condition at the current collector.

In the experiments, humidified air is used as cathode feed gas. The cathode in-stream
is assumed to consist of N2, O2 and H2O. The humidification degree of the cathode air
can vary, consequently the gas composition at the cathode channel inlet boundary needs
to be calculated in dependence of the relative cathode gas humidity RH:

xgH2O = RH · psatH2O/pg (5.14)
xgO2 = 0.21 · (1− xgH2O) (5.15)
xgN2 = 0.79 · (1− xgH2O) (5.16)

A Dirichlet condition is set for the gas mole fractions of O2, H2O, CH3OH and CO2 at
the cathode channel inlet boundary. Since methanol and carbon dioxide are assumed not
to be present in the cathode feed gas, their mole fractions at cathode inlet are zero.
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5 Model Structure

For nitrogen, a Neumann condition with the nitrogen inflow into the cathode channel is
set at the cathode inlet boundary. The molar flux density of N2 at cathode channel inlet
is calculated with eq. 5.17:

ΨC,in
N2 = xgN2

xgO2

· λO2 · inom
4 F · Acell

Ach
(5.17)

Another Dirichlet condition at cathode channel inlet is set for the gas saturation Sg.

Outflow conditions at cathode outlet are set for the components O2, CH3OH, H2O, and
CO2. The corresponding boundary condition for N2 is substituted by a Dirichlet condi-
tion for the gas pressure pg [43].

No-flow Neumann conditions are set for all other boundary/primary variable combina-
tions.

At the coupling interface to the PEM sub-domain, coupling conditions apply for the
ionic potential Φion, the temperature T , and the species CH3OH and H2O. The coupling
between the sub-domains is detailed in section 5.7.

5.6.3 PEM Sub-Domain

The primary variables in the membrane are the ionic potential Φion, the temperature
T , and the molar concentrations of CH3OH and H2O. In contrast to the electrodes,
where a two-phase flow is considered, only a single (liquid) mobile phase is assumed to
be present in the membrane sub-domain. Gas crossover over the membrane is neglected
in the model.

The PEM sub-domain has two internal coupling interfaces to the anode and cathode
sub-domain, as well as two external boundaries (cf. figures 5.4 and 5.5). At the exter-
nal boundaries, no-flow conditions apply for all primary variables, while at the internal
boundaries, coupling conditions have to be specified. The coupling conditions can be
either of a Dirichlet type or a Neumann type (cf. [43]) and depend on the current model
solution.

5.7 Coupling Conditions

Local thermodynamic equilibrium is assumed at the coupling interfaces between the
membrane and the anode and cathode sub-domain. Consequently, the temperature T
and the electrolyte potential Φion are continuous over the interfaces. Dirichlet type cou-
pling conditions are thus specified at the ACL/PEM interface and PEM/CCL interface
with the values of T and Φion of the respective position in the electrode sub-domains.

Also the concentration of methanol is assumed to be continuous over both PEM/CL
interfaces. While in the electrodes the mole fraction xαCH3OH are the primary variables
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5.8 Initial Conditions

for methanol, in the membrane sub-domain the molar concentration Cn
CH3OH is consid-

ered as a primary variable. Dirichlet type conditions are set at both membrane coupling
interfaces and the liquid molar concentration of methanol Cn

CH3OH, determined from the
vapour-liquid equilibrium in the catalyst layer (cf. section 6.1.2), is used as coupling
parameter.

The essential parameter for coupling the water between the membrane and electrodes is
the membrane water content λH2O. At the membrane interfaces, the value for λH2O in
equilibrium is determined via a sorption isotherm (cf. section 6.2.1) under consideration
of the local two-phase conditions in the catalyst layers (eq. 6.29).

The model considers water sorption as non-equilibrium process at the membrane inter-
faces to anode and cathode, therefore Neumann type coupling conditions apply at both
PEM/CL interfaces for the molar flux density of water Ψabs/des

H2O . The sorption kinetics
rendering Ψabs/des

H2O over the membrane interfaces are described in section 6.2.2.

In section 7.1.2, a case where the H2O sorption kinetics at the membrane interfaces
are neglected is studied with the model. In that particular simulation, an equilibrium
between the water content in the catalyst layers and the membrane is assumed and
Dirichlet type condition for λH2O is set at both PEM/CL interfaces instead of the usual
Neumann type coupling conditions.

5.8 Initial Conditions

The initial conditions for the anode and cathode sub-domain in the model are listed in ta-
ble 5.4. For most of the primary variables, the initial conditions are equal to the Dirichlet
boundary conditions at the respective positions. For the primary variables which occur
solely in the catalyst layers, i.e. Φion, ΘPtO and ΘPtOH, only initial conditions are speci-
fied, as the catalyst layer has no external boundaries in the modelling domain except at
the top and bottom of the MEA, where no-flow boundary conditions apply.

The relative humidity RH in the cathode feed is an input parameter with which xgH2O
and consequently xgO2 and xgN2 at cathode inlet can be calculated (cf. eq. 5.14 - 5.16).

The initial conditions for the PEM sub-domain at the coupling interfaces are listed in
table 5.5. Note that the values are no input parameters but result from the initial model
solution at the coupling interfaces. The initial values within the PEM sub-domain result
from a linear interpolation in through-plane (x) direction between the values at the cou-
pling interfaces.
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5 Model Structure

Table 5.4: Initial Conditions (IC) and Boundary Conditions (BC) in the electrodes.

Variable Anode Cathode Position IC/BC
(α = l) (α = g)

T 348.15 K 348.15 K Channel Wall IC & BC
Φion 0.0 V 0.0 V Catalyst Layer IC
Φel 0.0 V ΦBC

el Current Collector IC & BC
pα 101 325 Pa 101 325 Pa Outlet IC & BC
Sl 0.99 0.0 Inlet IC & BC
xαCO2 xeq,lCO2 (cf. eq. 5.10) 0.0 Inlet IC & BC
xαCH3OH 0.0193 0.0 Inlet IC & BC
xαH2O 1− xlCH3OH RH · psatH2O/pg Inlet IC & BC
xαO2 - 0.21 · (1− xgH2O) Inlet IC & BC
xαN2 - 0.79 · (1− xgH2O) Inlet IC & BC
xαH2 0.0 - Inlet IC & BC
ΘPtO - 0.0 Catalyst Layer IC
ΘPtOH - 0.0 Catalyst Layer IC

Table 5.5: Initial Conditions (IC) and Coupling Conditions (CC) in the PEM.

Variable Anode/PEM Interface Cathode/PEM Interface CC/BC
λPEMH2O λACLH2O λCCLH2O IC

CPEM
CH3OH CACL

CH3OH,l CCCL
CH3OH,l IC, CC

T PEM TACL TCCL IC, CC
ΦPEM
ion Φion,ACL Φion,CCL IC, CC
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6 Physical DMFC Model

The processes inside a DMFC are complex, including multiphase, multicomponent fluid
transport inside porous media combined with electrochemical reactions as well as charge
and energy transfer. In order to describe the fuel cell behaviour, a macroscopic model us-
ing the continuum approach [7] is set up. The transport of species is described by means
of effective transport properties, based on representative elementary volumes (REV).

Both, anode and cathode sub-domain, comprise a two-phase, multicomponent system in
a heterogeneous, porous matrix. In the PEM sub-domain, the system is reduced to a
single-phase, multicomponent problem. The model is non-isothermal and considers ionic
and electronic charge transport.

For each modelling domain, the following assumptions are made:

1. local thermodynamic equilibrium holds
2. gases and mixtures are ideal
3. solid phases are rigid
4. gravitational effects can be neglected

Any energy, charge and mass conservation in the model is described by a balance equation
of the form

∂ξ

∂t
+∇ ·Ψ− q = 0 (6.1)

with a storage term ξ, a flux term Ψ and a source term q for the conservation variable.
For every subdomain, an individual physical formulation for mass, energy and charge
transfer is required.

Material Properties The experimental cells [111], which were used for model valida-
tion, consisted of a Nafion R© 115 membrane with a GDL of the type Sigracet R© SGL35DC
with 20 wt% PTFE and a microporous layer. The anode catalyst had a loading of
1.8 mg/cm2 PtRu and the cathode catalyst contained 1.2 mg/cm2 Pt.

The effective material properties of these substrates were not directly available. Instead,
the structural properties of GDL, MPL and CLs were estimated based on the findings
of Rashapov et al. [116, 115], El-kharouf et al. [75] and Andisheh-Tadbir et al. [1] (cf.
table 6.1).

53



6 Physical DMFC Model

6.1 Anode and Cathode Subdomain

In the anode and cathode subdomain, a gas and a liquid phase are assumed to be in
equilibrium inside the porous matrix. The components CH3OH, H2O, CO2 and H2 are
included in the anode subdomain, whereas the cathode subdomain accounts for O2, N2,
H2O, CH3OH and CO2 as fluid components. Additionally, two platinum oxide species
are considered as adsorbates in the CCL. Since these adsorbates are immobile, the flux
term in their balance equations becomes zero.

6.1.1 Mass Conservation

The mass balance for a component κ in a two-phase system reads

∂ (φ∑α ρ
n
αx

κ
αSα)

∂t
−∇ ·

2∑
α=1

(ρnαxκαvα + dκα)− qκ = 0 (6.2)

The velocity of phase α is described with the extended Darcy law [60] for multiphase
systems:

vα = −krα
µα

K∇pα (6.3)

In the liquid phase, the components are treated as solutes in water and Fick’s law is used
for the description of the diffusive flux of component κ [79]

dκl = −Dκ
pm,l ρ

n
l ∇xκl . (6.4)

The diffusion coefficient Dκ
pm,α accounts for the tortuosity of the porous medium with a

Bruggeman correlation
Dκ
pm,α = (φSα)1.5 Dκ

α. (6.5)
In the gas phase, Knudsen diffusion is considered as an additional process, since the pore
sizes of the MPL and catalyst layer are in the same order of magnitude as the mean
diffusion length of the gas molecules [40, 101]. The Knudsen diffusion coefficient is

Dκ
Kn,g = 2

3rpore

√
8RT
πMκ

. (6.6)

The effective diffusion coefficient for component κ in the gas phase is described with the
Bosanquet formulation [44] and reads

Dκ
eff,g =

(
1

Dκ
pm,g

+ 1
Dκ
Kn,g

)−1

. (6.7)

The diffusive flux dκg of component κ in the gas phase is derived with the approach of
Stefan-Maxwell [79, 108], which describes the interaction of two components i and j in
an N -component system:

∇xig =
N∑
j=1

cigc
j
g

c2
gD

i
eff,g

(
djg
cjg
−

dig
cig

)
. (6.8)
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6.1 Anode and Cathode Subdomain

Table 6.1: Spatial parameters of the porous layers (estimated based on [116, 115, 75, 1]).

Permeability Porosity Pore Radius
K /m2 φ /− rpore /m

ACL 5× 10−14 0.35 70× 10−9

CCL 5× 10−14 0.35 70× 10−9

MPL 1× 10−13 0.5 90× 10−9

GDL 4× 10−11 0.82 22× 10−6

Channel 1.23× 10−8 1.0 1× 10−3

The parameters K, φ and rpore are given in tab. 6.1 for each layer in the anode and
cathode sub-domain.

The phase pressures pα in the porous medium are related by the capillary pressure, which
is a function of wetting phase saturation Sw. Here the gas is defined as the wetting phase
and the liquid is defined as the non-wetting phase.

pc(Sw) = pn − pw = pl − pg (6.9)

The van Genuchten model [53] is used in order to describe the capillary pressure-
saturation relation and the relative permeabilities of the two phases in the porous media
of the DMFC [160]:

Sw =
(

1 +
(
pc
pcb

)n)−m

pc > 0; m = 1− 1
n

(6.10)

krw = S1/2
w

(
1−

(
1− S1/m

w

)m)1/2
(6.11)

krn = (1− Sw)1/3
(
1− S1/m

w

)2m
(6.12)

Several studies on commercial fuel cell materials found this approach superior to the cor-
relation of Leverett and Udell, which is commonly used in fuel cell modelling (cf. [160,
56]).

Each layer in the model’s anode and cathode sub-domain has an individual set of pa-
rameters for the pcSw-relation (cf. tab. 6.2) in order to account for the different material
characteristics. As no experimental data on the capillary pressure/saturation-relations
of the materials used in the study of Rabissi et al. [111] were available, the values for n
and pcb in eq. 6.10 had to be estimated (cf. section 7.2.1).

The resulting pcSw-correlations for GDL, MPL and anode and cathode CL are shown in
figure 6.1.
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Figure 6.1: Capillary pressure-saturation relations for the different porous layers in the
DMFC model obtained with eq. 6.10 and the parameters of tab. 6.2.

Table 6.2: Parameters for the pcSw-relation (eq. 6.10).

ACL CCL AMPL CMPL GDL Channel
n 5.0 6.0 4.0 4.0 5.0 5.0
pcb /Pa 10000 5000 15000 15000 15000 15000

6.1.2 Vapour-Liquid Equilibrium

The vapour-liquid equilibrium of multicomponent mixtures is characterised by the equal-
ity of the component’s fugacity fκ in the gas and in the liquid phase [108]

fκ = fκg = fκl (6.13)

with
fκ = Φκ

αx
κ
αpα . (6.14)

Gases are assumed to be ideal with Φκ
α = 1, thus

fκg = xκgpg . (6.15)

In the liquid phase, the dissolved components in water are very dilute with xκl < 0.05.
Henry’s law is applied in order to describe the fugacity of these components κ 6= H2O
the liquid phase:

fκl = xκlH
κ
H2O . (6.16)

For water, which has a concentration xH2O → 1 in the liquid phase, Raoult’s law is used
in order to describe the phase equilibrium with

fH2O
l = xH2O

l pH2O
sat . (6.17)
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6.1 Anode and Cathode Subdomain

6.1.3 Phase Transitions

Phase transitions in the porous media are calculated with the approach of Lauser et al.
[85]: a nonlinear complementary function fNCP is formulated out of a set of complemen-
tary conditions which describe the existence of a phase α. Together with the balance
equations of the system, fNCP can be solved with a semi-smooth Newton method.

The sum of all phase saturations in the system must be 1, with M = 2 for the two-phase
problem in the DMFC.

M∑
α=1

Sα = 1 (6.18)

The following conditions describe the local presence of a phase α:

If a phase α is present, the sum of its mole fractions must be 1.

∀α :
N∑
κ=1

xκα = 1→ Sα > 0 (6.19)

If a phase α is not present (i.e. Sα = 0), the sum of its mole fractions in the N -component
system may be lower than 1.

∀α : Sα = 0→
N∑
κ=1

xκα ≤ 1 (6.20)

As a result follows
∀α : Sα

(
1−

N∑
κ=1

xκα

)
= 0. (6.21)

Equations 6.19 - 6.21 can be re-written as nonlinear complementary function fNCP

fNCP (a, b) = min
{
Sα, 1−

N∑
κ=1

xκα

}
(6.22)

with the constraints fNCP (a, b) = 0 and a ≥ 0 ∧ b ≥ 0 ∧ a · b = 0 [43].

6.1.4 Energy Conservation

The conservation of energy is described in form of equation 6.1. Since thermal equilibrium
is assumed in the model, only one energy balance per subdomain has to be solved. The
energy balance accounts for the thermal properties of gas and liquid phase as well as for
the solid phase of the porous medium.

∂
(
φ
∑M
α=1 ραuαSα + (1− φ) ρscp,s

)
∂t

(6.23)

+∇ ·
(
−

M∑
α=1

krα
µα

ραhαK∇pα −
N∑
κ=1

M∑
α=1

hκαM
κdκα − λpm∇T

)
− qheat = 0.
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6 Physical DMFC Model

An empirical relation based on measurements of the GDL’s thermal conductivity in
dependence on the liquid saturation (cf. [15]) is used to describe the effective thermal
conductivity of the porous media:

λpm = 1.3067S3
l − 3.5474S2

l + 3.3638Sl + 0.8763.
[
W m−1 K−1

]
(6.24)

Heat is generated in the catalyst layers due to the electrochemical reactions. The cal-
culation of the respective source term qheat is based on the description of Lampinen and
Fomino [84] and can be found in section 6.3.8.

6.1.5 Charge Conservation

As electro-neutrality applies to the fuel cell, two charge balances for electrons and pro-
tons are included in the model in the anode and cathode subdomain. While electron
transport occurs exclusively in the solid matrix, the protons only move in the ionomer
phase of catalyst layers and membrane.

In both cases, the charge flux is described by Ohm’s law, with the gradient in the
respective potential as driving force. In the catalyst layers, the electrical double layer
enables the storage of H+ and e– . The sinks and sources for electrons and protons are
the electrochemical reactions (cf. section 6.3.9). The balance equations for the charges
in the anode and cathode subdomain then read

∂ (−CDL (Φel − Φion))
∂t

−∇ ·
(
σe−

eff∇Φel

)
− qe− = 0. (6.25)

∂ (−CDL (Φel − Φion))
∂t

−∇ ·
(
−σH+

eff∇Φion

)
− qH+ = 0. (6.26)

The flux terms in equations 6.25 and 6.26 have an opposite sign, due to the opposite
charges of H+ and e– .

The double layer capacities used in the model are CA
DL = 4× 107 F m−3 and CC

DL =
5× 107 F m−3. Both values are fitted.

The ionic conductivity in the DMFC catalyst layers is described with an empirical func-
tion in dependence of the water activity (eq. 6.27). The parameters A = 0.015 and
B = 6.0 are fitting values (cf. section 7.2.1 for details).

σCLion = A · exp(B · aH2O)
[
S m−1

]
(6.27)
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6.2 PEM Subdomain

The membrane forms an own modelling domain with the conservation species H2O,
CH3OH, H+ and the temperature T. Any gas transport in the PEM is neglected, only
the interaction between components in the liquid phase and the ionomer are taken into
account. The PEM sub-domain is coupled with the anode and cathode sub-domain via
coupling conditions at the PEM/CL-interfaces (cf. section 5.7).

6.2.1 Membrane Water Content

The properties of the polymer electrolyte membrane are highly dependent on its water
content. The water content is described with the quantity λH2O, which relates the number
of water molecules to the number of sulfonic acid groups in the polymer:

λH2O = [H2O]
[SO3

−]
(6.28)

The membrane water content, λH2O, is strongly determined by the conditions at the
membrane’s interfaces to the catalyst layers. It is influenced by the local temperature as
well as the water activity in the gas phase and whether or not the membrane surface is
in contact with a liquid phase [90, 82]. The water uptake from a liquid phase results in
higher values of λH2O than the water uptake from a vapour phase, even if the gas phase
is fully saturated. The latter phenomenon is commonly observed in experiments (for
Nafion R© 115 membranes cf. Maldonado et al. [90]) and is called a Schröder’s Paradox
[125]. The mechanism leading to the difference in membrane water uptake in dependence
of the phase, however, is still not fully understood (cf. Kreuer [77] and Kusoglu et al.
[82]).

The model accounts for the varying humidity and phase conditions at the PEM/CL
interfaces and the resulting differences in the membrane’s water uptake by the following
expression of λH2O:

λH2O = Sl · λlH2O + Sg · λgH2O (6.29)

For a fully liquid-equilibrated PEM/CL interface, the membrane’s water content is as-
sumed to be constant with λlH2O = 22.

The water content of the gas-equilibrated ionomer, λgH2O, is described by a sorption
isotherm [94]. The ionomer’s sulfonic acid groups are assumed to be in chemical equilib-
rium with water, i. e.

HSO3 + H2O −−⇀↽−− SO3
− + H3O+ (6.30)

Equation 6.31 describes the sulfonic acid’s chemical equilibrium with water, while equa-
tion 6.32 describes the equilibrium between water molecules in the gas phase and in the
ionomer.
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λH3O+(
1− λH3O+

) (
λH2O − λH3O+

)exp
(
φ1λ

H3O+) exp
(
φ2λ

H2O
)

= K1 (6.31)

pH2O

pH2O
sat

= K2
(
λH2O − λH3O+) exp

(
φ2λ

H3O+) exp
(
φ3λ

H2O
)

(6.32)

The parameters φ1−3 are described in eq. 6.33 to 6.35 in dependence on the membrane’s
equivalent weight EW and the binary interaction coefficients E∗

ij.

φ1 = 2
(
E∗

H2O,H2O − 2E∗
H3O+,H+ − 2E∗

H2O,H3O+

)
/EW (6.33)

φ2 = 2
(
E∗

H3O+,H2O − E
∗
H2O,H2O

)
/EW (6.34)

φ3 = 2E∗
H2O,H2O/EW (6.35)

Table 6.3 lists the parameters K1 and K2 and the coefficients E∗
ij used in the sorption

isotherm of gaseous H2O .

Table 6.3: Water sorption isotherm parameters.

Parameter Unit Value Reference
K1 - 100 [94]
K2 - 0.217 exp

[
1000

R

(
1

303.15 −
1
T

)]
[146]

E∗
H2O,H2O kg / mol −4.17× 10−2 [94]

E∗
H3O+,H2O kg / mol −5.2× 10−2 [94]
E∗

H3O+,H+ kg / mol 3.7216 [94]

In some cases, not the water content λH2O but its volumetric fraction in relation to the
ionomer are considered for the description of humidity-dependent PEM parameters (cf.
[146]). This water volume fraction fV is defined as

fV = λH2O · VH2O

(Vm + λH2O · VH2O) . (6.36)

6.2.2 Sorption Kinetics

The sorption of water into polymer electrolyte membranes is a transient process and
the water uptake from a gas phase appears to be significantly slower than from a liquid
phase [52, 161]. In addition to that, the process of absorption is slower than the process
of desorption [89, 52, 161]. The local phase and humidity conditions at the PEM/CL
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interface therefore not only influence the amount of water in the membrane, λH2O, but
also the process of water uptake itself.

Sorption kinetics for the water transfer to and from the membrane are thus included in
the coupling conditions at the PEM/CL interfaces of the DMFC model in dependence of
the temperature and the local distribution of gas and liquid phase in the catalyst layers
(cf. Ge et al. [52]):

Absorption (if Cn
H2O < Ceq

H2O):

Ψabs
H2O = klabs · Sl · (Cn

H2O − C
eq,l
H2O) + kgabs · Sg · (Cn

H2O − C
eq,g
H2O) (6.37)

kαabs = kα,∗abs · fV ·
(

2416 ·
( 1

303.15 −
1
T

))
(6.38)

Desorption (if Cn
H2O > Ceq

H2O):

Ψdes
H2O = kldes · Sl · (Cn

H2O − C
eq,l
H2O) + kgdes · Sg · (Cn

H2O − C
eq,g
H2O) (6.39)

kαdes = kα,∗des · fV ·
(

2416 ·
( 1

303.15 −
1
T

))
(6.40)

The molar water concentration Cn
H2O in the membrane is

Cn
H2O = λH2O ·

ρPEM

EW
(6.41)

with λH2O according to eq. 6.29.

The parameter Ceq
H2O describes the membrane’s molar water concentration in equilibrium

(cf. section 6.2.1). The parameters for the calculation of the water sorption kinetics (eq.
6.37 to 6.40) are given in table 6.4.

Table 6.4: Water sorption kinetic parameters.

Parameter Value Reference
kg,∗abs 1.14× 10−5 m s−1 [52]
kg,∗des 4.59× 10−5 m s−1 [52]
kl,∗abs 1.14× 10−2 m s−1 estimated (cf. sec. 7.1.2)
kl,∗des 4.59× 10−2 m s−1 estimated (cf. sec. 7.1.2)

6.2.3 Conservation Equations

Just like in the anode and cathode subdomain, for every primary variable in the PEM
subdomain (i.e. H+, T, and the species CH3OH and H2O) a balance equation of the
general form

∂ξ

∂t
+∇ ·Ψ + q = 0 (6.42)
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is solved.

Note that the membrane does not exhibit any sinks or sources for the species CH3OH,
H2O and H+, but for the temperature T .

6.2.3.1 Protons

The proton balance reduces to

∇ · (−σion∇ϕ) = 0 (6.43)

as for H+ neither a storage term nor sinks or sources are present in the PEM. The proton
conductivity in the membrane is expressed with an empirical function (cf. section 7.1.4)
in dependence of the membrane’s water volume fraction fV and temperature:

σion(fV ) = 0.077 · exp (11 · fV ) · exp
(15000

R
·
( 1

303.15 −
1
T

))
. (6.44)

6.2.3.2 Water

The PEM model accounts for diffusion, convection and electro-osmotic drag as transport
mechanisms for H2O in the membrane. The water balance equation in the PEM reads

∂
(
λH2O · ρ

P EM

EW

)
∂t

+∇ ·
(
−DPEM

H2O ∇λH2O −
σion · κH2O

F
∇ϕ−KPEM

H2O ∇p
)

= 0. (6.45)

The water diffusion coefficient DPEM
H2O in Nafion depends on the temperature as well as on

the membrane’s water content. The formulation of DPEM
H2O follows the approach of Weber

and Newman [146], who relate the diffusion coefficient to the water volume fraction fV :

DPEM
H2O = D0

H2O · fV ·
ρPEM

EW
· exp

(
2416 ·

( 1
303 −

1
T

))
(6.46)

The pre-factor D0
H2O = 2.652× 10−10 m2 s−1 is a fitted value. For the electro-osmotic

drag coefficient, a constant value of κH2O = 0.35 is used (cf. section 7.1.1) and the
permeation coefficient KPEM

H2O reads

KPEM
H2O = kp

µH2O
· Cn

H2O = kp
µH2O

· λH2O ·
ρPEM

EW
. (6.47)

with an assumed hydraulic permeability of kp = 1× 10−20 m2. As the pressure is not a
primary variable in the PEM subdomain, the pressure gradient ∇p is derived by linear
interpolation between the liquid pressures at the PEM/CL interfaces from anode to
cathode.
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6.2.3.3 Methanol

Diffusion and electro-osmotic drag are also considered as transport mechanisms for
CH3OH through the membrane, whereas hydraulic permeation is not taken into account
for this species. Consequently, the balance for methanol in the membrane is

∂Cn
CH3OH
∂t

+∇ ·
(
−DPEM

CH3OH∇Cn
CH3OH −

σion · κCH3OH

F
∇ϕ

)
= 0 (6.48)

with the diffusion coefficient

DPEM
CH3OH = D0

CH3OH · exp
(

2416 ·
( 1

303 −
1
T

))
(6.49)

with the fit parameter D0
CH3OH = 1.35× 10−10 m2 s−1.

The electro-osmotic drag coefficient for methanol is defined as

κCH3OH = κH2O · xCH3OH . (6.50)

At the PEM/CL coupling interfaces (cf. section 5.7), the molar concentration of methanol
in the membrane is assumed to be in equilibrium and equal to the liquid molar concen-
tration of methanol in the catalyst layer.

6.2.3.4 Temperature

Ohmic heating due to the proton flux is considered as a source term for the temperature
in the membrane. The thermal properties of the membrane are assumed to be deter-
mined by the ionomer substrate and its water content. The contribution of methanol on
the membrane’s energy balance is neglected.

The energy balance thus includes the following expressions for the storage, flux and
source terms:

ξT = fV ρH2O hH2O + (1− fV ) ρPTFE cp,PTFE T (6.51)
ΨT = −σT∇T + ΨH2O MH2O hH2O (6.52)
qT = −i∇ϕ = −σion∇ϕ∇ϕ. (6.53)

The thermal conductivity of the Nafion membrane is described as a function of λH2O
according to [21]:

σT = 0.177 + 3.7 · 10−3λH2O. (6.54)
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6.3 Reaction Kinetics

The electrochemical reactions in the DMFC catalyst layers, i.e. the oxygen reduction
on the Pt-catalyst (cathode) and the methanol oxidation on the Pt-Ru-catalyst (anode),
are multi-step reactions, respectively. In the model, global kinetics are used instead of
elementary kinetics, due to the computational costs.

6.3.1 Oxygen reduction reaction

The dissociative oxygen reduction on platinum can be described as a five-step mechanism
[66] where oxygen adsorbs on a free platinum site, dissociates and then reacts with protons
and electrons under the formation of water:

O2 + [Pt] −−⇀↽−− [Pt−O2] (6.55)
[Pt−O2] −−⇀↽−− 2 [Pt−O] (6.56)
[Pt−O] + H+ + e− −−⇀↽−− [Pt−OH] (6.57)
[Pt−OH] + H+ + e− −−⇀↽−− [Pt−H2O] (6.58)
[Pt−H2O] −−⇀↽−− H2O + [Pt] (6.59)

The global reaction equation for oxygen on the cathode is:

ORR on Pt: 1/2 O2 + 2 H+ + 2 e− −−⇀↽−− H2O (6.60)

6.3.2 Methanol oxidation reaction on Pt-Ru-surfaces

The oxidation of methanol on a platinum-ruthenium catalyst can be divided into four
main reaction steps, as described in [54]:

CH3OH + [Pt] −−⇀↽−− [Pt− CH3OH] (6.61)
[Pt− CH3OH] −−⇀↽−− [Pt− CO] + 4 H+ + 4 e− (6.62)
H2O + [Ru] −−⇀↽−− [Ru−OH] + H+ + e− (6.63)
[Pt− CO] + [Ru−OH] −−→ CO2 + H+ + e− + [Pt] + [Ru] (6.64)

The dissociation of H2O on Pt-surfaces is also possible, but this reaction is much slower
than the dissociation of H2O on Ru-surfaces (eq. 6.63) and thus not the favourable re-
action path in a mixed Pt-Ru-catalyst.

The single reactions (6.61 - 6.64) can be summed to a global reaction equation:

MOR on PtRu (Anode): CH3OH + H2O −−⇀↽−− 6 H+ + 6 e− + CO2 (6.65)

6.3.3 Methanol oxidation reaction on Pt-surfaces

Due to methanol crossover through the membrane, CH3OH is also present at the PEM/CCL-
interface. There, it reacts on the CCL’s Pt-catalyst.
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In pure Pt-catalysts, the methanol oxidation takes a different pathway than in the mixed
Pt-Ru-catalyst, as no ruthenium is present. However, the dissociation steps of methanol
on Pt (eq. 6.61 and 6.62) are the same as in the ACL.

The primary reaction in the cathode CL is the ORR, which provides [Pt–O]-species on
the catalyst surface (cf. equation 6.56). The [Pt–CO]-species from methanol dissociation
on platinum (equation 6.62) can react with these oxygen species as follows [66, 54]:

[Pt− CO] + [Pt−O] −−→ CO2 + 2 [Pt] (6.66)

The global reaction equation for methanol oxidation on platinum reads:

MOR on Pt (Cathode): CH3OH + 1/2 O2 −−⇀↽−− 4 H+ + 4 e− + CO2 (6.67)

As long as oxygen is present in the CCL, reaction 6.67 will proceed and is the main
reaction path for the MOR on the cathode.

Another reaction path for the MOR in the cathode catalyst is possible in case adsorbed
water species are available on the Pt-surface (either through direct dissociation of H2O
[30] or via other reactions, compare eq. 6.57). However, this reaction is slow compared
to reaction 6.66.

H2O + [Pt] −−⇀↽−− [Pt−OH] + H+ + e− (6.68)
[Pt− CO] + [Pt−OH] −−→ CO2 + H+ + e− + 2 [Pt] (6.69)

In this case, the global reaction on [Pt] equals reaction 6.65:

H2O-activated MOR on Pt: CH3OH + H2O −−⇀↽−− 6 H+ + 6 e− + CO2 (6.70)

Reaction 6.69 plays a role under oxygen depleted conditions, e.g. during the air stop
phase in the DMFC refresh procedure (cf. section 8).

6.3.4 Equilibrium potential

The equilibrium potential for each half-cell reaction at reference conditions (T0 = 298.15 K,
p0 = 101 325 Pa) can be determined from the Gibbs free energy ∆g0

i [81]:

E0
i = −∆g0

i

nF
[V] (6.71)

with

∆g0 = ∆h0 − T 0∆s0
[
kJ mol−1

]
(6.72)

and

∆g0
i =

Prod.∑
k

νk · g0
k −

Ed.∑
j

νj · g0
j . (6.73)
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Table 6.5: Thermodynamic properties of reactants at reference condition (T 0, p0) [100]

H2O(l) O2(g) CO2(g) CH3OH(l) H2(g)

g0 [kJ mol−1] -306.69 -61.12 -457.25 -276.37 -38.96
s0 [J mol−1 K−1] 69.95 205.00 213.79 127.19 130.68

As the half-cell reactions include charged species (H+ and e– ), those species have to be
accounted for in the calculation of the equilibrium potential. The Gibbs free energy of
H+ and e− can be derived from the hydrogen oxidation reaction [84]:

H2 −−⇀↽−− 2 H+ + 2 e− (6.74)

With

∆g0
HOR = 0 kJ mol−1

follows

(g0
H+ + g0

e−) = 1/2 g0
H2 = −19.48 kJ mol−1 (6.75)

With the knowledge of the Gibbs free energy of one proton and one electron (from eq.
6.75) and the thermodynamic data given in table 6.5, one can compute the Gibbs energy
per reaction g0

i for each half-cell reaction with eq. 6.73:

∆g0
MOR,A = −8.87 kJ mol−1 (6.76)

∆g0
ORR = −474.34 kJ mol−1 (6.77)

∆g0
MOR,C = +228.3 kJ mol−1 (6.78)

The equilibrium potentials at reference condition (T 0, p0) then are:

E0
MOR,A = −

∆g0
MOR,A

6F = +0.015 V (6.79)

E0
ORR = −∆g0

ORR

2F = +1.229 V (6.80)

E0
MOR,C = −

∆g0
MOR,C

4F = −0.592 V (6.81)

For any temperature T different to T0, the equilibrium potential is

E0(T ) = E0 + ∆s
nF

(T − T 0) (6.82)

The reaction entropy is assumed to be independent of temperature, i.e. ∆s ≈ ∆s0.
Besides its temperature dependence, the equilibrium potential also changes with reactant
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activity. This relation is known as Nernst-Equation [100]. The temperature and activity
dependent equilibrium potential then reads:

E0(T, ai) = E0 + ∆s0

nF
(T − T 0)− RT

nF
ln
∏
aνiProd,i∏
aνiEd,i

(6.83)

In order to determine the reaction entropies s0 at reference conditions for the half cell
reactions, the entropies of H+ and e− on a Platinum catalyst have to be known. Here,
the theory of Lampinen and Fomino [84] is adapted, who derived a formulation for the
partial entropies of charged species:

s0
H+ = 0 J mol−1 K−1 (6.84)
s0

e− = 65.29 J mol−1 K−1. (6.85)

With

∆s0 =
Prod.∑
k

νk · s0
k −

Ed.∑
j

νj · s0
j (6.86)

the reaction entropies ∆s0
i at standard conditions can then be determined:

∆s0
MOR,A = −408.39 J mol−1 K−1 (6.87)

∆s0
ORR = −326.26 J mol−1 K−1 (6.88)

∆s0
MOR,C = −245.26 J mol−1 K−1 (6.89)

Activities of protons and electrons are assumed to be 1. The equilibrium potentials for
the half-cell reactions are therefore

E0
ORR(T, ai) = 1.229 V + ∆s0

ORR

2F (T − T 0)− R T

2 F · ln
(
aH2O√
aO2

)
(6.90)

E0
MOR,A(T, ai) = 0.015 V +

∆s0
MOR,A

6F (T − T 0)− R T

6 F · ln
(
aH2O · aCH3OH

aCO2

)
(6.91)

E0
MOR,C(T, ai) = −0.592 V +

∆s0
MOR,C

4F (T − T 0)− R T

4 F · ln
(√

aO2 · aCH3OH

aCO2

)
(6.92)

6.3.5 Reaction rates

The global ORR is expressed as Butler-Volmer kinetics, while the MORs are expressed
as Tafel type kinetics.

rBV = j ·
[
exp

(
α n F

R T
η
)
− exp

(
(1− α) n F

R T
η

)] [
A m−3

]
(6.93)

rTafel = j · exp
(
α n F

R T
η
) [

A m−3
]

(6.94)
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The current densities j account for the local reactant concentration and stoichiometry,
the local available electrochemical surface area (cf. sec. 6.3.7), and the temperature:

j = j0 · ECSA · ΠEd.
k aνk

k · exp
(
Ea
R
·
(

1
Tref

− 1
T

)) [
A m−3

]
(6.95)

As a measure for the species concentration in equation 6.95, the following activities a
are used:

aCH3OH,l = clCH3OH

crefCH3OH
aCH3OH,g = pCH3OH

pref

aO2 = pO2

pref
aH2O = 1.0

For methanol, the overall activity in eq. 6.95 is implemented as follows:

aCH3OH = Sl · aCH3OH,l + Sg · aCH3OH,g (6.96)

The kinetic parameters for MOR and ORR on anode and cathode are given in table 6.6.

Table 6.6: Kinetic parameters for reaction rate calculation. Values are either taken from
[132] or assumed. Note that j0 is a fit parameter in the model.

MOR (A) ORR MOR (C) MOR (C)
Parameter Unit O2-activated H2O-activated

j0 A m−2 6.0× 10−5 6.0× 10−3 9.5× 10−13 5.0× 10−7

α - 0 15 0 5 0 25 0 15
n - 6 2 4 6
Ea kJ mol−1 35 [132] 72 [132] 30 [132] 35 [132]
Tref K 333.15 [132] 353.15 [132] 296.15 [132] 333.15 [132]
pref Pa 101325 5× 105 [132] 101325 101325
crefCH3OH mol m−3 1000 1000 [132] 1000
νj - νCH3OH = 1.0 νO2 = 0.5 νCH3OH = 1.0 νCH3OH = 1.0

νH2O = 1.0 νO2 = 0.5 νH2O = 1.0

6.3.6 Overpotentials

The overpotential is the potential difference between electrode potential and ionic po-
tential. For any specific half-cell reaction i, the reaction’s equilibrium potential E0

i has
to be accounted for. The overpotential is then calculated as follows:

ηi = ϕel − ϕion − E0
i [V] (6.97)
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6.3.7 ECSA

The electrochemical surface area (ECSA) is calculated as suggested by Harvey et al. [59]:

ECSA = εL · 3.0 ·mPt
rPt · ρPt · tcat

[
m2

m3

]
(6.98)

with the platinum density ρPt = 21 450 kg m−3 and the effective platinum surface ratio
εL, the Pt loading of the catalyst mPt, the Pt particle radius rP t and the catalyst layer
thickness tCat. The parameters for equation 6.98 are given in table 6.7.

In the cathode CL, also the formation of platinum oxide surface species is considered (cf.
section 6.3.11). The effective ECSA for the cathode kinetics, depending on the actual
local conditions inside the cathode CL, is described in equation 6.120.

Table 6.7: Parameters for ECSA calculation.

Parameter Unit ACL CCL Reference
εL - 0.75 0.75 [59]
mPt kg m−2 1.8× 10−2 1.2× 10−2 MEA specification
rP t m 7.867× 10−9 3.439× 10−9 MEA specification
tCat m 4.0× 10−5 3.0× 10−5 MEA specification

6.3.8 Heat source from reaction

The heat produced by an electrochemical reaction is dependent on the reaction entropy,
the reaction rate and the overpotential [84]

qHeat = − |ri| ·
(
Πi − |ηi|

) [
J

m3 s

]
(6.99)

The reaction’s Peltier coefficient Πi is calculated as follows [147]

Πi = T∆si
nF

[V] (6.100)

6.3.9 Sinks and sources

The electrochemical reactions result in sinks and sources for the reactant species κ. The
species’ stoichiometry coefficient in the reaction, νκ,i, has to be taken into account.

qκ,i = νκ,i ·
ri
nF

[
mol
m3 s

]
(6.101)

For protons and electrons, the source or sink equals the reactions rate ri in the respective
electrode:

qH+ = qe− = ri

[
A
m3

]
(6.102)
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6.3.10 Ionomer film model

The heterogeneous structure of the catalyst layer can impose resistances to the reactant
transport. For the ORR in the cathode CL, an ionomer film model was integrated, as
described by Futter et al. [44] on the base of models by Hao [58] and Jomori [70].

The ionomer film model considers three resistance mechanisms which hinder the trans-
port of O2 from the gas phase to the Pt-sites of the catalyst:∑

n

Rn = Rliq +Rdiff +Rint (6.103)

The first term, Rliq, describes the transport resistance due to liquid water blocking the
pore space in the catalyst with

Rliq = C1
3
√
Sl (6.104)

The second term, Rdiff , describes the resistance to oxygen diffusion through the ionomer
phase of the catalyst

Rdiff = δion

DO2
ion

(6.105)

The third term, Rint, accounts for a combination of interface resistances with the tran-
sition of O2 from gas phase into the ionomer and from the ionomer to the Pt surface
under consideration of the local humidity

Rint = C2 exp
(
C3 a

H2O
)

(6.106)

The parameters for equations 6.104 - 6.106 are given in table 6.8.

Table 6.8: Parameters for ionomer film model.

Parameter Value Unit Reference
C1 1.1× 104 s m−1 fitted
C2 1.0× 104 s m−1 fitted
C3 −2.5 fitted
δion 7.0× 10−9 m [97]

According to [134], the effective diffusion coefficient DO2
ion for oxygen in Nafion R© can be

described as
DO2
ion = 4.38× 10−6 exp

(
−2.5× 104

RT

) [
m2

s

]
(6.107)

The reaction rate rORR is then:

rIFORR =
kORR ·

(
−∑nRn kORR +

√
4ECSA2 cgO2 n

2 F 2 + (∑nRn)2 k2
ORR

)
2nF ECSA

√
crefO2

(6.108)
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with

kORR = j0 · exp
(
EORR
a

R
·
(

1
Tref

− 1
T

))

·
[
exp

(
αnF

R T
ηORR

)
− exp

(
(1− αORR) nF

R T
ηORR

)] [
A
m3

]
(6.109)

6.3.11 Platinum oxide formation

In the cathode CL, where oxygen and water is present, platinum oxide species (PtOx)
form on the platinum catalyst surface at potentials above 0.6 V [33, 147]. Those species
block active Pt-sites, leading to a loss in ECSA and thus performance. The semi-empirical
model accounts for the formation of the species PtOH and PtO as described by Jahnke
et al. [67] and assumes the following reaction mechanisms:

H2O + [Pt] −−⇀↽−− [PtOH] + H+ + e− (6.110)
[PtOH] −−→ [PtO] + H+ + e− (6.111)
[PtO] + 2 H+ + 2 e− −−→ H2O + [Pt] (6.112)

In the model, PtOH and PtO are considered as additional primary variables in the
cathode CL. As these surface species are immobile, their balance equations read

∂θPtOH

∂t
− qPtOH = 0 (6.113)

∂θPtO

∂t
− qPtO = 0 (6.114)

The reaction rates for the formation of PtOH and PtO are (cf. [67]):

rPtOH = 50 · (1− θPtOH) · agH2O · exp
(
−1.1× 104

R T
θPtOH

)
· exp

(0.5F
R T

ηPtOH
)

− θPtOH · exp
(−0.5F

R T
ηPtOH

) [
s−1

]
(6.115)

rFWPtO = 8× 10−2 · θPtOH · exp
(
−1.3× 105

R T
θPtO

)
· exp

(0.25F
R T

ηPtO
) [

s−1
]

(6.116)

rBWPtO = 2.8054× 1018 · θPtO · exp
(−2F
R T

(ϕel − ϕion)
) [

s−1
]

(6.117)

With the overpotentials

ηPtOH = ϕel − ϕion − E0
PtOH [V] (6.118)

ηPtO = ϕel − ϕion − E0
PtO [V] (6.119)

71



6 Physical DMFC Model

and E0
PtOH = 0.75 V and E0

PtO = 0.83 V.

With this formulation, the model is able of describing the logarithmic increase of the
platinum oxide coverage in the CCL (cf. [67]), which is important for the simulation of
the reversible cathode degradation and refresh procedure in the DMFC (section 8).

The effect of the platinum oxide coverages on the ORR kinetics is expressed by the
empirical ECSA reduction in the CCL (with ECSA0 from eq. 6.98):

ECSA = ECSA0 · (1− 0.2 · θPtOH − 3 · θPtO)
[
m2

m3

]
(6.120)

When considering the formation of the PtOx-species, additional source and sink terms
have to be formulated for water and protons in addition to the source terms of PtOH
and PtO:

qPtOH = rPtOH − rFWPtO

[
s−1

]
(6.121)

qPtO = rFWPtO − rBWPtO

[
s−1

]
(6.122)

qH2O = 2.1 C
m2 ·

ECSA

F
·
(
rBWPtO − rPtOH

) [
mol
m3 s

]
(6.123)

qH+ = qe− = ECSA · 2.1 C
m2 ·

(
rPtOH + rFWPtO − 2 · rBWPtO

) [
A
m3

]
(6.124)

6.3.11.1 Hydrogen evolution

Under oxygen depleted conditions (cf. section 8), spontaneous hydrogen evolution at the
DMFC anode can occur. The model accounts for the hydrogen evolution reaction (HER)
in the anode:

2H+ + 2 e− −−⇀↽−− H2 (6.125)
The HER kinetics are expressed as a with a Butler-Volmer equation:

rHER = jHER · ECSA ·
[
exp

(
−(1− α) n F

R T
η

)
− pH2

pref
exp

(
α n F

R T
η
)] [

A
m3

]
(6.126)

with the parameters jHER = 3× 10−5 A m−2 (fitted value), α = 0.5 and n = 2.

The reaction’s overpotential, ηHER, is
ηHER = ϕel − ϕion − E0

HER [V] (6.127)
with E0

HER = 0.0 V.

The resulting sinks and sources for H2, H+ and e– are

qH2 = rHER
2F

[
mol
m3 s

]
(6.128)

qH+ = qe− = −rHER
[

A
m3

]
(6.129)
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In this section, the results of the DMFC performance simulation and the different steps
towards model validation are presented. Along with this model verification, the local
conditions, which lead to performance heterogeneities within the DMFC, are analysed.

For model validation, experimental data from the work of Rabissi et al. [111] was used.
The provided data from three DMFC single cells of the same type contained performance
measurements from a macro-segmented cell set-up as well as locally resolved impedance
spectra. Furthermore, the experimentally determined methanol and water flux rate at
cathode outlet was available.

In order to mimic the experimental set-up and thus be directly comparable to the exper-
imental data, the model’s cathode BPP is divided into four segments. These segments
were chosen in agreement with the corresponding areas of the macro-segmented cell of
[111]. The segmentation scheme of the modelling domain is shown in figure 7.1. The
current flow over the segment boundaries (in y-direction) is disabled in the model.

Anode 
Subdomain

PEM 
Subdomain

Cathode 
Subdomain

Anode Inlet

Anode Outlet

Cathode Outlet

Cathode Inlet

Segment 1

Segment 2

Segment 3

Segment 4

Figure 7.1: Segmentation scheme of the modelling domain.

If not stated differently, simulations with the DMFC model were carried out in the poten-
tiostatic mode and the data is plotted against the total current density. The simulation
results were evaluated per cell as well as per segment area. Data analysis is performed for
the entire cell as well as for the cathode inlet segment (S4) and cathode outlet segment
(S1).
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With the model described in sections 5 and 6, simulations at RH 10 % and RH 50 % were
performed. The corresponding boundary conditions are specified in section 5.7. These
simulations are referred to as reference simulations (cf. sec. 7.2.2).

Alterations in the model description were only performed when necessary for studying
individual effects on the local cell performance. These cases, where changes in the model
compared to the reference were made, are explicitly mentioned.

7.1 Transport Processes in the Membrane

In order to understand the performance heterogeneities inside the DMFC as observed
in the work of Rabissi et al. [111], it is essential to correctly describe the transport of
water, methanol and protons in the polymer electrolyte membrane.

In the following sections, the validation of the PEM sub-model is described step by step
and the local conditions within the DMFC membrane are examined in detail. Note that
the membrane’s properties are highly coupled with the conditions in the catalyst layers,
which are discussed later in section 7.2.

7.1.1 Water Transport

Experimental data on the DMFC’s total water flux rate at cathode outlet was available
for the two cathode humidity levels, RH 10 % and RH 50 % over the entire operating
range. For comparison with the simulation, these data were transferred into water flux
rates per channel area (fig. 7.2), as the model only represents one out of three channels
in the cell’s flow-field. The respective calculation procedures can be found in section 5.3.
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Figure 7.2: Experimental data: Water flux rate Ṅ out
H2O measured at the cathode outlet of

the cell (given per channel area) for RH 10 % and RH 50 %.

The water flux rates Ṅ out
H2O, however, do not directly describe the water transport in the

membrane. Instead, the total amount of water at cathode outlet is the sum of three
contributions: the amount of water in the air stream at cathode inlet Ṅ in

H2O, the water
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source in the cathode CL, Ṅ source
H2O , and the net water crossover through the membrane,

Ṅ cross
H2O .

The amount of water supplied to the cell, Ṅ in
H2O, results directly from the inlet boundary

conditions for the cathode RH. For the cell examined, Ṅ in
H2O is constant for each hu-

midity level, because the air feed to the cathode is not λ-controlled. The water source
from reaction Ṅ source

H2O , on the other hand, scales proportionally with the current density.
The remaining unknown is the crossover rate through the PEM Ṅ cross

H2O , which could be
computed with eq. 7.1:

Ṅ cross
H2O = Ṅ out

H2O − Ṅ in
H2O − Ṅ source

H2O (7.1)

The resulting H2O crossover rates for RH 10 % and RH 50%, calculated with equation
7.1, are shown in figure 7.3. The values are given per cell area (cf. sec. 5.3) and still
called “experimental”, as the values were directly converted from the experimental data.
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Figure 7.3: Water crossover fluxes per cell area ṅH2O
cross for RH 10 % and RH 50 %, deter-

mined from the experimental data on Ṅ out
H2O.

Note that other than the total water flux rates at cathode outlet, Ṅ out
H2O, the H2O crossover

through the membrane at higher cathode humidity, i.e. RH 50 %, is significantly lower
compared to the crossover rate at RH 10 %.

The water crossover in the membrane itself is determined by a combination of three
transport mechanisms: diffusion, permeation and electro-osmotic drag. The impact of
each process on ṅH2O

cross is discussed in the following paragraphs.

7.1.1.1 Membrane Water Content

The membrane’s water content λH2O plays a major role for the transport processes inside
the PEM. It is dependent on the the local water activity in the gas phase and the satura-
tion of the liquid phase at the PEM/CL interfaces in anode and cathode, as described in
sections 6.2.1 and 6.2.2. The humidity conditions at the CL/PEM interfaces, in turn, are
influenced by the fluid compositions, the reactions in the CLs, the capillary properties
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of CLs, MPLs and GDLs but also the water crossover itself (see section 7.2.1).

λH2O is thus a highly coupled quantity which represents the complex interactions in fluid
transport between the different domains of the fuel cell.
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Figure 7.4: Membrane water content λH2O at operation with RH 10 % at OCV, 0.1 A/cm2

and 0.25 A/cm2 (reference simulation). The 2D plot shows the PEM magni-
fied by 103 in x-direction.

With the reference simulation at RH 10 %, the λH2O distributions shown in figure 7.4
were obtained. As can be seen the plots, at the ACL/PEM interface the water content
in the membrane is high and its variation with current is negligible. At the PEM/CCL
interface, however, great variations in λH2O can be observed: In the cathode inlet segment
(S4), λH2O remains at a low level over the entire current range. At cathode outlet (S1)
in contrast, the membrane’s water content rises strongly with increasing current. This
behaviour is to a great extend coupled to the presence of liquid water in the CCL at the
respective position, which is discussed in section 7.2.1.

With the higher cathode humidity of RH 50 %, the water content in the membrane and
its resulting gradient from anode to cathode look different compared to the case with
RH 10 % (cf. figure 7.5). At the ACL/PEM interface, λH2O remains at approx. 22
since the anode boundary conditions did not change in the simulation. In contrast,
the membrane shows a strong gradient of λH2O along the channel at the PEM/CCL
interface already at OCV for the operation with high cathode humidity. At a current
density of 0.1 A/cm2 and more, the gradient in λH2O across the membrane (x-direction)
is negligible in the cathode outlet area (S1 and S2), while it persists in S4 (cathode inlet).

Overall, the distribution of λH2O in the DMFC membrane is heterogeneous and shows
strong gradients not only from anode to cathode, but also along the channel at the
PEM/cathode interface.
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Figure 7.5: Membrane water content λH2O at operation with RH 50 % at OCV, 0.1 A/cm2

and 0.25 A/cm2 (reference simulation). The 2D plot shows the PEM magni-
fied by 103 in x-direction.

7.1.1.2 Diffusion

The gradient in the membrane’s water content λH2O is the driving force for water diffu-
sion through the PEM. At low current densities and low humidity levels in the DMFC
cathode, the gradients in λH2O across the membrane are strongest, which lets deduce
that diffusion plays a dominant role under these conditions.

In order to confirm this hypothesis, a simulation with diffusion as the only transport
mechanism for H2O in the membrane was performed and compared to the water crossover
data determined from experiments. The simulation result for RH 10 % plotted in figure
7.6 shows that diffusive transport alone describes the water crossover up to a current
density of 0.15 A/cm2 sufficiently well. At higher current densities, the diffusion-only ap-
proach underestimates the water crossover, indicating the relevance of additional mech-
anisms for the water transport at this point.
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Figure 7.6: Simulated water crossover flux ṅH2O
cross by diffusion only in comparison to the

experimental data (RH 10 %).
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7.1.1.3 Electro-osmotic drag

Another transport mechanism for water within the polymer electrolyte membrane is the
so-called electro-osmotic drag. It describes the transport of water molecules induced by
the transport of protons through the membrane.

The transport of protons can occur by two different processes: the vehicular mechanism,
which describes the diffusive transport of hydronium ions, H3O+, and the Grotthuss
mechanisms, which describes the transport of protons by the formation and breaking
of hydrogen bonds [78, 106, 82]. For membranes with a low hydration level, the ve-
hicular mechanism is the prevalent proton transport mechanism, while the Grotthuss
mechanism dominates in fully hydrated (i.e. liquid-equilibrated) membranes. Only the
vehicular proton transport mechanism is coupled to a net flow of H2O-molecules.

A majority of PEMFC and DMFC models published use a drag coefficient based on the
vehicular mechanism in order to describe the electro-osmotic effect in the membrane.
These models mostly incorporate the relation of Springer et al. [133] for the electro-
osmotic drag coefficient κH2O

drag, which reads

κH2O
drag = 2.5 λH2O

22 (7.2)

According to this relation, the electro-osmotic drag coefficient increases linearly with the
membrane’s water content λH2O. A simulation with the κH2O

drag description of eq. 7.2 was
performed in order to test the respective correlation. Note that also diffusion and per-
meation were included as mechanisms for H2O transport in the model for this simulation.
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Figure 7.7: Simulated water crossover flux ṅH2O
cross by diffusion and electro-osmotic drag

with a drag coefficient of κdrag = 2.5 · λH2O/22 in comparison to the experi-
mental data.

The simulation result with κH2O
drag described by the Springer relation (eq. 7.2) is shown in

figure 7.7.
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As can be seen in the comparison of simulated and experimental water flow over current
density, the water crossover gets strongly over-estimated with this correlation for κH2O

drag,
even at low current densities. The respective simulation had to be aborted due to con-
vergence problems at i ≈ 0.2 A/cm2.

Since a water flux through the membrane described with κH2O
drag = 2.5 · λH2O/22 could not

be verified against the experimental data, a closer look was taken on the work of Peng et
al. [106]. The group performed experiments with Nafion membranes of 50 µm thickness
and varying temperatures up to 80 ◦C with a novel experimental technique, and found
the electro-osmotic drag coefficient in Nafion to be decreasing with increasing λH2O and
κH2O
drag ≤ 1. This finding, which stands in contrast to a majority of measurements and the

common approach in PEMFC modelling, was carefully verified with different experimen-
tal approaches by the group. The authors argue that with increasing membrane water
content, the Grotthuss mechanism is favoured for proton transport over the vehicular
mechanism, i.e. the higher the membrane’s water content, the lower the link between
proton transport and water transport in the PEM.

As the water content in the DMFC membrane is significantly higher compared to a typ-
ical PEMFC, the hypothesis of Peng et al. was considered and tested: In the DMFC
model, the electro-osmotic drag coefficient then was assumed to be constant (i.e. inde-
pendent from λH2O) with κH2O

drag = 0.325, since a concise correlation the electro-osmotic
drag coefficient and the membrane water content was not known.
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Figure 7.8: Simulated water crossover ṅH2O
cross for RH 10 % and RH 50 % by diffusion and

electro-osmotic drag with a drag coefficient of κH2O
drag = 0.325 in comparison

to the experimental data (reference simulation).

With the low and constant value for κH2O
drag, very good results for the water crossover

through the membrane could be obtained in the simulation for both humidity levels,
RH 10 % and RH 50 %, as figure 7.8 shows.
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7.1.1.4 Permeation

Hydraulic permeation of H2O molecules due to a pressure gradient across the membrane
is another possible transport mechanism for water in low-temperature fuel cells. An ac-
cording correlation was implemented in the DMFC model (cf. section 6.2.3 eq. 6.45).

In the model‘s PEM sub-domain the pressure is not a primary variable, that is why the
liquid pressure at the PEM/CL coupling interfaces was interpolated between anode and
cathode side. Note that pl at these interfaces depends on the catalyst layer’s capillary
pressure pc. A hydraulic permeation coefficient of kp = 1× 10−20 m2 in the membrane
was assumed, which is low but in the order of magnitude as reported in literature [93, 82].
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Figure 7.9: Simulated water crossover flux ṅH2O
cross with and without permeative water

transport included in the PEM model in comparison to the experimental
data.

A comparison of the simulated water crossover with and without permeation as transport
mechanism in the PEM and the experimental data shows that the impact of hydraulic
permeation is negligible in this set-up with an unpressurised system and the chosen model
parameters (cf. plot 7.9). It should be noted that it could well be that the fitted value
for the membrane water diffusion coefficient in the model includes a permeative share.
Qualitatively, it is expected that the effect of permeative and diffusive water transport
overlap for the given scenario, as the gradient in the driving force for both mechanisms is
directly coupled to the liquid water saturation at the PEM/CL interfaces in anode and
cathode.

Since the experimental data did not include a pressure variation, the effect of perme-
ation could not be further quantified. As the uncertainty regarding the CL’s capillary
pressures and consequently the exact pressure conditions at the CL/PEM interfaces is
high, the impact of hydraulic permeation on the water crossover in the DMFC was not
further studied here.

For the given experimental scenario, the H2O-crossover through the membrane could be
satisfactorily described with water transport via to diffusion and electro-osmotic drag.
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7.1.2 Sorption Processes at the PEM/CL Interfaces

The sorption of water to and from the polymer electrolyte membrane is a complex and dy-
namic process, so that the equilibrium membrane water content of the sorption isotherm
is not instantly reached [89]. The time it takes until the membrane water content is in
equilibrium depends on the local temperature and humidity conditions at the membrane
interface. The water sorption from a gas phase into the membrane is considerably slower
than the sorption of water from a liquid phase, which could be a rate-limiting step for
the water transfer inside the fuel cell [52, 161].
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Figure 7.10: Membrane water content λH2O in a simulation without sorption kinetics at
the PEM/CL interfaces for RH 10 % at OCV, 0.1 A/cm2 and 0.25 A/cm2

(compare with fig. 7.4 for the reference simulation with sorption kinetics).
The 2D plot shows the PEM magnified by 103 in x-direction.

For the DMFC with its dynamic phase transitions in anode and cathode, it is expected
that the different rate constants for water sorption to and from the membrane in de-
pendence of its state have a large impact on the water balance and the two-phase flow
behaviour in the cell. In order to correctly describe the interactions between the mem-
brane and the electrodes, H2O sorption kinetics based on the study of Ge et al. [52]
were included in the model’s coupling conditions at the PEM interfaces to the anode and
cathode sub-domain (cf. section 6.2.2).

With the DMFC model, the effect of sorption kinetics at the membrane/electrode inter-
faces could be studied by varying the coupling conditions for the water transfer: Simu-
lations without sorption kinetics at the coupling interfaces were carried out for RH 10 %
and RH 50 %. In this case, the PEM/CL interfaces are assumed to be always in equilib-
rium and the transfer of H2O from and to a gas phase is equally fast than the transfer
from and to a liquid phase.

The neglect of sorption kinetics at the PEM/CL interfaces has a great effect on the
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membrane water content λH2O and the water crossover, as a comparison between the
simulation results of the variation with the reference simulation shows:

The model predicts a much lower membrane water content λH2O at the interface to the
cathode catalyst layer in case no sorption kinetics are considered, as can be seen in fig-
ure 7.10. Compare figure 7.4 for the values obtained with the reference simulation with
sorption kinetics, where the resulting λH2O is significantly higher at the PEM/CCL in-
terface over the entire operating range. The effect that the mass transport resistance due
to sorption at a membrane/vapour interface keeps the humidification of the membrane
high has also been described by Zhao et al. in their experimental study on Nafion 1100
membranes [161].

In the simulation without sorption kinetics (figure 7.10), the gradient in λH2O across the
membrane (x-direction) is higher compared to the reference (cf. figure 7.4). As a con-
sequence, the overall water crossover through the PEM is accelerated, as the simulation
results in figure 7.11 show. This behaviour can be observed for both humidity levels,
RH 10 % and RH 50 %.
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Figure 7.11: Water crossover through the membrane in the simulation without sorption
kinetics at the PEM/CL interfaces for RH 10 % and RH 50 % in comparison
to the experimental data.

Figure 7.11 also shows that in case the sorption kinetics are neglected in the model, the
H2O-crossover diverges from the experimental data for RH 10 %, despite starting at the
correct level at OCV. The bend in the simulated water crossover rate at i ≈ 0.12 A/cm2

correlates with the formation of liquid water in the CCL at cathode outlet and the in-
stant rise of λH2O at the CCL interface. Figure 7.12 shows the water crossover rate and
the profile of λH2O at the PEM/CCL interface in segment 1 (cathode outlet) in direct
comparison.

The observed behaviour in ṅH2O
cross can be explained as follows: When sorption kinetics

are neglected, humidity changes at the PEM interface instantly lead to a change of the
membrane’s water content in the model. In case a liquid phase emerges at the membrane
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interface, λH2O increases proportionally (cf. eq. 6.29), just as observed for the PEM/CCL
interface in S1, the cathode outlet segment, in the simulation. As a consequence, the gra-
dient in ∇λH2O between anode and cathode decreases and the diffusive water transport,
which has been identified to be the leading transport mechanism through the membrane,
sinks (cf. eq. 6.45).

For RH 50 %, the simulation without sorption kinetics renders an overall reasonable water
crossover profile, however the crossover rate is too high and does not match the experi-
mentally determined flux (figure 7.11).
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Figure 7.12: Overall water crossover through the membrane in blue and membrane water
content λH2O at the PEM/CCL interface in S1 (cathode outlet) in orange
in simulation without sorption kinetics (RH 10 %).

The simulation results show that the assumption that the water transfer at the mem-
brane interfaces happens instantly and is equally fast for a gas-equilibrated as well as for a
liquid-equilibrated membrane leads to an over-estimation of the water transport through
the DMFC membrane. In contrast, when including the sorption kinetics in the model
at the membrane interfaces (reference), the experimentally observed water crossover in
the cell can be satisfactorily described for RH 10 % as well as for RH 50 % without any
changes in the model and with just one single set of parameters (cf. figures 7.8 and 7.13b).

This result highlights the relevance of the mass transport resistance imposed by the sorp-
tion process at the membrane/CL interfaces for water transport under the heterogeneous
and dynamically changing humidity conditions inside the DMFC.

7.1.3 Local Water Transport

After verifying the water transport processes in the membrane, the local crossover rates,
which are experimentally not accessible, could be studied with the model. Figure 7.14
shows the local water crossover rates for the first and the last segment of the cell obtained
with the reference simulation with RH 10 % and RH 50 %. Here, the data is plotted versus
the segment’s local current density and the overall crossover rate for the entire cell is
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Figure 7.13: Simulation results for water flux at cathode outlet a) without sorption ki-
netics and b) with sorption kinetics (reference simulation) at the PEM/CL
interfaces RH 10 % and RH 50 %) in comparison to the experimental data.

given as a reference.
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Figure 7.14: Total water crossover rate ṅH2O
cross for RH 10 % (left) and RH 50 % (right) from

experiment and simulation in comparison to the local water crossover rates
in the first and last segment of the cell (reference simulation). Note that
the local crossover rates are plotted against the local current density.

The local crossover rates show a similar behaviour for RH 10 % and RH 50 %: In S4
(cathode inlet/anode outlet), where the largest humidity gradient across the membrane
occurs, the highest crossover rate can be observed. It rises continuously over current, for
RH 10 % as well as for RH 50 %. In S1 (cathode outlet/anode inlet), the crossover rate
is much lower, due to the comparably small gradient of λH2O in the membrane. At low
current densities, the local H2O crossover rate in this segment sinks down first, then rises
again at higher current densities.

The rise in the local crossover rates, both for the cathode inlet as well as for the cathode
outlet segment, can be attributed to the impact of the electro-osmotic drag, as a com-
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Figure 7.15: Total and local water crossover rates ṅH2O
cross of the reference simulation (solid

lines) and a variation without electro-osmotic drag (“diffusion only”, dashed
lines) in comparison to the experimental data (RH 10 %). Note that the
local crossover rates are plotted against the local current density.

parison of the reference simulation at RH 10 % with the “diffusion only” variation shows
in figure 7.15.

7.1.4 Proton Transport

The transport of protons through the membrane is a key factor for the performance of
polymer electrolyte fuel cells and thus an essential part of the DMFC model. The proton
conductivity σion of the polymer is a function of the temperature and the membrane’s
water content.

Locally resolved electrochemical impedance spectra (EIS) were available from the ex-
periments for RH 10 % and RH 50 % in the cathode, each for a current density of i =
0.1 A/cm2 and i = 0.25 A/cm2. With these experimental data, it was possible to quantify
the effect of the local humidity conditions in the cathode on the membrane resistance to
proton transport.

A common approach in fuel cell modelling is the use of empirical relations, as for example
derived by Weber et al. [146] or by Springer et al. [133], in order to describe the
membrane’s ionic conductivity. These two relations were implemented and tested with
the DMFC model, respectively.

Springer correlation [133]:

σPEMion (λH2O) = (0.5139 · λH2O − 0.326) · exp
(

1268 ·
( 1

303.15 −
1
T

))
(7.3)

Weber correlation [146]:

σPEMion (fV ) = 0.05 + 0.5 · (fV − 0.06)1.5 · exp
(15000

R
·
( 1

303.15 −
1
T

))
· 100 (7.4)
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The NEOPARD-X framework, in which the DMFC model was implemented, also in-
cludes an option to simulate impedance spectra [43]. EIS were simulated with the model
for the different expressions of σPEMion and compared to the experimental data.
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Figure 7.16: Nyquist plots obtained in simulations for i = 0.1 A/cm2 at RH 10 % with
σPEMion described by (a) the Springer model [133] and (b) the Weber model
[146] in comparison to the experimental data.

Figure 7.16 shows the Nyquist diagrams of the EIS simulations at i = 0.1 A/cm2 with
the Springer expression (fig. 7.16a) and the Weber expression (fig. 7.16b) for σPEMion in
comparison with the experimental data.

In the experiments, a large spread in the membrane resistance can be observed along the
channel from cathode outlet to cathode inlet: The well-humidified membrane at cathode
outlet (S1) shows the lowest ohmic resistance, while a strong increase in the membrane
resistance can be observed for the dry conditions in S4, the cathode inlet segment.

Neither the Weber correlation 7.4 nor the Springer correlation 7.3 could satisfactorily de-
scribe the experimentally observed dependence of the membrane’s proton conductivity
on λH2O in the model. With both expressions for σPEMion , the ohmic resistance in the dry
cathode inlet segment and also the average ohmic resistance of the cell get significantly
underestimated (figure 7.16).

In order to correctly represent the correlation between the local membrane humidity and
its resistance to proton transport, an own relation for σPEMion was developed (cf. sec-
tion 6.2.3 equation 6.44). This empirical expression describes a stronger variation of the
membrane’s ionic conductivity with the membrane water content λH2O than the litera-
ture models, as a comparison of the three relations in plot 7.17 shows.

With the description of σPEMion by eq. 6.44, the local ohmic resistances in the membrane
obtained with the 2D DMFC model are in good agreement with the experimental data,
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Figure 7.17: Comparison of the three discussed empirical relations for the membrane’s
ionic conductivity σion as a function λH2O at T = 348.15 K.

as the resulting Nyquist diagrams in figures 7.18 and 7.19 show. The predicted resis-
tances match well locally for both humidities, RH 10 % and RH 50 %, and at both current
densities, 0.1 A/cm2 as well as 0.25 A/cm2.
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Figure 7.18: Nyquist plots obtained from the reference simulation with σPEMion described
by eq. 6.44 for RH 10 % at 0.1 A/cm2 (left) and 0.25 A/cm2 (right) in com-
parison to the experimental data.

The reference DMFC model is thus able to correctly describe the membrane’s resistance
to proton transport in dependence on the heterogeneous humidity conditions along the
channel.

7.1.5 Methanol Transport

The crossover of methanol through the membrane is determining the formation of a mixed
potential in the DMFC cathode and thus another relevant transport mechanism in the
PEM model. It is described in a similar manner to the water transport (cf. section 6.2.3):
Diffusion and electro-osmotic drag are assumed to be the dominant transport processes
for CH3OH. Methanol permeation through the membrane, however, is neglected in the
model. Moreover, the methanol concentration at the PEM/CL interfaces is assumed to
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Figure 7.19: Nyquist plots obtained from the reference simulation with σPEMion described
by eq. 6.44 for RH 50 % at 0.1 A/cm2 (left) and 0.25 A/cm2 (right) in com-
parison to the experimental data.

be in equilibrium, so no sorption kinetics are considered at the membrane’s coupling
interfaces to the anode and cathode sub-domain for methanol.
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Figure 7.20: Methanol molar concentration Cn
MeOH in the membrane at operation with

RH 10 % for OCV, 0.1 A/cm2 and 0.25 A/cm2 (reference simulation). The
2D plot shows the PEM magnified by 103 in x-direction.

Figure 7.20 shows the methanol concentration within the membrane at different operat-
ing points obtained with the reference simulation at RH 10 %. At OCV, there is a strong
gradient from anode to cathode across the membrane, and the distribution is homoge-
neous along the channel on anode and cathode side. With i = 0.1 A/cm2, the gradient
decreases since the methanol concentration at the PEM/ACL interface is reduced. At
higher current densities, i. e. 0.25 A/cm2, the methanol concentration at the anode in-
terface has notably decreased and a concentration gradient along the channel has formed
along the ACL at the interface to the membrane. The concentration is highest in S1, the
anode inlet/cathode outlet segment, followed by S4, the anode outlet area. The lowest
concentration on the anode side can be observed at the transition area between S2 and
S3 at this operating point. On the PEM/CCL interface, the methanol concentration
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is steadily low over the entire operating range, since crossover methanol gets directly
oxidised in the cathode catalyst layer.
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Figure 7.21: Experimental data: Methanol crossover rates for RH 10 % and RH 50 %.

The experimentally determined methanol crossover rates decreases continuously with in-
creasing current and is independent from the cathode relative humidity, as can be seen
in figure 7.21. With the chosen described formulation in the model (cf. eq. 6.48), the
methanol transfer through the membrane could be reasonably described, as a comparison
of the reference simulations for RH 10 % and RH 50 % with the experimental data shows
(figure 7.22).
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Figure 7.22: Simulated methanol crossover rates ṅMeOH
cross for RH 10 % and RH 50 % (refer-

ence simulation) in comparison to the experimental data.

Only at high current densities (i > 0.3 A/cm2), the methanol flux gets slightly underes-
timated in the simulation. When repeating the simulation with a higher electro-osmotic
drag coefficient for methanol, this behaviour did not change (simulation result not shown
here), which indicates that the formulation of the methanol transport in the anode porous
layers (GDL, MPL, CL) might be somewhat too slow in the model.
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The local methanol crossover follows the ACL distribution of methanol along the chan-
nel, as figure 7.23 shows: The transfer of methanol is highest in the anode inlet/cathode
outlet area and lowest in the anode outlet/cathode inlet area in both cases, RH 10 % and
RH 50 %. At low current density, the differences along the channel are small, while at
higher current densities, the evolving CH3OH gradient from anode inlet (S1) to anode
outlet (S4) is directly reflected by the methanol crossover rate across the membrane.
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Figure 7.23: Total methanol crossover ṅMeOH
cross for RH 10 % and RH 50 % from experiment

and simulation in comparison to the local methanol crossover rates in the
first and last segment of the cell (left) and corresponding local methanol
concentrations CACL

MeOH in the ACL (right). Note that the local properties
are plotted against the local current density. Reference Simulation.

7.1.6 Conclusion: Transport Processes in the DMFC membrane

The transport of water, protons and methanol through the DMFC membrane has been
analysed in detail with the 2D model and a verification of the model description with
experimental data has been accomplished.

While a variation in the DMFC cathode humidity conditions had a strong impact on the
transport of water and protons through the membrane, the crossover of methanol was
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hardly affected. This indicates that the transport of methanol in the DMFC membrane
is mainly determined by the conditions in the DMFC anode, namely the local distribu-
tion of CH3OH at the ACL/PEM interface. As no experimental data on variations in
the DMFC anode conditions was available, these effects on methanol transport were not
studied in detail here. For the given set-up, methanol transport in the DMFC membrane
could be satisfactorily described by diffusion and electro-osmotic drag.

Water and proton transport proved to be very sensitive to changes in the DMFC cath-
ode humidity conditions. A much higher water crossover from anode to cathode could be
observed for dry cathode conditions (RH 10 %) compared to the case air with RH 50 %
was supplied to the cell. The model shows that also the local crossover rate of water is
much higher in the dry cathode inlet area of the cell than in the cathode outlet area with
a much higher local humidity.

Under the experimental conditions with an unpressurised system, diffusion and electro-
osmotic drag could be identified as the relevant transport mechanisms for water through
the DMFC membrane. The common approach in fuel cell modelling of describing the
electro-osmotic drag by assuming proton transport via the vehicular mechanism failed
for the DMFC studied here. In case of the liquid-fed DMFC with a comparatively
well-humidified ionomer, the proton transport seemed to be best described assuming a
Grotthus-type mechanism, which leads to a decoupling between the movement of pro-
tons and the movement of H2O-molecules. With this approach, convincing results for
the water transport through the DMFC membrane could be achieved in the simulation.

The local water content in the ionomer phase is not merely determined by the local hu-
midity conditions at the PEM/CL interfaces, but also by the interface resistances to water
sorption depending on the state of water in the open pore space of ACL and CCL. With
the model it could be shown that for the significant variance in gas and liquid distribu-
tion inside the DMFC anode and cathode, sorption kinetics must not be neglected when
modelling the membrane water content and respective transport processes in the DMFC.

The ionic conductivity in the DMFC membrane proved to be very sensitive to the local
humidity conditions at the PEM/CCL interface and consequently the local water content
in the membrane. Significant variances in the membrane ionic conductivity, which could
be observed experimentally for different cathode humidity levels, were depicted in the
model by a empirical correlation, which proved valid for the cell provided with air with
RH 10 % as well as RH 50 %.

With the thorough investigation of the individual humidity-dependent transport prop-
erties and mechanisms in the DMFC membrane and the successful verification against
experimental data with varying humidity levels, the membrane model can be seen as
validated.
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7.2 Heterogeneities in the local DMFC performance

Validating the transport processes for water, methanol and protons in the membrane
was a fundamental step towards simulating the DMFC performance. With the verified
description of the local membrane properties and transport mechanisms under various
humidity conditions in the cathode, the 2D model could be used to study performance
heterogeneities on the cell level.

The experimental data of [111] show strong variations within the DMFC single cell: In
figure 7.24, the performance data of three different cells (marked with different symbols)
are portrayed for RH 10 % (left) and RH 50 % (right). Depicted are the overall cell volt-
age in grey, the voltage of the cathode inlet segment S4 in green and the voltage of the
cathode outlet segment S1 in orange. As can be seen in figure 7.24, variations in the local
cell performance occur over the entire current range for RH 10 % as well as for RH 50 %.
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Figure 7.24: Experimental data: Total cell voltage and local cell voltage in S1 (cathode
outlet/anode inlet) and S4 (cathode inlet/anode outlet) for RH 10 % and
RH 50 %. Note that the local cell voltages are plotted against the local
current densities in the respective segment.

In case of RH 10 % (left image), the performance of S4 (cathode inlet) is permanently
lower than the overall cell voltage and the deviations are largest in the medium current
density range. Segment 1 (cathode outlet) performs better than the overall cell voltage
up to a current density of i ≈ 0.3 A/cm2. In the high current density range, the per-
formance of S1 gets drastically reduced and at i = 0.35 A/cm2, this segment of the cell
performs worse than S4 and the cell in total.

For RH 50 % (right picture), the performance of S4 (green, cathode inlet) is more or less
identical with the overall cell, whereas the voltage of segment 1 (orange, cathode outlet)
diverges towards lower potentials, starting from a current density of i ≈ 0.15 A/cm2.
The data of the three different cells scatter strongly at this point.

Rabissi et al. [111] attribute the observed variations in the local cell performance to
heterogeneities in the local DMFC cathode humidity, with drying effects in the cathode
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inlet area and flooding effects at cathode outlet. With the 2D DMFC model, the con-
ditions and mechanisms leading to the observed performance heterogeneities in the cell
shall be further studied.

In section 7.1.4, one mechanism leading to the divergence in the local cell performance,
namely the humidity-dependent resistance to proton transport in the DMFC membrane,
has already been identified. In order to study the effect of the membrane’s ohmic resis-
tance on the cell performance exclusively, a simulation was carried out with the humidity-
dependence of the catalyst’s ionic conductivity (eq. 6.27) and the resistances in the
CCL’s ionomer film model (eqs. 6.104 and 6.106) disabled, i.e. σCLion = σCLion (aH2O = 1)
and Rliq = 0 and Rint = 0.
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Figure 7.25: Simulation result for the total cell voltage (left) and the local cell volt-
ages (right) at the cathode inlet and cathode outlet segment of the DMFC
obtained with model including only the membrane-related resistances to
charge and species transport as discussed in section 7.1 in comparison to
the experimental data (RH 10 %).

Figure 7.25 shows the result of this simulation in comparison with the experimental data
for RH 10 %. In the figure on the left, the overall DMFC performance is plotted and in
the figure on the right the local cell performance of S1 and S4. The simulation makes
clear that the humidity-dependence of the membrane ohmic resistance comes into effect
at medium to high current densities. It renders a lower performance in the cathode
inlet segment (S4) compared to the cathode outlet segment (S1) at current densities
higher than 0.1 A/cm2. The poor performance of the cathode inlet segment at low
current densities i < 0.1 A/cm2 and the decreasing cell voltage at high current densities
i > 0.25 A/cm2, however, cannot be explained by the ohmic resistance of the PEM.

7.2.1 Resistances in the Cathode Catalyst Layer

The catalyst layer with its heterogeneous composition and complex structure also ex-
hibits a great potential for resistances towards species and charge transport [83, 105].
On the one hand, its narrow pore sizes and varying internal surface properties strongly
influence the interplay between gas and liquid phase. On the other hand, the ionomer
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thin film in the catalyst layer imposes new resistances to proton and species transport.
The transport processes are dominated by interface effects and much slower than in the
bulk membrane. Again, the local water activity plays a crucial role for the characteristics
of this layer in the fuel cell.
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Figure 7.26: Local water activity aH2O in the cathode inlet and cathode outlet segment of
the CCL during operation with RH 10 % and RH 50 % (reference simulation).

The reference simulation shows that the actual water activity in the cathode catalyst
layer of the DMFC is much higher than the relative humidities in the cathode feed gas
(cf. fig. 7.26).

For a RH of 10 % in the air feed at cathode inlet, the model predicts a water activity
in the cathode inlet segment of the CCL (S4) of about 50 % at OCV. With increasing
current density, aH2O linearly rises up to a mean value of ≈ 65% in this segment (figure
7.26). In the cathode outlet area of the CCL (S1), on the other hand, the gas is fully
saturated over the entire operating range.

The qualitatively same behaviour can be observed along the channel if the cell is oper-
ated with RH 50 % (fig. 7.26): in this case the gas is also partially saturated at cathode
inlet and fully saturated at cathode outlet. At the cathode inlet segment of the CCL, the
local water activity rises from about 80% at OCV up to over 90% at a current density
of 0.4 A/cm2 in this case.

The elevated humidity levels in the catalyst layer result from the material characteristics
and transport properties of the different porous layers GDL, MPL and CL in combination
with the water source from the electrochemical reaction and the water crossover through
the membrane.

7.2.1.1 Resistances to proton transport in the CCL

The proton transport properties of thin film ionomers are even more sensitive to the
humidity than the properties of bulk Nafion, as for example Paul et al. [105] showed.
In their study, the authors found that σion in ionomer thin films could vary in more

94



7.2 Performance Heterogeneities

than four orders of magnitude within a humidity range of 0.2 ≤ aH2O ≤ 0.95. The local
relative humidities in the DMFC cathode catalyst layer fall well within this range. Even
if in contact with a fully saturated gas phase, an ionomer thin film shows a much lower
ionic conductivity than a typical polymer electrolyte membrane.
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Figure 7.27: Ionic conductivity of Nafion thin-films as presented by Paul et al. [105] (blue
symbols) and own empirical relation for σCLion (eq. 6.27) (red line).

Following these findings, a correlation for σCLion in the catalyst layers was derived as a
function of the local water activity (cf. eq. 6.27). Figure 7.27 shows the resulting ionic
conductivity of the CL in the model compared to data presented by Paul et. al. [105].

With this description of σCLion = f(aH2O) in the anode and cathode catalyst layer, the
DMFC model renders the local performances shown in figure 7.28 for RH 10 % and
RH 50 %. In these simulations, the resistances Rliq and Rint in the CCL’s ionomer film
model (eqs. 6.104 and 6.106) were disabled, while the ionic conductivities in membrane
σPEMion and catalyst layer σCLion were implemented in dependence of the local humidity
conditions, as described in eqs. 6.44 and 6.27.

The catalyst layer’s humidity dependent resistance to proton transport contributes to
the poor performance of the cell’s cathode inlet area (S4) at low current densities, as the
comparison between the simulation results in figure 7.25 (σCLion = const.) and figure 7.28
(σCLion = f (aH2O)) for RH 10 % shows.

By considering the humidity-dependence of the membrane’s and catalyst layer’s ionic
conductivity, the model is fit to describe the experimentally observed performance het-
erogeneities in the DMFC for the low to medium current regime at both humidity levels,
RH 10 % and RH 50 % (cf. figure 7.28): Up to a current density of 0.2 A/cm2 for RH 10 %
and 0.15 A/cm2 for RH 50 %, the local cell voltages predicted by the model now match
well the with the experimental data.
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Figure 7.28: Simulation result for the local cell voltages at the cathode inlet and cathode
outlet segment of the DMFC obtained with model including the membrane-
resistances to charge and species transport as discussed in section 7.1 and
the resistance to proton transport in the CCL with σCLion = f(aH2O) (cf. eq.
6.27) for RH 10 % and RH 50 % in comparison to the experimental data.

7.2.1.2 Resistances to species transport in the CCL

At higher current densities, the effect of mass transport limitations can be noticed in the
local cell voltage of the cathode outlet segment in the experiments (cf. fig. 7.24). The
observed performance decrease in this segment is stronger for RH 50 % than for RH 10 %,
which lets assume that flooding is the relevant process here. Flooding describes the re-
sistance to species transport due to accumulation of liquid water in the porous medium.

The formation of liquid water within the electrode is directly coupled with the internal
surface properties and the morphology of the porous structures. The saturation, which
describes the share of liquid and gas relative to the available pore volume, is coupled to
the capillary pressure within the porous structure (cf. eq. 6.10).

Experimental studies on the capillary behaviour of GDL and CL materials show that
residual saturations exist for the gas and for the liquid phase [83, 160] and a hysteresis
in the pcSw-relation occurs, depending on whether a liquid is injected or withdrawn from
the porous medium [55, 83]. This model, however, omits hysteresis in the description of
the capillary behaviour of the porous media in the fuel cell. Furthermore, the concept of
a residual saturation in the porous media is neglected and both phases are assumed to
be mobile over the entire saturation range. This procedure was chosen due to the high
uncertainty of the actual wetting properties of the materials used in the experimental
work of Rabissi et al. [111].

Following the findings of Kusoglu et al. [83], the pcSw-relations were parametrised in a
way that the catalyst layers show a more hydrophilic behaviour than GDL and MPL (cf.
fig. 6.1 and tab. 6.2). With this description of the porous media capillary properties in
the model, the liquid saturation profiles shown in figure 7.29 are obtained in the cathode
catalyst layer with the reference simulation for a cathode inlet relative humidity of 10 %
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and 50 %, respectively.
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Figure 7.29: Liquid saturation in the cathode inlet and cathode outlet segment of the
CCL during operation with RH 10 % and RH 50 % (reference simulation).

In case of RH 10 %, liquid emerges in the CCL’s cathode outlet segment (S1) starting
at a current density of about 0.15 A/cm2 (cf. plot 7.29). At i = 0.25 A/cm2, a steep
increase in the liquid saturation can be observed and Sl rises up to a maximum of over
90% at i = 0.4 A/cm2. In the cathode inlet segment of the CCL (S4), on the other hand,
no liquid emerges over the entire current range.

With a cathode inlet relative humidity of 50 %, the saturation in the CCL starts rising
from OCV onwards in S1 (cathode outlet) and the simulation predicts liquid saturation
values Sl > 60% already at a current density of i ≈ 0.15 A/cm2. With rising current
density, values of Sl ≈ 95% are reached (cf. figure 7.29). The cathode inlet area of the
CCL (S4) remains dry, just as in the case with lower cathode humidity.

These simulation results obtained for the liquid saturation in the CCL (fig. 7.29) phe-
nomenologically match the experimentally determined flooding effects in the DMFC’s
cathode outlet segment (S1) in terms of occurrence over current and also in terms of
intensity (cf. fig. 7.24). Nevertheless, the mere presence of liquid water in the CCL
does not result in a performance decrease in the simulation with σCLion = f (aH2O) and
σPEMion = f(λH2O), as the direct comparison of SCCLl with the local cell voltages in figure
7.30 shows (Rliq and Rint are disabled in the CCL’s ionomer film model).

The voltage in the cathode outlet area S1 (orange) at high current densities is over-
estimated in the simulation compared with the experimental results, despite the CCL
segment is nearly fully saturated with liquid. This result indicates that the oxygen trans-
port towards the reaction sites in the CCL predicted by the model is too fast. The same
behaviour can noted for RH 50 %, where the cathode outlet segment gets filled with liq-
uid even earlier, but no effect on the local performance in S1 can be detected.

The simplified description of the porous media behaviour in the model with the neglect
of possibly limited phase mobilities and residual saturations in the porous layers could
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be one factor contributing to the underestimation of mass transport resistances in the
simulation. Apart from that, the transport of an oxygen molecule towards the active site
of a catalyst particle in the CCL includes some more steps than solely diffusion through
a fully or partially saturated porous matrix.
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Figure 7.30: Liquid saturation in the cathode inlet and cathode outlet segment of the
CCL (left) and resulting local cell performances (right) in the simulation in
case the ionomer film model (sec. 6.3.10) is deactivated.

The catalyst structure is complex and heterogeneous, as it consists of a porous carbon
structure with fine dispersed platinum particles and a dispersed hydrophilic ionomer
phase, rendering narrow pore sizes and irregular conditions with a much larger spread
in the local material properties compared to the other porous layer in the fuel cell, MPL
and GDL. This behaviour can hardly be covered with the volume averaged modelling
approach using effective material properties.

In order to reaching the catalyst’s triple phase boundary, the relevant path for O2 from the
open pore space can not only involve the transport through very narrow pores (Knudsen
diffusion, relevant when pore sizes are in the order of the mean diffusion length of the
molecule itself, included in eq. 6.7), but also the transport to and through an ionomer thin
film or through a liquid film covering the platinum particle surface. These mechanisms
represent additional resistances for the transport of oxygen towards the active [Pt]-sites
and its participation in the electrochemical reaction.
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In order to capture these phenomena in the model, an ionomer film model was included
in the description of the ORR kinetics (cf. section 6.3.10).

The ionomer film model adds three further resistance terms for oxygen transport in
the catalyst layer: the diffusion resistance which the ionomer phase imposes to an O2-
molecule before it can reach a [Pt]-surface, the resistance due to liquid water blocking
the path from the open pore space to the Pt-particle surface and, moreover, the interface
resistances to the transfer of oxygen from the gas to the ionomer phase and from the
ionomer phase to the [Pt]-site. These terms correlate with the thickness of the ionomer
film in the catalyst, the liquid saturation and the local water activity in the gas phase,
respectively.
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Figure 7.31: Simulation result for the local cell performance of the DMFC’s cathode inlet
(green) and cathode outlet (orange) segment obtained with the reference
model (including the ionomer film model in the ORR kinetics) for RH 10 %
and RH 50 % in comparison to the experimental data.

By including the ionomer film model, it is finally possible to portray the experimentally
observed mass transport limitations in the cathode outlet area of the DMFC at high cur-
rent densities with the model, as the reference simulation results for the cell performance
at both humidity levels show in figure 7.31.

At voltages below 0.25 V, a minor deviation occurs when the model predicts a decrease
in the local current density at cathode outlet in the potentiostatic simulation, which is
not observable in the experiments. Apart from that, the model now very well describes
the local performance of the cell over the entire current range for RH 10 % as well as for
RH 50 %. It correctly captures the resistances to ion transport at low to medium current,
which come into effect at the dry cathode inlet area of the cell, but also the resistances
to mass transport in the cathode outlet segment at high current densities.
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7.2.2 Reference Model

With the verification of local resistances in the CCL, the validation of the performance
model was accomplished. The physical 2D model accurately describes the overall cell
performance (cf. figure 7.32) as well as the heterogeneous local cell performance along
the channel (figure 7.33). Simulations performed with the validated 2D DMFC model
are referred to as “reference simulation” in this work.
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Figure 7.32: Simulation with the reference model: Cell performance during operation
with RH 10 % (left) and RH 50 % (right) in comparison to the experimental
data.
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Figure 7.33: Simulation with the reference model: Local cell performance in the DMFC’s
cathode inlet (green) and cathode outlet (orange) for RH 10 % (left) and
RH 50 % (right) in comparison to the experimental data.

The corresponding conditions inside the DMFC membrane have been discussed in sec-
tion 7.1. Figure 7.34 shows the water fluxes at cathode outlet for RH 10 % and RH 50 %
obtained in the reference simulation in comparison with the experimental data.
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Figure 7.34: Simulation with the reference model: Water flux rate at cathode outlet
during operation with RH 10 % (left) and RH 50 % (right) in comparison to
the experimental data.
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Figure 7.35: Simulation with the reference model: Methanol crossover rates ṅMeOH
cross for

RH 10 % (left) and RH 50 % (right) in comparison to the experimental data.
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7.2.3 Performance simulation with varying stoichiometry

The validated 2D DMFC model was further used to simulate the cell performance under
different stoichiometry conditions. For these simulations, only the simulation boundary
conditions at anode and cathode inlet were altered, but no changes were made in the
model description or its parameters. The simulation results thus show the model pre-
diction of the cell behaviour and can be directly compared to experimental data, which
were not part of the data set used for fitting and model validation.

Performance data of segmented cell measurements and the corresponding methanol and
water crossover fluxes were available for the stoichiometry combinations λA = λC = 3
at RH 10% and λA = λC = 6 at RH 10% and RH 50%. As with the standard case with
λA = 6 and λC = 3, the cells were not λ-controlled in the experiments, but operated with
a constant flow rate equivalent to the respective stoichiometry at a current of 0.25 A

cm2 .

Figure 7.36 shows the predicted mass flow of water and methanol through the cell for
the case with λA = 3 = λC , which match very well with the experimental data.
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Figure 7.36: Simulation with the reference model: Water flux at cathode outlet (left) and
methanol crossover rate (right) for λA = λC = 3 at RH 10%.

In figure 7.37, the corresponding overall and local cell performance for λA = λC = 3 at
RH 10% predicted in the simulation vs. the experimental data is shown.

The simulation captures the effect of the reduced anode stoichiometry quite well, with
mass transport limitations coming into effect in the anode outlet (cathode inlet) segment
at higher current densities (opposite to what is observed in the reference case with λA = 6
and λC = 3, where the mass transport limitations occur at the cathode outlet / anode
inlet area).

Also in case of λA = λC = 6, the simulated cell performance is in good agreement with
the experimental data on the total as well as on the local scale, as figure 7.38 for RH 10%
and figure 7.39 for RH 50% show.
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Figure 7.37: Simulation with the reference model: Overall cell performance (left) and
local cell performance (right) for a stoichiometry of λA = λC = 3 at RH 10%.

The higher cathode stoichiometry leads to an increased flow rate in the cathode MEA
and prevents the accumulation of water and consequently no flooding effects are visible
in the cell performance at higher current densities. This result is valid for both humidity
levels.
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Figure 7.38: Simulation with the reference model: Overall cell performance (left) and
local cell performance (right) for a stoichiometry of λA = λC = 6 at RH 10%.

Also the simulated water fluxes for the case λA = λC = 6 show a reasonable agreement
with the experimental data for RH 10% and RH 50%, as shown in figures 7.40 and 7.41.
Meanwhile, the methanol crossover rates get somewhat overestimated with the model.

The reason for this deviation between model prediction and experiment is not straight
forward: on the one hand, the model accurately predicts the methanol crossover in the
reference case with λA = 6 and λC = 3 as well as the case of operation with λA = λC = 3
for RH 10%, which shows that differences resulting from the changes in the anode sto-
ichiometry and thus methanol availability at the PEM/ACL interface are satisfactorily
covered by the model.
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Figure 7.39: Simulation with the reference model: Overall cell performance (left) and
local cell performance (right) for a stoichiometry of λA = λC = 6 at RH 50%.

The experimentally observed lower crossover rate for methanol in case of λA = λC = 6
(with an anode stoichiometry equivalent to the reference operating conditions) could
then only result from the increased cathode flow rate. This conflicts, however, with the
assumption that the crossover methanol fully reacts in the CCL under regular fuel cell
operation.
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Figure 7.40: Simulation with the reference model: Water flux at cathode outlet (left) and
methanol crossover rate (right) for λA = λC = 6 at RH 10%.

In order to better understand the deviation, the experimental data for the different sto-
ichiometry cases were compared to each other (cf. figure 7.42). In direct comparison, it
becomes obvious that the experimental methanol crossover rate is identically low in case
of λA = λC = 3 and λA = λC = 6, while the reference case with λA = 6 and λC = 3
shows a higher methanol crossover. This invalidates the hypothesis that an increase in
the cathode flow rate is responsible for the decrease of the methanol crossover.

The reason for the offset in the methanol crossover rate for the stoichiometry case
λA = λC = 6 remains unknown and no physical explanation can be found for the ob-
served experimental cell behaviour. As the experimental behaviour could not be further
verified or investigated, the interpretation of the conflicting results remains an open point.
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Figure 7.41: Simulation with the reference model: Water flux at cathode outlet (left) and
methanol crossover rate (right) for λA = λC = 6 at RH 50%.
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Figure 7.42: Comparison of the experimental methanol crossover rates for the different
stoichiometry combinations for RH 10% (left) and RH 50% (right).

The good agreement of the simulation results obtained for this stoichiometry variation
(without any modification in the model description) with the available experimental
data on the overall cell performance as well as the local cell performance and the mass
transport of methanol and water trough the membrane underlines the model’s capability
to portray the relevant processes within the DMFC.

7.2.4 Impact of operating mode on the local cell performance

The reference simulations were performed in the potentiostatic mode, since the experi-
mental data [111] used for model validation were obtained by potentiostatic cell opera-
tion. With the model, the impact of the operating mode on the local cell performance
could be tested. The performance simulations for RH 10 % and RH 50 % were repeated
with galvanostatic operation (cf. section 5.6) and compared to the results obtained with
the simulation results with potentiostatic operation.
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Figure 7.43 shows the total and local cell voltages over current during potentiostatic and
galvanostatic operation in direct comparison for the cases RH 10 % and RH 50 %.
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Figure 7.43: Simulation with the reference model: Impact of the operating mode (gal-
vanostatic/potentiostatic) on the cell performance. Left: Total cell voltage.
Right: Local cell voltages.

In the overall cell voltage (grey/black), no deviation is visible between the two operating
modes, neither for dry (RH 10 %) nor for humid (RH 50 %) cell operation. The local
voltages at cathode inlet (S4, green) and cathode outlet (S1, orange), however, show dif-
ferences between the two operating modes show at high current densities (i > 0.35 A/cm2

for RH 10 % and i > 0.25 A/cm2 for RH 50 %).

In case of galvanostatic operation, the voltage drop at cathode outlet sets on later than
in case of the potentiostatic mode, for RH 10 % as well as for RH 50 %, despite almost
identical liquid saturation profiles (fig. 7.44).

When looking at the local cell voltages in all four segments (figure 7.45), it becomes
clear that it is the potential distribution along the channel which varies significantly
at high current densities, depending on whether the cell potential or the cell current is
the leading operating parameter. The potentiostatic operating mode allows a stronger
performance divergence along the channel.
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Figure 7.44: Simulation with the reference model: Impact of the operating mode (gal-
vanostatic/potentiostatic) on the formation of liquid water in the CCL.
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Figure 7.45: Simulation with the reference model: Impact of the operating mode (gal-
vanostatic/potentiostatic) on the local cell performances.
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7.2.5 Impact of BPP segmentation on the local cell performance

Also the effect of the bipolar plate’s segmentation on the local cell performance could be
tested with the model. In order to simulate the cell behaviour with a continuous, i.e. non-
segmented BPP, the segmentation boundary condition in the DMFC model was disabled.

In figure 7.46, the simulated local cell performance in case of a galvanostatic and po-
tentiostatic operation with and without segmentation is shown in direct comparison for
RH 10 % and RH 50 %, respectively. In case of the potentiostatic simulation, the segmen-
tation of the cell’s bipolar plate has no impact on the local cell performance. For the
galvanostatic operation, a minor deviation is visible in the flooded cathode outlet area,
with the continuous cell performing slightly better than the segmented cell. The impact
of the segmentation on the simulation results regarding performance heterogeneities is,
however, negligible.

0.0 0.1 0.2 0.3 0.4
i / A cm 2

0.2

0.4

0.6

0.8

U 
/ V

RH 10%

galvanostatic operation

Cin - segmented
Cout - segmented
Cin - unsegmented
Cout - unsegmented

0.0 0.1 0.2 0.3 0.4
i / A cm 2

0.2

0.4

0.6

0.8
U 

/ V
RH 10%

potentiostatic operation

Cin - segmented
Cout - segmented
Cin - unsegmented
Cout - unsegmented

0.0 0.1 0.2 0.3 0.4
i / A cm 2

0.2

0.4

0.6

0.8

U 
/ V

RH 50%

galvanostatic operation

Cin - segmented
Cout - segmented
Cin - unsegmented
Cout - unsegmented

0.0 0.1 0.2 0.3 0.4
i / A cm 2

0.2

0.4

0.6

0.8

U 
/ V

RH 50%

potentiostatic operation

Cin - segmented
Cout - segmented
Cin - unsegmented
Cout - unsegmented

Figure 7.46: Simulation with the reference model: Impact of the BPP segmentation on
the local cell performance.

Given the model is able to describe the local processes inside the DMFC with a sufficient
accuracy, it can be concluded that observations made with a segmented cell set-up are
directly transferable to a cell without segmentation.
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7.2.6 Conclusion: Heterogeneities in the Local DMFC Performance

The 2D DMFC model has been thoroughly validated against experimental data, overall
and on the local scale, and was used to study different humidity-related effects which lead
to a heterogeneous performance across the cell. The conditions inside the DMFC run
in counter-flow mode vary substantially along the channel, with the cathode inlet/anode
outlet area being comparably dry, while the cathode outlet/anode inlet area of the cell
is well-humidified and prone to liquid water formation. The DMFC shows a diverging
local cell performance along the channel over the entire operating range.

The mass and proton transport inside the DMFC is highly complex due to phase changes
and the resulting two-phase flow regime within the cell as well as the strong coupling be-
tween the different domains. This modelling study has highlighted the strong dependence
of material properties and species transport on the local humidity and phase conditions
within the DMFC and the importance of interface processes at the membrane interfaces
as well as inside the composite structure of the catalyst layers.

Interface resistances are an important factor contributing to the local performance het-
erogeneities observed in the DMFC, which - in comparison to PEMFC - appears to have a
good humidification level overall. As previously discussed, the two-phase flow conditions
at the PEM/CL interfaces, namely the water activity and the presence or absence of a
liquid phase, strongly influence the properties and processes within the cell.

The poor performance of the DMFC cathode inlet area in case the cell is run with
RH 10 % originates from the comparably dry conditions in the CCL, which result in a
high ohmic resistance of the membrane on the one hand, but also a significant resis-
tance to proton transport in the CL’s thin film ionomer. The physical description of
the resistance terms for proton transport has been validated against the experimental
data and was set in context with literature reports. A sound formulation was derived
which accurately covers the cell behaviour for wet and for dry operation (RH 50 % and
RH 10 %) equivalently.

The mass transport limitations in the cathode outlet area, which is visible for either
operating mode at high current densities, result from liquid water blocking the transport
of oxygen molecules towards the active sites of the catalyst. Even though this macro-
scopic model is not able to cover the local formation of liquid water inside the CL’s
particular micro- and nano-structure in detail, good results in describing the observed
’flooding phenomena’ could be achieved by relating the liquid saturation in the CCL to
an ionomer film resistance in the electrochemical reaction.

With the described effects the mechanisms leading local heterogeneities inside the DMFC
could be well explained. The model proves fit to precisely portraying humidity-related
effects within the DMFC and the resulting local and total cell performance for an oper-
ation with wet and dry conditions in the cathode path (RH 50 % and RH 10 %) with just
one set of parameters.
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Moreover, the quality of the model could be confirmed in simulations with varying stoi-
chiometry conditions in the cell. Again, a good agreement between the prediction of the
cell behaviour with the reference model (without any changes in equations or parame-
ters) and the experimental findings was achieved, for the local cell performance as well
as for the overall mass transport through the membrane.

The model could thus be seen as validated and is further used to study the conditions
inside the DMFC during recovery procedures for reversible cathode degradation.
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Under continuous operation, direct methanol fuel cells show a significant performance
loss, which is linked to reversible degradation. The factors contributing to this perfor-
mance decay are, on the one hand, the formation and accumulation of gaseous CO2 in
the DMFC anode, which lowers the content of the MOR reactants water and methanol
in the ACL and thus leads to a diminished reaction rate. On the other hand, also cath-
ode related phenomena like the accumulation of liquid water in the CCL as well as the
formation of platinum oxides and hydroxides (PtOx-species) due to water dissociation
on platinum and thus a reduction of the cathode ECSA have been identified as reversible
degradation mechanisms [39]. Due to the high cathode potentials, the formation of
PtOx-species in the CCL is a very relevant process in the DMFC. By applying a suit-
able recovery procedure (including an air break as well as an OCV phase), the reversible
performance losses can be recovered [39, 104, 18, 20, 113].

Rabissi et al. [113] have described a refresh cycle for DMFC where a phase of continuous
operation is followed by an OCV sequence and a subsequent stop of the air flow for a
certain period, before resuming to normal operation again. The authors showed that
the temporary performance loss in the DMFC could be almost fully recovered with this
procedure. The suggested refresh cycle does not require any additional set-up or gas
supply and thus could be easily integrated in the DMFC operation.

For the model verification in this work, experimental data on the described refresh pro-
cedure was available from the work of Rabissi et al. [111] in form of global U-t-profiles.
A representative sequence including a refresh cycle is plotted in figure 8.1.
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Figure 8.1: Experimental Data: Voltage profile during a sequence of continuous operation
interrupted by a refresh cycle. The figure on the right shows the cell voltage
during the different stages of the refresh cycle in detail.
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The experimental data show a significant voltage decay of approximately 117 mV h−1

during continuous operation at i = 0.25 A/cm2. By carrying out a refresh cycle after
every 20 min of operation, the performance loss could be fully recovered. During the
air stop phase of the refresh cycle, the cell voltage drops down from OCV (ca. 0.8 V)
to below 0.1 V. As soon as the air flow is resumed, the global cell voltage shoots up
to U > 0.6 V. When subsequently the current gets drawn again, a small voltage dip
below 0.4 V can be observed, before the cell shows its regular behaviour for operation at
i = 0.25 A/cm2 after a few seconds.

The validated DMFC model was used was used to simulate the refresh cycle in order to
gain further insights into the local cell behaviour during this procedure.

8.1 Formation of Platinum Oxides in the CCL

With the transient model, the formation of platinum oxides in the cathode catalyst
layer and their impact on the cell performance could be simulated. The model descrip-
tion for the formation of the PtOx-species can be found in section 6.3.11. Figure 8.2
shows the simulation result for the development of the cathode catalyst surface coverage
with PtOH and PtO over time with the DMFC operated at i = 0.25 A/cm2 continuously.
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Figure 8.2: Development of the cathode catalyst surface coverage with PtOH (left) and
PtO (right) at cathode inlet and cathode outlet during the period of contin-
uous operation with i = 0.25 A/cm2.

During operation with i = 0.25 A/cm2, PtOH covers approximately 70 % of the catalyst
surface right from the beginning. A mild variation between the coverage along the
channel is predicted by the model, as figure 8.2 shows. θPtOH slightly reduces over time
in the period under constant load. The surface coverage with PtO, on the other hand,
increases with a logarithmic shape over time, as the simulation shows (fig. 8.2). After 20
minutes of operation with i = 0.25 A/cm2, a surface coverage of θPtO ≈ 18 % is reached.

Figure 8.3 shows the distribution of the two oxide species in the CCL at the end of the
operation period. For both species, PtOH and PtO, the distribution is homogeneous
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Figure 8.3: Distribution of surface coverage with PtOx-species in the CCL after 20 min-
utes of operation with i = 0.25 A/cm2 simulated with the transient DMFC
model. The 2D plot shows the CCL magnified by 104 in x-direction.

for S1, S2 and S3 in x-direction and shows a mild gradient in y-direction. In the inlet
segment, S4, however, strong gradients across the CCL occur in x-direction. The catalyst
surface coverage is lowest at the PEM/CCL-interface and highest at the CCL/CMPL-
interface with both species.

Figure 8.4: ECSA within the CCL at different stages of the continuous operation with
i = 0.25 A/cm2 simulated with the transient DMFC model. The 2D plot
shows the CCL magnified by 104 in x-direction.

The cathode ECSA gets considerably reduced by to the developing PtO-coverage of the
CCL during operation, which results in the discussed performance losses. The computed
cathode ECSA at OCV, after 6 minutes and after 20 minutes of operation is shown in
figure 8.4. As can be seen in the simulation result, the ECSA in the CCL has diminished
by almost 4/5 after 20 minutes of regular operation.
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8.2 Boundary Conditions for the Simulation of Refresh Cycles

In order to simulate the refresh procedure with the transient DMFC model, suitable
boundary conditions and operating conditions for the refresh cycle had to be deter-
mined. In contrast to the performance simulations, which were primarily carried out in
the potentiostatic mode, the refresh simulations had to be performed galvanostatically.

The period of continuous cell operation at 0.25 A/cm2 as well as the OCV phase could
be simulated by using the regular boundary conditions for galvanostatic operation. The
cathode flow boundary conditions for the different stages of the refresh cycle, however,
had to be chosen with care.

During the air stop phase, the cathode gas supply is stopped while the anode flow re-
mains as usual, and no current is drawn from the cell. Experimentally, this can be easily
achieved by closing the valves of the cathode air supply. As the valve is located outside
the cell, residual air from the gas tubes can still diffuse towards the CCL and is available
for reactions, despite there is no convective flow in the channel any more.

Reflecting these conditions in the model was challenging for several reasons: Firstly,
the level of residual air in the tube and the dynamics of oxygen diffusion into the cell
were unknown. As the gas tubes were not part of the modelling domain, both flow and
concentration conditions at cathode inlet had to be assumed for the simulation. Secondly,
it was not possible to set the convective gas flow in the cathode channel to zero in the
model, as a simultaneous no-flow boundary condition at cathode inlet together with the
outflow boundary condition at cathode outlet led to numerical problems.

Table 8.1: Operating scheme for standard refresh simulation.

Phase Duration Current Air flow xO2

Initialise simulation 2 s 0.0→ 0.25 A cm−2 N0 x0
Regular operation 1200 s 0.25 A cm−2 N0 x0
OCV 30 s 0.0 A cm−2 N0 x0
Air stop (phase 1) 10 s 0.0 A cm−2 N0 → 0.03 ·N0 x0 → 0.238 · x0
Air stop (phase 2) 10 s 0.0 A cm−2 0.03 ·N0 0.238 · x0
Resume N and x 1 s 0.0 A cm−2 0.03 ·N0 → N0 0.238 · x0 → x0
Resume current 1 s 0.0→ 0.25 A cm−2 N0 x0

In order to overcome this problem, the cathode inflow in the simulation was reduced to a
minimum value > 0 (here: 3 % of its regular flow rate). With this very small flow velocity
in the channel, the numerical stability of the air stop simulation could be ensured and
the flux condition in the real cell approximated. Additionally, the oxygen concentration
in the gas flow was gradually reduced, accounting for the limited amount of residual air
in the gas tube.

114



8.3 Refresh Simulation with the 2D Model

In the simulation, the air stop period was divided into two phases: at first, flow and
oxygen concentration were simultaneously reduced to their minimum values, and then
kept constant at this low level for the rest of the air stop period. Note that the air stop
duration in the standard simulation is 20 s, while it lasts 30 s in the experiments.
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Figure 8.5: Cathode boundary conditions for the oxygen concentration xO2 , the air flow
ṄAir and the current density i in the standard refresh simulation (cf. tab.
8.1).

After the air stop, cathode gas flow and current are resumed in order to run the cell
under its normal operating conditions at i = 0.25 A/cm2 again. For the modelling, this
meant that flow, concentration and current density had to be ramped up to their nom-
inal values at the respective cathode boundaries. This was achieved within two stages:
firstly, the cathode inflow rate an simultaneously the oxygen concentration at cathode
inlet were ramped to their target values within 1 s. Secondly, the current was brought
back to i = 0.25 A/cm2 within 1 s. After 2 s in total, the regular operating conditions for
the cell in galvanostatic mode were re-established.

The described simulation boundary conditions for the different phases of the refresh cycle
are visualised in figure 8.5.

8.3 Refresh Simulation with the 2D Model

The standard refresh simulation was carried out with the validated cell model and the
boundary conditions of table 8.1. Note that in all refresh simulations presented here, the
ionomer film model in the 2D model’s ORR kinetics (cf. section 6.3.10) is deactivated
in order to overcome numerical issues in the simulation. This modification is discussed
later in section 8.4.

Figure 8.6 shows the cell voltage profile during a sequence of operation at nominal cur-
rent density including a refresh cycle obtained in the experiments (dashed lines) and the

115



8 Recovery of Reversible DMFC Performance Losses

referece refresh simulation with the 2D model (solid lines).
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Figure 8.6: Experimental data (dashed lines) and simulation result (solid lines): Cell
voltage profile in the course of a full sequence of continuous operation and
refresh cycle .

The comparison of the two profiles shows that the voltage decay during operation with
the nominal current density is satisfactorily described with the DMFC model: in the sim-
ulation, a voltage drop of approximately 34 mV is predicted within 20 minutes, matching
with the experimentally observed voltage drop of ≈ 39 mV within this period.

A substantial rise in the cell voltage can be observed during the OCV phase subsequent
to the cell operation at nominal current density (figure 8.7). The OCV phase is the
first part of the refresh sequence. Experimentally, an OCV value of > 0.8 V is observed,
however, the voltage in the simulation only rises to ≈ 0.75 V. The simulated OCV during
the refresh sequence does not reach steady-state within the 30 s OCV-phase. Moreover,
it is far lower than the OCV of ≈ 0.89 V which is obtained with the model during the
regular performance simulation (sec. 7).
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Figure 8.7: Experimental data (dashed lines, left) and simulation result (solid lines,
right): Detailed cell voltage profile during the refresh cycle.
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The deviation of the modelled cell behaviour during the OCV phase shall be briefly
discussed here: When switching from operation at 0.25 A/cm2 to OCV, the gas/liquid
balance within the CCL changes significantly. The production of water in the CCL due
to the electrochemical reaction is reduced to a minimum while the flow rate through the
cathode remains equally high as under load. As a consequence, liquid water which has
accumulated in the CCL, gets drained away (cf. fig. 8.8).
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Figure 8.8: Refresh Simulation: Liquid saturation (left) and oxygen partial pressure
(right) in the CCL during the transition from operation at 0.25 A/cm2 to
OCV.

In addition to the change in the liquid distribution, the availability of the reaction species
within the MEA increases during the OCV phase, due to the much lower reaction rates
in the anode and cathode catalyst layer. The oxygen partial pressure in the CCL shoots
up instantly when the simulation switches from operation at 0.25 A/cm2 to OCV, as
figure 8.8 shows, The methanol concentration in the anode catalyst layer, however, rises
much slower and steadily over the entire duration of the OCV phase in the simulation,
as shown in figure 8.9. The MOR reaction rate in the anode catalyst layer directly scales
with the methanol concentration according to eq. 6.95, and contributes to the resulting
cell voltage.

The slow increase in the methanol concentration in the ACL is most likely the cause
for the OCV continuously rising and not reaching a steady state within 30 s in the sim-
ulation, unlike the experimental cell voltage (cf. figure 8.7). This finding is another
indication that the description of the methanol transport within the anode porous layers
is somewhat too slow in the 2D model, a hypothesis that had already been issued in
chapter 7.1.5 in the discussion and validation of the methanol crossover rate through the
membrane.

The OCV phase in the refresh cycle is followed by the air stop phase. Experimentally, a
sharp drop in the cell voltage can be observed during this sequence, and also the simula-
tion qualitatively predicts this behaviour (cf. figure 8.10). The delay in the cell voltage
drop in the simulation at the beginning of the air stop phase is caused by the chosen
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Figure 8.9: Refresh Simulation: Local methanol concentration in the ACL during the
transition from operation at 0.25 A/cm2 to OCV with 0.0 A/cm2 (left) and
development of the cell voltage (right).

simulation boundary conditions with the two steps in reduction of flow and oxygen con-
centration (cf. section 8.2 and figure 8.5). The experimental cell voltage approximates a
minimum value < 0.1 V during this phase with oxygen-depleted conditions in the CCL,
while the minimum cell voltage achieved with the model in the reference simulation is
only in the range of < 0.4 V.
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Figure 8.10: Refresh Simulation: Development of the cell voltage in simulation and ex-
periment during the air stop phase.

Two influence factors for the quantitative deviation of the simulated minimum cell volt-
age during the air stop phase compared to the experiments shall be discussed here in
short (note that a detailed analysis and evaluation of the conditions in the DMFC during
the different stages of the refresh cycle will be provided in the following sections): The
cell voltage drop during the air stop phase is caused by a drop in the cathode potential
due to the depletion of oxygen at the cathode catalyst and a consequent shift in the
electrochemical reactions. As will be later discussed in sections 8.5 and 8.6, the available
amount of oxygen in the CCL during the air stop phase strongly determines the decline of
the local cathode potential. The boundary conditions of the reference refresh simulation
include a small percentage of oxygen at the cell’s cathode channel inlet boundary (cf. fig.
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8.5 and tab. 8.1). With these boundary conditions, an full oxygen depletion in the CCL
is not achieved in the reference simulation (compare section 8.5). In the experiments,
the oxygen concentration in the CCL is presumably lower. Another important influence
for the decline of the local cathode potential during the air stop phase, as will be later
discussed (cf. sections 8.5.3 and 8.5.7), is the mechanism of the secondary methanol
oxidation reaction in the CCL under oxygen depleted conditions (eq. 6.69). The 2D
model’s parametrisation of the H2O-activated MOR in CCL kinetics might be too slow
compared to the actual reaction rates, leading to the observed mismatch between the
simulated and experimentally observed minimum cell voltage during the air stop phase.
This hypothesis will elaborated in section 8.5.7.

The resumption of flow and current density after the air stop phase leads to a voltage
overshoot in both, simulation and experiment (figure 8.10). When resuming to operation
at i = 0.25 A/cm2, experimentally a small dip is visible in the cell voltage, before the
voltage reaches its steady state value. This behaviour is not predicted in the reference re-
fresh simulation with the boundary conditions of table 8.1, but will be later explained and
depicted with the model during variations of air stop scenarios in sections 8.6.1 and 8.6.3.

Despite the discussed quantitative deviations, the standard refresh simulation qualita-
tively captures the individual stages of the refresh cycle in good accordance with the
experiments.

8.4 Model Convergence during Refresh Simulation

The heterogeneous and dynamically changing conditions within the cathode catalyst
layer during the refresh cycle were a challenge for the model’s numerical stability. In or-
der to ensure model convergence and enable the simulation of the entire refresh sequence,
the simulation boundary conditions during the air stop were chosen a little milder com-
pared to the experiments, as described previously in section 8.2.

The numerically most difficult point of the refresh cycle is the resumption of flow and
current after the air stop period (t= 1252 − 1254 s). During this transition, massive
changes in the local species distribution and reactions in the CCL occur in a very short
amount of time. Despite the moderate boundary conditions and a careful choice of the
time-step size, simulations with the reference model initially failed at this point (cf. fig.
8.11).

It was found that the ionomer film model with its resistances in the ORR significantly
contributed to the numerical problems at the transition from refresh procedure to normal
operation. As a consequence, the model parameters Rint and Rliq in the ionomer film
model (eqs. 6.103 and 6.109) were deactivated in the refresh simulations.

This measure improved the model convergence by all means and ensured that the entire
refresh sequence could be simulated. The impact of the deactivated ionomer film model
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Figure 8.11: Model convergence (left) and corresponding cell voltage profile (right) during
the refresh simulation with and without the ionomer film resistances included
in the DMFC model (dashed blue line vs. red line).

on the simulation result is negligible, as the comparison of the cell voltage profile in the
simulation with and without film resistances in figure 8.11 shows. All refresh simulation
results discussed in this work were thus obtained with ionomer film resistances deacti-
vated in the model, i.e. Rint = 0 and Rliq = 0. Apart from this, no alterations were
made to the validated cell model.

8.5 Local Conditions inside the DMFC during the Refresh Cycle

The model is used to study the transient processes and local conditions inside the DMFC
during the refresh cycle, which are not easily accessible in experiments. In the following,
the distribution of reactants and PtOx-species in the CCL as well as individual reactions
and local potentials in anode and cathode during the refresh procedure are presented
and discussed.

All results were obtained with the standard refresh simulation as described in sections
8.2 to 8.4. After the analysis of the local conditions inside the DMFC, the role of the
different methanol reaction paths in the CCL during the refresh cycle will be discussed,
as well as the impact of the model’s bipolar-plate segmentation on the simulation result.

8.5.1 Oxygen Partial Pressure

The local partial pressure of O2 in the CCL during the refresh procedure is shown as a
profile over time in figure 8.12.
Compared to the phase of operation with constant load, the oxygen partial pressure in
the CCL jumps up during the OCV phase at cathode inlet as well as at cathode outlet,
where the value almost doubles. When the air stop is initiated, pO2 sinks down first
at cathode outlet and later at cathode inlet. The logarithmic depiction reveals that at
cathode outlet, values of pO2 < 1× 10−2 Pa are reached during this period, while it only
sinks to about 1 Pa in cathode inlet are of the CCL.
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Figure 8.12: Oxygen partial pressure pO2 in the CCL at cathode inlet and cathode outlet
during the refresh cycle. The profiles are shown in a linear scale (left) and
a logarithmic scale (right).

When the air flow in the channel is resumed, the oxygen concentration in the CCL shots
up and approximates its steady state values during the following period of constant op-
eration with i = 0.25 A/cm2. Note that at cathode inlet, a peak in pO2 can be observed
in the transition period between air stop and nominal operation.

The distribution of pO2 across the entire CCL is shown in 2D in figure 8.13 for the
different stages of the refresh procedure (after 30 s of OCV, after 10 and 20 s of air stop
and after air flow and current density are established again).

Figure 8.13: Oxygen partial pressure pO2 within the CCL at different stages of the refresh
cycle simulated with the transient DMFC model. The 2D plot shows the
CCL magnified in x-direction by 104 and pO2 on a logarithmic scale.

The 2D-plots show that gradients in pO2 occur primarily along the channel, and not
perpendicular from PEM/CCL-interface to CCL/MPL-interface. After 10 s of air stop,
O2 is still present in the cathode inlet segment, while it has been consumed in all other
segments. After 20 s of air stop, also the amount of oxygen in the inlet area has dimin-
ished (cf. also fig. 8.12).

After the air flow in the channel has been resumed within 1 s, the oxygen front moving
from inlet to outlet is visible. When the current density has been ramped up to its
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nominal value 0.25 A/cm2 in the following second, the entire CCL is filled with oxygen
again.

8.5.2 Methanol Partial Pressure
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Figure 8.14: Methanol partial pressure pCH3OH in the CCL at cathode inlet and cathode
outlet during the refresh cycle. The profiles are shown in a linear scale (left)
and in a logarithmic scale (right).

The crossover methanol gets consumed right at the PEM/CCL interface in a side reac-
tion to the ORR during normal cell operation. During the air stop period in the refresh
cycle, however, methanol accumulates in the CCL, as the simulation shows (figure 8.14).
This happens first at cathode outlet as soon as oxygen is depleted there. A little later,
CH3OH also accumulates in the cathode inlet area of the CCL. When starting the air
flow in the cathode again, the accumulated methanol gets instantly consumed in the
reaction with the inflowing oxygen (oxygen-activated MOR, cf. eq. 6.67).

Looking at the local methanol partial pressure in a logarithmic plot (right picture in figure
8.14), one can clearly see that the methanol present in the CCL inversely correlates with
the presence of oxygen there (cf. figure 8.12). This is evident for the OCV phase as
well as for the transition phase between air stop and normal operation. Where a small
oxygen peak at cathode inlet occurs, a dip in the local methanol concentration occurs at
cathode inlet.

The spacial visualisation of the methanol distribution in the CCL for the different phases
of the refresh cycle underlines this behaviour (figure 8.15): After 10 s of air stop, the
methanol accumulation starts at cathode outlet and moves towards cathode inlet. After
20 s air stop, almost the entire cathode catalyst area is filled with a substantial amount of
methanol. The accumulated methanol reacts with the inflowing air when the air flow in
the cathode channel is re-established. The methanol front along the CCL can be clearly
seen in the 2D plot. When the cell is under load again, no more methanol can be found
in the CCL.
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Figure 8.15: Methanol partial pressure pCH3OH within the CCL at different stages of the
refresh cycle simulated with the transient DMFC model. The 2D plot shows
the CCL magnified by 104 in x-direction.

8.5.3 Reactions in the CCL

Not only the distribution of reactant species is of interest during the refresh cycle, but
also the reactions themselves, especially in the CCL. The ORR reaction zone is depicted
in figure 8.16. At all stages, gradients occur primarily along the channel and not in x-
direction, following the presence of oxygen in the CCL. After 20 s of air stop, the reaction
only takes place at cathode inlet (S4), where O2 is still present. When the air flow is
back on, there is a reaction peak (cf. fig. 8.15) in the middle segment of the (S3), where
the oxygen front hits the accumulated methanol.

Figure 8.16: Oxygen reaction rate rORR within the CCL at different stages of the refresh
cycle simulated with the transient DMFC model. The 2D plot shows the
CCL magnified in x-direction by 104 and rORR on a logarithmic scale.

Methanol, on the other hand, reacts under two different mechanisms in the CCL (cf.
section 6.3.3) and with the model it could be visualised where the discrete reactions for
the MOR take place during refresh. Figures 8.17 and 8.18 show the reaction zones of
the primary (i.e. O2-activated) and secondary (H2O-activated) MOR at different stages
of the refresh cycle.

As long as there is sufficient oxygen, the primary, oxygen consuming MOR basically oc-
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Figure 8.17: Primary methanol oxidation reaction rate rMOR within the CCL at different
stages of the refresh cycle simulated with the transient DMFC model. The
2D plot shows the CCL magnified in x-direction by 104 and rMOR on a
logarithmic scale.

Figure 8.18: Secondary methanol oxidation reaction rate rMOR2 within the CCL at dif-
ferent stages of the refresh cycle simulated with the transient DMFC model.
The 2D plot shows the CCL magnified in x-direction by 104 and rMOR2 on
a logarithmic scale.
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curs at the PEM/CCL interface, where crossover methanol arrives and is fully consumed
by the reaction. Thus, there is a strong gradient in the reaction zone across the CCL in
x-direction. When oxygen runs short at cathode outlet, the primary MOR comes to a
halt and the reaction zone moves towards the inlet area, where O2 is still available. After
20 s air stop, the primary MOR is only active in S4, while it is completely deactivated in
S1, S2 and S3, where no more oxygen is present (cf. fig. 8.17). As soon as the air flow is
resumed, the primary MOR reaction zone moves towards the outlet again with a peak in
S3, where then both methanol and oxygen are available in a substantial concentration.
After the flow and current conditions are re-established, this reaction takes place at the
PEM/CCL-interface again.

The secondary MOR, which is significantly slower than the primary MOR and has
methanol and water as reactants, occurs just like the primary MOR at the PEM/CCL-
interface during normal operation and OCV, since at this time CH3OH is present only
at this interface. During the air stop, this reaction becomes dominant over the entire
CCL area (cf. fig. 8.18). At the same time the primary MOR and the ORR have come
to a standstill due to the lack of oxygen in S1 − S3. When the air flow is resumed, the
secondary MOR shows a peak where the oxygen front hits the accumulated methanol,
just like the primary MOR.
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Figure 8.19: Development of the local cell voltage at cathode inlet and cathode outlet
during the refresh cycle in comparison to the total cell voltage. Left: full
refresh sequence, right: zoom to air stop and transition phase.

The transition and dominance of the three different reactions in the CCL also are reflected
in the local cell voltage, as figure 8.19 shows. During the air stop phase, when oxygen
gets depleted at cathode outlet, but persists at cathode inlet, the local potential is higher
at cathode inlet (ORR dominant) than at cathode outlet (MOR dominant). A strong
peak at cathode inlet segment can be observed when the oxygen flow restarts (between
t = 1252 s and t = 1253 s) and also a (much smaller) peak at cathode outlet. In both
segments, the ORR restarts then. Furthermore, when current is drawn from the cell, the
voltage sinks down in all segments, forming a dip in the cathode outlet segment, where
there is still a considerable amount of methanol present. When the current is back at
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its nominal value of i = 0.25 A/cm2 at t = 1254 s, the cell performs as usual with the
performance gradient from cathode inlet to cathode outlet (cf. sec. 7.2).

8.5.4 Local Cathode Potential and Reduction of Platinum Oxides in the CCL

The local availability of oxygen during the air stop and the resulting variation of the
electrochemical reactions in the CCL affect the electric and ionic potential. The course
of the potential difference ∆ϕ = ϕel−ϕion in the cathode catalyst layer is shown for the
cathode inlet and cathode outlet segment in figure 8.20.

While ∆ϕCCL in the cathode is > 0.8 V in all segments during continuous operation with
i = 0.25 A/cm2 and OCV, it sinks to ≈ 0.52 V at cathode inlet and ≈ 0.43 V at cath-
ode outlet during the air stop. This result is qualitatively consistent with experimental
measurements of the local cathode potential vs. RHE in the DMFC during the refresh
cycle [113]. When the air flow starts again, ∆ϕCCL shows a small peak at cathode inlet,
analogously to the oxygen concentration.
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Figure 8.20: Local potential difference ∆ϕCCL in the CCL at cathode inlet and cathode
outlet during the refresh cycle.

The changes in the local potential have an impact on the catalyst surface coverage: it
leads to a reduction of the platinum oxide species and consequently a recovery of the
cathode ECSA. Figure 8.21 shows the profiles of the surface species PtO and PtOH at
cathode inlet and cathode outlet over time.

At the beginning of the OCV phase, the catalyst coverage with PtOH shoots up to
θPtOH ≈ 0.85, and then decreases to θPtOH ≈ 0.80 during the 30 s of OCV. Meanwhile
the coverage of the PtO remains unchanged at θPtO ≈ 0.18.

After ca. 10 s of air stop, when the local potential difference in the CCL drops below
0.6 V, the catalyst coverage with both PtOx-species sinks rapidly. In the outlet segments,
S1 and S2, which are fully oxygen depleted, the oxide species get completely reduced.
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Figure 8.21: Cathode catalyst surface coverage with PtOH (left) and PtO (right) at cath-
ode inlet and cathode outlet during the refresh cycle.

At cathode inlet (S4), where a residual amount of oxygen remains and ∆ϕCCL does not
sink as low as in the other segments, the reduction of PtOx-species could only partially
be achieved.

When flow and current are resumed, the local potential shoots up and so does the cata-
lyst coverage with PtOH. In the following course of operation, it remains at a high level,
just as before the refresh. The other oxide species, PtO, increases with a logarithmic
shape over time, just as in the previous period of continuous operation. The gradient in
the surface coverage with PtO along the channel is now more pronounced than in the
previous phase of continuous operation. This results from the fact that this oxide species
got only partially reduced during the air stop phase in the simulation.

Figure 8.22: Catalyst surface coverage with PtOH in the CCL at different stages of the
refresh cycle simulated with the transient DMFC model. The 2D plot shows
the CCL magnified by 104 in x-direction.

The spatial distribution of θPtOH and θPtO in the CCL for the different stages of the
refresh cycle is shown in figures 8.22 and 8.23. Both profiles are homogeneous across the
CCL, gradients occur only along the channel. As already visible in the line plots, θPtOH
is dynamic and follows the profile of pO2 (cf. fig. 8.13) during the start up phase. In
contrast, θPtO shows a slow and steady rise during the start up sequence, with impact

127



8 Recovery of Reversible DMFC Performance Losses

on the cathode ECSA.

Figure 8.23: Catalyst surface coverage with PtO in the CCL at different stages of the
refresh cycle simulated with the transient DMFC model. The 2D plot shows
the CCL by 104 magnified in x-direction.

Figure 8.24: ECSA of the CCL at different stages of the refresh cycle simulated with the
transient DMFC model. The 2D plot shows the CCL magnified by 104 in
x-direction.

Since the ECSA in the CCL is determined by the presence of PtO-species, the distribution
within the CCL over the refresh cycle inversely follows θPtO, as figure 8.24 shows. During
the air stop period, it is fully recovered in all oxygen depleted areas. As soon as air flow
and current are re-established, however, the active surface area instantly starts decreasing
again, as the last two plots in figure 8.24 show.

8.5.5 Local Potential and Hydrogen Evolution in the ACL

The electrochemical reactions on the cathode side during the refresh cycle not only influ-
ence the local potential in the CCL, but also affect the anode local potential, as shown
in figure 8.25: the potential difference in the anode, ∆ϕ = ϕel − ϕion, starts diverging
during the air stop period, as soon as oxygen is depleted in the CCL at the cathode
outlet area and the secondary MOR gains importance (compare figures 8.16 to 8.18).
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Figure 8.25: Local potential difference ∆ϕACL (left) and hydrogen source qH2 (right) in
the ACL in the first (cathode outlet/anode inlet) and last (cathode in-
let/anode outlet) segment of the cell during the refresh cycle.

12521232 1238 1239 1240 1241 1242 1243 1244
Time / s

Electron flux 
in y-direction 

[A m-2]
20

-1150

-877.5

-585

-292.5

y

x∙2000

Figure 8.26: In-plane electric current in the CCL during the air stop phase of the refresh
sequence. The 2D plot shows the CCL magnified by 2000 in x-direction at
different time steps.
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The electrolyte potential ϕion starts diverging in along the channel as a result of the de-
velopment of two reaction zones in the cathode catalyst layer during the air stop phase.

The phenomenon can be explained as follows: While the regular ORR as a sink for
electrons and protons prevails at cathode inlet, where oxygen is still present, the oxygen-
depleted cathode outlet area is dominated by the MOR, which represents a source for
H+ and e– . The charges in the CCL are mobile in-plane as well as through-plane, which
means that in addition to the “regular” current flow across the cell, also a transfer of H+

and e– along the channel is possible.

During the air stop sequence, the electrons produced in the “MOR-zone” at cathode out-
let migrate in-plane to the “ORR-zone” at cathode inlet. At the same time, the protons
produced in the MOR in the cathode outlet area move across the membrane towards the
anode. In the anode inlet/cathode outlet area (S1), the current flow across the cell thus
reverses, whereas at anode outlet/cathode inlet area (S4), the regular cell behaviour is
maintained, with a proton flow from anode to cathode [155, 152].

Figure 8.26 shows the in-plane electron flux in the cathode CL during the air stop phase
at different time steps. Negative values indicate an a electron current against the direc-
tion of gas flow in the cathode, i. e. from cathode outlet to cathode inlet. While at
t = 1232 s, the electric current in y-direction is basically zero, at t = 1239 s (7 s of air
stop), a current flow in y-direction starts evolving with a discrete band, moving from the
cathode outlet area towards the cathode inlet area in the catalyst layer. The cathode
in-plane current band reaches its peak approximately at t = 1241 s near the cathode inlet
area, shortly before the highest point in the anode potential difference ∆ϕACL can be
observed in S4 (cf. figure 8.25). The narrow and discrete current band formation is a
consequence of the segmented BPP set-up of the cell in the model, which will be later
discussed in section 8.5.9. The phenomenon itself, i.e. the migration of e– along the
channel from the “MOR-zone” at cathode outlet to the “ORR-zone” at cathode inlet, is
independent of the BPP design.

The protons produced in the MOR at cathode outlet during the air stop phase do not
migrate in-plane to the cathode inlet area like the electrons. Instead, the protons move
across the cell through the membrane to the anode side and lead to a substantial change
in the ionic potential, which then leads to the shift in ∆ϕACL and induces the hydrogen
evolution in the ACL.

Figure 8.27 shows the development of the local ionic current in the cell and the anode
potential ∆ϕACL during the air stop period of the refresh sequence.

The temporary development of multiple reaction zones in the CCL during the air stop
sequence with the reaction peak moving from cathode outlet (S1) to cathode inlet (S4) at
according to the local reactant availability (cf. sections 8.5.1 and 8.5.2 and section 8.5.3)
is visible in the local current density: At approximately t = 1239 s the local current den-
sity in S1 shows a dip to a negative current, which then successively spreads to the other
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Figure 8.27: Profile of the local ionic current density (left) and the anode potential dif-
ference ∆ϕACL (right) in all four segments of the cell (S1-S4) during the air
stop period of the refresh cycle.

segments. Only in the cathode inlet segment (S4), where the O2-concentration remains
high enough to maintain the regular ORR, the local current density shows a peak once the
MOR reaction front has moved along the channel at t ≈ 1241 s. The reaction in this area
remains active with for the rest of the air stop period, while the other segments get basi-
cally deactivated due to the lack of reactants. Only the secondary, water-activated MOR
prevails in S1 to S3, which has a much lower reaction rate than the ORR (cf. figure 8.18).

The anode potential difference in the ACL, which depends on the ionic potential accord-
ing to ∆ϕ = ϕel−ϕion, develops accordingly. Starting at ≈ 0.15 V at the beginning of the
air stop phase, ∆ϕACL sinks below 0.1 V in S1, the anode inlet/cathode outlet area, as a
result of the reverse proton flow from cathode to anode induced by the development of
the MOR-zone in the CCL. Segments S2 and S3 follow with some time delay, according
to the movement MOR-peak in the CCL. The opposite reaction at cathode inlet (S4)
manifests in a local peak of ∆ϕACL once the MOR-front reaches the ORR-zone in the
cathode inlet segment the CCL.

The profile of the local anode potential ∆ϕACL predicted by the model for the anode inlet
and outlet area (figure 8.25) is in good agreement with the experimental study of Rabissi
et al. [112], who investigated the local anode potential in the first and last segment of
the DMFC during the refresh sequence.

With the local anode potential ∆ϕACL approaching 0 V in the anode inlet/cathode outlet
area (S1) during the air stop phase at ≈ t = 1239 s, hydrogen starts evolving in the ACL.
The left image in figure 8.28 shows the development of the hydrogen source qH2 in the
ACL during the refresh sequence. The reaction rate is small but existent, predominantly
in the anode inlet segment of the cell. During the transition period between air stop
and operation between t = 1252 s and t = 1253 s, when the air flow is resumed in the
cathode, a spike in the hydrogen source qH2 can be observed in the ACL in the anode
outlet area of S4 and S3 (corresponding to the cathode inlet area). The influence of the
shifting reactions can again also be seen in the local current density and anode potential
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difference (cf. figure 8.27). As soon as the external current load ramps up at t = 1253 s,
the hydrogen source in the ACL turns into a sink in all four segments, meaning that the
prevalent H2 in the anode gets consumed.
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Figure 8.28: Profile of the hydrogen source qH2 (left) and the hydrogen partial pressure
pH2 (right) in the ACL in all four segments of the cell (S1-S4) during the air
stop period of the refresh cycle.

Figure 8.28 shows the development of the hydrogen partial pressure in the ACL during
the air stop period of the refresh cycle. pH2 grows in all segments during the air stop pe-
riod, with a clear H2-concentration gradient from anode inlet (S1) to anode outlet (S4).
At the end of the 20 s air stop period in the simulation, the hydrogen partial pressure
in the ACL ranges from 120 Pa at anode inlet/cathode outlet to 70 Pa at anode outlet
(or rather xgH2|Cout ≈ 0.11 % to xgH2|Cin ≈ 0.026 %). When the oxygen flow is resumed
in the cathode and the current flow starts, a peak in the hydrogen concentration can be
observed in the middle segment S3 with values of almost 320 Pa (xgH2 ≈ 0.27 %).

The hydrogen concentrations obtained in the simulation are well within the range of
an experimental study on refresh cycles in DMFC by Bresciani et al [20]. The current
which is drawn from the cell starting at t = 1253 s, leads to a swift consumption of
all accumulated hydrogen in the ACL. As soon as the cell is operating under normal
conditions again, no more hydrogen is present in the DMFC anode.

8.5.6 Water Activity and Liquid Water Distribution in the CCL

In addition to the electrochemical processes within the catalyst layers, the refresh cycle
also influences the local humidity conditions within the DMFC. In the cathode catalyst,
water which has accumulated in the outlet area during the operation period, gets removed
during the OCV period, as figure 8.29 shows. The cathode inlet area, which is comparably
dry during operation, gets almost fully humidified during the air stop period of the refresh
cycle.
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Figure 8.29: Development of the liquid saturation Sl (left) and the water activity aH2O
(right) in the CCL at cathode inlet and cathode outlet during the refresh
cycle.

8.5.7 Impact of the Secondary MOR in the CCL

At the Pt-catalyst in the DMFC cathode, two different mechanisms for the reduction
of crossover methanol are possible (cf. sec. 6.3.3). The primary MOR mechanism (eq.
6.67), which is predominant under oxygen-rich operating conditions is complemented by
a secondary MOR path, which depends on dissociated water on the catalyst surface (eq.
6.70) and gains importance when no oxygen is available there. The validated DMFC
model features both reaction mechanisms, therefore the impact of the secondary MOR
on the Pt-catalyst during the refresh cycle could be studied.
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Figure 8.30: Total cell voltage (left) and local cell voltage of the cathode inlet and cathode
outlet segment of the cell (right) during the refresh cycle. The plots show
the result of the reference simulation including both MOR reactions in the
CCL (solid lines) in comparison with the variation without the secondary
MOR in the model(dashed lines).

A simulation without the secondary MOR (eq. 6.70) was performed and compared to
the standard refresh simulation. The overall cell voltage as well as the local cell voltage
profiles during the refresh cycle are shown in figure 8.30 for both simulations in direct
comparison.
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While under regular operation with i = 0.25 A/cm2 and OCV, the voltage profiles are
identical, the simulation without secondary cathode MOR shows a strong deviation from
the standard simulation during the air stop phase of the refresh cycle: The cell potential
does not sink lower than ≈ 0.575 V.

In figure 8.31, the sinks for oxygen and methanol are shown. Note that the sink for
methanol is the sum of the primary and the secondary MOR reaction rate in the CCL.
While nothing changes with regard to the oxygen sink, the methanol sink during the air
stop phase drops down significantly in case only the oxygen-activated MOR mechanism
is enabled in the CCL. In contrast, in case also the secondary water-activated MOR is
taken into account, the methanol reaction in the CCL goes on during the air stop period
(cf. figure 8.31).
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Figure 8.31: Oxygen sink (left) and methanol sink (right) in the cathode inlet and cath-
ode outlet segment of the CCL during the refresh cycle (logarithmic scale).
Comparison between reference simulation with secondary MOR (solid lines)
and variation without secondary MOR (dashed lines).

Since both MORs represent a proton source, the missing reaction during the air stop
period directly influences the local potential difference in the CCL, as figure 8.32 shows.
In case the secondary MOR would not take place, the local potential difference ∆ϕCCL
would not sink below 0.7 V at cathode outlet. Instead, the potential difference between
electrode and electrolyte would drop lower at cathode inlet, to about 0.65 V. Such a
behaviour could not be observed experimentally (cf. Rabissi et al. [113]).

The simulation result highlights that it is essential to consider the two different MOR
mechanisms on Pt-catalysts in order to correctly describe the processes within the DMFC
cathode under oxygen-depleted conditions.

Interestingly, the simulation predicts the reduction of both PtOx-species also in case the
secondary MOR would not take place, due to a swift undershoot in the local potential
after the air stop period at the point when the air flow is resumed and the current is
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ramped up (cf. figure 8.33). However, as previously discussed, the assumption that only
the primary MOR takes place in the CCL cannot be justified.
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Figure 8.32: Local potential differences ∆ϕCCL (a) and ∆ϕACL (b) in the cathode inlet
and cathode outlet segment of the cell during the refresh cycle. Comparison
between the reference simulation with secondary MOR (solid lines) and the
variation without secondary MOR (dashed lines).
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Figure 8.33: Catalyst surface coverage coverage with PtOH (left) and PtO (right) in the
cathode inlet and cathode outlet segment of the cell during the refresh cycle.
Comparison between the reference simulation with secondary MOR (solid
lines) and the variation without secondary MOR (dashed lines).
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8.5.8 Variation: Secondary MOR with increased reaction rate

As mentioned in section 8.3, the parametrisation of the secondary MOR kinetics in the
model might correlate with the overestimation of the cell voltage during the air stop
phase in the reference simulation compared with the experiments. In order to validate
this hypothesis, the refresh simulation was repeated with a somewhat faster kinetics
for the secondary MOR: In this simulation, the exchange current density for the H2O-
activated MOR was increased by one order of magnitude from jMOR2

0 = 5× 10−7 A/cm2

to jMOR2
0 = 5× 10−6 A/cm2.
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Figure 8.34: Cell voltage during the refresh cycle simulated with the reference model
(solid line) compared to the variation with the accelerated secondary MOR
kinetics (dashed line).

The simulation result for the cell voltage in comparison with the reference simulation is
shown in figure 8.34. With the accelerated secondary MOR in the model description,
the resulting cell voltage during the air stop phase is lowered compared to the reference
simulation and consequently closer to the experimental results (cf. figure 8.7), which lets
conclude that the reference model parametrisation for the MOR kinetics in the CCL is
not ideal. The simulation with faster secondary MOR kinetics, however, showed conver-
gence issues when flow and current were resumed at t = 1252 s and the simulation could
not be completed, that is why the phenomenon was not further studied here.
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8.5.9 Impact of the BPP Segmentation

The refresh simulation was performed with the validated DMFC model (cf. sec. 7),
which considered a segmented BPP set-up in the cell. Experimental investigations, how-
ever, were performed with a continuous BPP (see [112, 113]). In order to evaluate if
the segmentation of the BPP had any influence on the local heterogeneities within the
DMFC during the refresh cycle, the refresh simulation was repeated with a continuous,
non-segmented cathode BPP in the model.

The change from a segmented to a continuous BPP in the simulation only has a minimal
affect on the overall cell voltage, as figure 8.35 shows. A minor deviation is visible during
the second phase of the air stop period, else the profiles are identical.
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Figure 8.35: Overall cell voltage (left) and local cell voltage of the cathode inlet and
cathode outlet segment of the cell (right) during the refresh cycle. Plots show
the reference simulation with BPP segmentation (solid lines) in comparison
with the variation without BPP segmentation in the model (dashed lines).

Despite the differences in the local cell voltage, the local potential difference ∆ϕCCL in
the cathode does not change with segmentation (cf. fig. 8.36). In the ACL on the other
hand, the divergence in ∆ϕACL between the inlet and outlet segment is much stronger
during the air stop period in case of a continuous cathode BPP.

On the local cell voltage during the refresh cycle, however, the segmentation of the cath-
ode BPP has an influence (cf. fig. 8.35): In case of a segmented cathode BPP as in the
reference model, the local cell voltage diverges strongly from cathode inlet to cathode
outlet during the air stop period and the transition period between air stop and normal
operation. Without segmentation, the deviation in the local cell voltage from cathode
inlet to cathode outlet is less pronounced. The dip in the local cell voltage at cathode
outlet between t = 1253 s and t = 1254 s, when the current is ramped up, is very small in
the simulation with a continuous BPP compared to the simulation with the segmented
BPP.

Figure 8.37 shows the in-plane electron flux in the cathode CL during the air stop phase
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Figure 8.36: Local potential differences ∆ϕCCL (left) and ∆ϕACL (right) in the cath-
ode inlet and cathode outlet segment of the cell during the refresh cycle.
Comparison between the reference simulation with BPP segmentation (solid
lines) and the variation without BPP segmentation in the model (dashed
lines).

at different time steps for the simulation without BPP segmentation in the model. Neg-
ative values indicate a current against the direction of gas flow in the cathode, i. e. an
electron flux from cathode outlet to cathode inlet.
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Figure 8.37: Simulation without BPP segmentation in the model: In-plane electric cur-
rent in the CCL during the air stop phase of the refresh sequence. The 2D
plot shows the CCL magnified by 2000 in x-direction at different time steps.

Just like in the simulation with the segmented BPP (cf. section 8.5.5), at the beginning
of the air stop phase t = 1232 s where O2 is still available in the entire CCL, no in-plane
current occurs. Between t = 1239 s and t = 1240 s, when the oxygen-depletion in S1
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starts, a negative current in y-direction evolves first at the oxygen-depleted cathode out-
let area and the in-plane current front moves towards the cathode inlet area of the CCL
over time. In contrast to the simulation with the segmented BPP, where the in-plane
current in the CCL occurred as a very discrete band, the negative in-plane current band
is smooth along the channel in case the BPP is continuous. The maximum local in-plane
current density reached is moderate with a peak value of −250 A m−3 for the simulation
with a continuous BPP (compare figure 8.26 for the results of the simulation with seg-
mented BPP).

The impact of the BPP segmentation is also visible in the ionic potential and the internal
ionic current. Figure 8.38 shows the development of the local current density induced
by the formation of the two reaction zones in the CCL during the air stop period for
the reference simulation (left) and the variation with a continuous BPP (right) in direct
comparison. While qualitatively the evolution of the local current density is the same
in both cases, the quantitative result differs, with intensified current values in the sim-
ulation with the continuous BPP. The model also predicts a much higher spread of the
local anode potential difference ∆ϕACL in case the BPP is continuous, as shown in figure
8.39. The potential values obtained in the variation show a much better quantitative
agreement with the experimental results of Rabissi et al. [112], who also performed their
measurements with a cell with a continuous cathode BPP.
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Figure 8.38: Profile of the local ionic current density in all four segments of the cell (S1-
S4) during the air stop period of the refresh cycle. Reference simulation
with BPP segmentation (left) and variation without BPP segmentation in
the model (right).

The evolution of hydrogen in the DMFC anode is affected by the increased variance in
the anode potential difference ∆ϕACL: in case of a continuous cathode BPP, the model
predicts a much higher production of H2 in the ACL already in the first phase of the air
stop period (cf. fig. 8.40). The profile of qH2 in the ACL in S1 beginning at t = 1239 s
follows the profile of ∆ϕACL in this segment, which reaches a minimum value of ≈ 0.05 V
in the simulation with the unsegmented cathode BPP (cf. figure 8.39). In the reference
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Figure 8.39: Profile of the anode potential difference ∆ϕACL in all four segments of the
cell during the air stop period of the refresh cycle. Reference simulation
with BPP segmentation (left) and variation without BPP segmentation in
the model (right).

simulation with a segmented BPP, only a minimum value of ca. 0.1 V is reached during
the air stop phase, which renders a much lower hydrogen source in the ACL.

Also during the transition period after the air stop, the hydrogen source in the ACL
shows a different profile in case of the continuous BPP compared to the segmented BPP.
The HER peak in S4 (anode outlet/cathode inlet) at t = 1252 s when the air flow ramps
up again does not occur in case the cathode BPP is continuous. The consumption of H2
as soon as the outer current is applied at t = 1253 s, on the other hand, is much stronger
pronounced than in case of the simulation with the segmented BPP.
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Figure 8.40: Hydrogen source qH2 in the ACL during the air stop period of the refresh
cycle S1 (anode inlet/cathode outlet) and S4 (anode outlet/cathode inlet)
in the reference simulation with BPP segmentation (left) and the variation
without BPP segmentation in the model (right).

Figure 8.41 shows the resulting differences in the hydrogen partial pressure along the
ACL for the two variants. In case of a continuous cathode BPP, the distribution of H2
shows a stronger gradient along the anode during the air stop period. The overall level of
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Figure 8.41: Profile of the hydrogen partial pressure pH2 in the ACL in all four segments
of the cell (S1-S4) during the air stop period of the refresh cycle in the
reference simulation with BPP segmentation (left) and the variation without
BPP segmentation in the model (right).

hydrogen present in the cell is marginally higher in case of the continuous BPP compared
to the segmented BPP. Still, the results are in good agreement with the experimental
study of Bresciani et al. [20].
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Figure 8.42: Oxygen partial pressure (left) and methanol partial pressure (right) in the
CCL at cathode inlet and cathode outlet in the refresh simulation with and
without cathode BPP segmentation (solid lines vs. dashed lines).

The species distribution in the CCL does not change with segmentation (cf. fig. 8.42).
Since consequently, ∆ϕCCL remains identical to the case with BPP-segmentation, the
reduction of the PtOx-species is equally effective in both cases. Figure 8.43 depicts also
the profiles of θPtOH and θPtO over time for both simulations in direct comparison.

All in all, the simulation results show that the segmentation of the cathode BPP evokes
changes in the electrolyte potential and the anode reactions, but has no impact on the
species distribution and reaction zones in the DMFC cathode. Qualitative and quanti-
tative findings on the impact of the refresh cycle on the processes in the DMFC cathode
are thus transferable from a cell with segmented BPP to a cell with a continuous BPP.
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Figure 8.43: Catalyst surface coverage with PtOH (left) and PtO (right) in the CCL at
cathode inlet and cathode outlet in the refresh simulation with and without
cathode BPP segmentation (solid lines vs. dashed lines).

8.5.10 Conclusion: Local Conditions inside the DMFC during the Refresh Cycle

The local processes in the DMFC during a refresh cycle for recovery of temporary per-
formance losses were studied in detail with the transient DMFC model. Apart from
quantitative deviations, all relevant effects and their dynamics were predicted with good
accuracy by the model, matching the experimental results for the DMFC refresh proce-
dure as described in [20, 112, 113].

During the refresh cycle, the first 10 s of air stop lead to a dramatic decrease of the oxygen
partial pressure within the DMFC cathode catalyst layer. The depletion of oxygen starts
in the cathode outlet area of the CCL and moves towards the cathode inlet area over
time. With the depletion of oxygen, the local potential difference in the CCL drops and
the reduction of PtOx-species starts. With the oxygen level in the CCL lowering further,
crossover methanol starts accumulating in the CCL during the consecutive 10 s of air
stop, starting at the cathode outlet area. The ORR comes to a halt there, and so does
the primary oxygen consuming MOR in the CCL. A further potential reduction in the
CCL and thus the full reduction of the oxide species on the Pt-catalyst and consequent
ECSA recovery results from the reaction of water and methanol via the secondary MOR
path in the oxygen-depleted areas of the CCL.

When resuming the air flow in the DMFC cathode after the air stop period, the accumu-
lated methanol in the CCL reacts with the incoming oxygen and fades from the catalyst.
During this transition period, strong variations in the local species concentration and
resulting reactions within the CCL occur along the channel. While soon sufficient oxy-
gen is available at cathode inlet so that fast the ORR becomes dominant there, it takes
some time until the amount of methanol present in the cathode outlet area gets oxidised.
This spatial separation of oxidation and reduction reaction along the CCL leads to a
divergence in the local cell potential when later the current is drawn. The effect fades
when the surplus of methanol has vanished and the regular oxygen levels within the CCL
are re-established.

142



8.6 Variation of Air Stop Scenarios during the Refresh Cycle

Not only the cathode processes during the refresh cycle could be examined with the
model, but also the processes in the DMFC anode. In the course of the air stop pe-
riod, when the different reaction zones in the CCL have formed along the channel, the
electrolyte potential starts diverging and approaches 0 V in the anode inlet area. Under
these conditions, the evolution of hydrogen is triggered in the ACL, primarily at anode
inlet/cathode outlet. The simulation results match with experimental findings on hydro-
gen evolution and the local potential difference in the ACL of the DMFC [20, 112].

In contrast to the set-up of the experimental studies on the DMFC refresh cycle, the
model description included a segmented cathode BPP. The effect of this segmentation
on the local processes during the refresh procedure was also studied. In a simulation
with a continuous BPP, only an intensification of the effects in the DMFC anode were
observed, whereas the processes in the DMFC cathode were not affected by the BPP
segmentation.

To sum up, the transient local processes inside the DMFC during the refresh cycle could
be well described with the physical 2D model and the simulation results show a consid-
erable agreement with experimental findings.

8.6 Variation of Air Stop Scenarios during the Refresh Cycle

After the processes and influence parameters of the refresh in DMFC were understood,
different variations of the refresh procedure were tested with the model with regard to
the air stop. The standard refresh simulation presented in section 8.5 is in the following
referred to as reference simulation.

The following air stop variants were simulated with the DMFC model:

1. extended air stop with a duration of 30 s
2. incomplete refresh
3. optimised air stop boundary conditions
4. nitrogen flush

The boundary conditions for each variation can be found in table 8.2. Figure 8.44
visualises the respective profiles over the refresh cycle.

8.6.1 Variation 1: Extended Air Stop

The reference simulation considered an air stop phase of 20 s, which is shorter than in the
experiments. That is why as a first variation, a refresh cycle with an extended air stop du-
ration of 30 s (equivalent to the experimental procedure) was tested with the model. All
other boundary conditions in the simulation were identical to the reference (cf. tab. 8.2).
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(c) Optimised air stop BC
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Figure 8.44: Cathode boundary conditions for the oxygen concentration xO2 , the air flow
ṄAir and the current density i for the 4 air stop variants in the refresh cycle
simulated with the 2D model (cf. tab. 8.2).

Table 8.2: Operating conditions of air stop variations.

Simulation AS phase duration air flow xO2

Reference air stop 1 10 s N0 → 0.03 ·N0 x0 → 0.238 · x0
2 10 s 0.03 ·N0 0.238 · x0

Extended air stop 1 10 s N0 → 0.03 ·N0 x0 → 0.238 · x0
2 20 s 0.03 ·N0 0.238 · x0

Incomplete refresh 1 10 s N0 → 0.03 ·N0 x0
2 10 s 0.03 ·N0 x0

Optimised BC 1 10 s N0 → 0.03 ·N0 x0 → 0.238 · x0
2 10 s 0.03 ·N0 0.238 · x0 → 0.0952 · x0

N2 flush 20 s N0 0.0
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Figure 8.45: Oxygen partial pressure pO2 (left) and methanol partial pressure pCH3OH
(right) during the refresh cycle with an extended air stop (dashed lines)
compared to the reference (solid lines).

Figure 8.45 shows the profiles of oxygen and methanol along the cell for this variant.
Since the boundary conditions for the oxygen concentration at cathode inlet did not
change compared to the reference in this simulation, the extended air stop duration does
not lead to a further decrease in pO2 in the cathode inlet segment of the CCL. At cathode
outlet, the value of pO2 is a little lower after 30 s than after 20 s of air stop. The methanol
accumulation in the CCL, on the other hand, is clearly affected by the 10 s longer air
stop with an increase in pCH3OH at the cathode inlet segment as well as at the cathode
outlet segment.
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Figure 8.46: Catalyst surface coverage with PtOH (left) and PtO (right) during the re-
fresh cycle simulated with an extended air stop (dashed lines) in comparison
with the reference (solid lines).

As the oxygen levels in the CCL remain as high as in the reference simulation, no ben-
eficial effect on the reduction of the PtOx-species can be observed in the simulation
with the extended air stop duration, as figure 8.46 shows. The simulation most likely
overestimates the available amount of oxygen in the cell during the refresh cycle due
to its boundary conditions with a constant oxygen concentration at cathode inlet (cf.
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fig. 8.44a). In the experimental set-up, the oxygen concentration at cathode inlet is as-
sumed to sink continuously over the air stop period due to the limited reservoir of oxygen
in the tubes. In reality, a longer air stop period could thus presumably improve the re-
covery of the ECSA in the CCL in case the oxygen level at cathode inlet only sinks slowly.
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Figure 8.47: Overall cell voltage (left) and local cell voltage at cathode inlet and cathode
outlet (right) during the refresh cycle with a 30 s air stop (dashed lines)
compared to the the reference (solid lines).

In contrast to the predicted oxygen concentration at cathode inlet, the effect of a longer
air stop on the methanol accumulation in the DMFC cathode is most likely accurately
captured in the simulation. The large amount of methanol in the CCL takes longer to
reduce in the transition period between air stop and normal operation, leading to strong
divergence in the local potential between cathode inlet and cathode outlet during this
phase. As a consequence, a dip in the overall cell voltage is visible after the peak in the
transition phase (cf. fig. 8.47). This phenomenon could also be observed experimentally.

8.6.2 Variation 2: Incomplete Refresh

The case of an incomplete refresh was also tested with the model. An incomplete refresh
could for example occur when the air flow is stopped, but the valve at cathode inlet
remains open, meaning than an “unlimited” reservoir of air is available at cathode inlet.
For the simulation this meant that while the flow through the cathode was reduced just
as in the reference simulation, the oxygen concentration at cathode inlet, remained at
xO2 = 21% (see tab. 8.2).

The resulting profiles of oxygen and methanol in the CCL are shown in figure 8.48.
While at cathode outlet, the oxygen partial pressure sinks with some lag almost as low
as in the reference simulation, only a very small reduction of pO2 at cathode inlet can be
observed. The prevailing oxygen at cathode inlet inhibits the accumulation of methanol
there, while at cathode outlet, the accumulation of CH3OH is still possible.

The very heterogeneous conditions inside the CCL affect the electrochemical reactions
(fig. 8.49), where no drop in the reaction rates for oxygen and methanol is visible at the

146



8.6 Variation of Air Stop Scenarios during the Refresh Cycle

1230 1235 1240 1245 1250 1255 1260
Time / s

10 6

10 4

10 2

100

102

104

p O
2 /

 P
a

air st. op.

Cout ref.
Cout 
Cin ref.
Cin 

1230 1235 1240 1245 1250 1255 1260
Time / s

0

1000

2000

3000

4000

p C
H

3O
H
 / 

Pa

air st. op.

Cout ref.
Cout 
Cin ref.
Cin 

Figure 8.48: Partial pressures of oxygen (left) and methanol (right) in a refresh cycle
with an incomplete air stop (dashed lines) compared to the reference (solid
lines).
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Figure 8.49: Reaction rates for O2 (left) and CH3OH (right) in a refresh cycle with an
incomplete air stop (dashed lines) compared to the reference (solid lines).
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cathode inlet under these circumstances. Consequently, a strong divergence in the local
potential differences on anode and cathode (cf. fig. 8.50) can be observed. At cathode
inlet, where the oxygen concentration remains high, ∆ϕCCL does not sink below 0.8 V,
while at cathode outlet a potential of ≈ 0.5 V is reached during the air stop in this simu-
lation. In the anode, the divergence in ∆ϕACL along the channel starts later than in the
reference case (after about 10 s), due to the lag in oxygen reduction at cathode outlet.
Also in contrast to the reference, the divergence in ∆ϕACL continues over the rest of the
air stop period in case of an incomplete air stop. The local anode potential difference
at anode inlet/cathode outlet sinks even lower than in the reference case, leading to an
increased HER compared to the reference case in this segment.
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Figure 8.50: Local potential difference ∆ϕ in CCL (left) and ACL (right) in a refresh
cycle with an incomplete air stop (dashed lines) compared to the reference
(solid lines).

While at cathode outlet, where with some lag the concentration of O2 and consequently
the local potential difference sinks, both PtOx get reduced during the air stop period
for this case. At cathode inlet, however, where the amount of oxygen remains high and
the value of ∆ϕCCL does not sink below 0.8 V, no reduction of the PtOx-species can
be achieved. The value of PtO, which directly affects the ECSA, remains constant at
cathode inlet over the entire air stop period. This result confirms that the refresh is
incomplete under the conditions described.

In the overall cell voltage, the incomplete refresh can be easily identified: Without oxy-
gen depletion at cathode inlet, the cell voltage drop during air stop appears later and is
much less pronounced compared to the normal refresh. The voltage overshoot when flow
and current are resumed, on the other hand, shows a higher peak in case of an incomplete
refresh.

When looking at the local cell voltage, a strong divergence of ≈ 200 mV between the
cathode inlet and cathode outlet segment can be observed during the air stop period
of the incomplete air stop (figure 8.52). In the transition phase, when flow and current
are resumed, the voltage shoots up in all segments. This is in stark contrast to the ref-
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Figure 8.51: Catalyst surface coverage with PtOH (left) and PtO (right) during the re-
fresh cycle simulated with an incomplete air stop (dashed lines) compared
to the reference(solid lines).
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Figure 8.52: Overall cell voltage (left) and local cell voltage at cathode inlet and cathode
outlet (right) during the refresh cycle with an incomplete air stop (dashed
lines) compared to the the reference (solid lines).
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erence simulation, where a dip in the local cell voltage can be observed during this period.

For the incomplete refresh, this behaviour can be explained by the different distribution
of methanol and oxygen in the CCL. No methanol is present at cathode inlet after the
air stop period, but a high amount of oxygen, and the oxygen concentration in the in-
streaming air front is higher than in the reference case. Consequently, the oxidation of
the accumulated methanol at cathode outlet happens much faster than in the reference
simulation, and the effect of the accumulated methanol is not visible in the local cell
voltage (cf. fig. 8.53).

1250 1251 1252 1253 1254 1255
Time / s

0

1000

2000

3000

p C
H

3O
H
 / 

Pa

pi / Cout 
pi / Cin 

0.0

0.2

0.4

0.6

0.8
U 

/ V

U / Cout 
U / Cin 

(a) Reference simulation
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Figure 8.53: Development of pCH3OH in the CCL (dashed lines) and local cell voltage
(solid lines) in the transition period to normal operation after the refresh
cycle in (a) the reference simulation and (b) the variation with an incomplete
refresh.

8.6.3 Variation 3: Optimised Air Stop Boundary Conditions

In the reference simulation, the oxygen level reached in the cathode inlet segment of the
catalyst layer was not low enough to achieve a complete reduction of the the PtOx-species
during the air stop. That is why the simulation was repeated with an improved set of
boundary conditions, where xO2 at cathode inlet was continuously reduced during the
entire air stop period (cf. tab. 8.2). This procedure mirrors the experimental conditions
better, as the oxygen level at cathode inlet is supposed to sink continuously during air
stop due to the limited reservoir of O2 in the system (cf. Rabissi et al. [113]). The
resulting BC-profile over time is shown in in figure 8.44c.

These optimised boundary conditions lead to a lower oxygen level in the cathode inlet
segment of the CCL during the air stop period in the simulation: a minimum value of
pO2 ≈ 1 Pa is reached in S4 in the variation, compared to pO2 ≈ 7 Pa in the reference
simulation. For methanol, a minor rise in pCH3OH could be observed under these condi-
tions at cathode inlet (cf. fig 8.54) compared to the reference simulation. The species
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Figure 8.54: Partial pressures of oxygen (left) and methanol (right) during the refresh
cycle simulated with optimised air stop boundary conditions (dashed lines)
compared to the reference (solid lines).

concentrations at cathode outlet are not affected by the modified simulation BCs.

1230 1235 1240 1245 1250 1255 1260
Time / s

0.0

0.2

0.4

0.6

0.8

1.0

Pt
O

H

air st. op.

Cout ref.
Cout 
Cin ref.
Cin 

1230 1235 1240 1245 1250 1255 1260
Time / s

0.00

0.05

0.10

0.15

0.20

0.25

0.30

Pt
O

air st. op.

Cout ref.
Cout 
Cin ref.
Cin 

Figure 8.55: Catalyst surface coverage with PtOH (left) and PtO (right) during the re-
fresh cycle simulated with optimised air stop boundary conditions (dashed
lines) compared to the reference (solid lines).

With the reduced oxygen level at cathode inlet, a full reduction of both PtOx-species,
PtOH and PtO, is achieved in the entire CCL during the refresh cycle (cf. figure 8.55). In
the consecutive period of continuous operation, ΘPtO at cathode inlet is lower compared
to the reference simulation.

The potential differences ∆ϕ in anode and cathode obtained in the simulation with the
optimised air stop BC are shown in figure 8.56. In the reference simulation, where a resid-
ual amount of oxygen remained at cathode inlet during the air stop period, ∆ϕACL|Aout
was running towards ∆ϕACL|Ain in the course of the air stop. In contrast, with the
lower amount of O2 at cathode inlet in the simulation with the optimised air stop BC,
the difference in ∆ϕACL from anode inlet to anode outlet remains large until the end of
the air stop period. The potential difference in the CCL, on the other hand, gets more
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homogeneous along the channel in the course of the air stop simulation in this case.
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Figure 8.56: Local potential difference ∆ϕ in CCL (left) and ACL (right) during the
refresh cycle simulated with optimised air stop boundary conditions (dashed
lines) compared to the reference (solid lines).

The changes in the local conditions within the cell are also reflected by the global cell
voltage, which shows a deviation from the reference for the second phase of the air stop
period and the transition phase. The global cell voltage reaches a local minimum of
U = 0.34V at the end of the air stop period. When the air flow is switched on, the rise
in the cell voltage is lower compared to the reference simulation, and when the current is
applied, a small dip in the cell voltage is visible. This behaviour can be explained when
looking at the local processes within the cell.
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Figure 8.57: Cell voltage during the refresh cycle simulated with optimised air stop
boundary conditions (dashed line) compared to the reference (solid line).

As figure 8.58 shows, in the simulation with optimised boundary conditions, the het-
erogeneities in the local cell voltage along the channel disappear in the second phase of
the air stop period. The local cell voltage sinks to U = 0.34 V in all segments, which
is lower than the local potential in S1 (cathode outlet) reached in the reference simulation.
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Figure 8.58: Local cell voltage over the full refresh cycle at cathode inlet and cathode
outlet (left) and the transition period between air stop and normal operation
in all four segments of the DMFC (right) simulated with optimised air stop
boundary conditions (dashed lines) compared to the reference (solid lines).

After the air stop, when flow and current are resumed, the rise in the local potential
occurs delayed in the simulation with the optimised BCs compared to the reference sim-
ulation. Moreover, in comparison to the reference, the peak in the cell voltage is less
distinctive in the first two segments of the CCL (S4 and S3), whereas in the two cathode
outlet segments, S2 and S1, the plunge in the local cell voltage at the end of the transi-
tion period is more pronounced (fig. 8.58).
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Figure 8.59: Partial pressures of O2 (left) and CH3OH (right) in all 4 segments of the
CCL during the transition period between air stop and normal operation
simulated with optimised air stop boundary conditions (dashed lines) com-
pared to the reference (solid lines).

As described in section 8.5.3, the dip the local cell voltage at cathode outlet results from
the reaction of the in-streaming oxygen with the accumulated methanol. In the simula-
tion with optimised BC, it takes longer until the accumulated methanol in the CCL is
oxidised by the inflowing air, as the profiles of the local CH3OH and O2 partial pressures
in figure 8.59 show. Compared to the reference simulation, the methanol concentration
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sinks with some delay in all segments in the simulation with the optimised BC. Simul-
taneously, also the rise in the oxygen concentration is slowed down. This leads to a shift
in the reaction front and consequently a lagged and increased voltage spread during the
transition period between air stop and normal operation.

The simulation with optimised air stop BCs was also repeated without segmentation of
the BPP (results not shown here). The differences between the two simulations were
just as described for the reference simulation (see section 8.5.9) and thus negligible for
the cathode processes, meaning that the results discussed here for the optimised BCs are
transferable to a cell without BPP segmentation.

All in all, the simulation results obtained with the optimised air stop boundary conditions
are believed to most accurately describe the processes in the DMFC during the refresh
cycle.

8.6.4 Variation 4: Nitrogen Flush

Another way to achieve fully oxygen-depleted conditions in the CCL during the refresh
cycle is to flush the cathode with nitrogen instead of stopping the air flow. In the
model, this is converted by switching the gas composition at the DMFC cathode inlet
to xO2 = 0 %. The concentration profiles in the CCL resulting from the simulation of
a N2-flush during the air stop period are shown in figure 8.60 in comparison with the
reference refresh simulation.

1230 1235 1240 1245 1250 1255 1260
Time / s

10 10

10 8

10 6

10 4

10 2

100

102

104

p O
2 /

 P
a

air st. op.

Cout ref. Cout Cin ref. Cin 

1230 1235 1240 1245 1250 1255 1260
Time / s

0

1000

2000

3000

4000

p C
H

3O
H
 / 

Pa

air st. op.

Cout ref. Cout Cin ref. Cin 

Figure 8.60: Partial pressures of O2 (left) and CH3OH (right) during the refresh cycle
simulated with a nitrogen flush (dashed lines) compared to the reference
(solid lines).

In case of a nitrogen flush, the oxygen in the CCL gets immediately purged in all seg-
ments. Already after 1 s, basically no oxygen is present in the catalyst layer any more,
neither at cathode inlet nor at cathode outlet. Note that in contrast to all other air stop
scenarios, here the oxygen depletion starts at cathode inlet.
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The immediate reduction of oxygen also changes the accumulation behaviour of crossover
methanol, as can be seen in figure 8.60. Methanol accumulation in the CCL starts already
after 1 s, as soon as the oxygen is displaced in the CCL. Despite a continuous rise in the
amount of methanol in all segments, pCH3OH remains lower than in case of a regular air
stop. This is a consequence of the continuing N2-flow in the cathode channel, which leads
a dilution of the gas phase with nitrogen.
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Figure 8.61: Reaction rates for O2 (left) and CH3OH (right) during the refresh cycle
simulated with a nitrogen flush (dashed lines) compared to the reference
(solid lines).

Due to the complete purge of oxygen in the CCL, the ORR and the primary MOR comes
to halt in all segments of the CCL (cf. fig. 8.61). Only the secondary MOR goes on during
the air stop period, but the reaction rate is low. With basically no electrochemical activity
in the CCL, the potential differences ∆ϕCCL and ∆ϕACL become very homogeneous, as
figure 8.62 shows. ∆ϕCCL sinks down much earlier in case of the flush with N2 compared
to the regular air stop with the gradual oxygen depletion. Moreover, slightly lower
potentials are reached. The characteristic profile in ∆ϕACL with the peak at cathode
inlet/anode outlet and the dip at cathode outlet/anode inlet disappears in case of the
nitrogen flush. As a consequence, no HER is triggered in the DMFC anode.

The platinum oxide species PtOH and PtO get completely reduced in all segments of
the CCL under the conditions imposed by the nitrogen flush in DMFC cathode (cf. fig.
8.63). When the cell starts operating under nominal conditions again, ϑPtO is visibly
lower at cathode inlet than in case of the reference simulation, where no full reduction
of PtO took place in this segment.

As expected from the local results, the global cell voltage sinks down very quickly during
the air stop sequence in case of the N2-flush (figure 8.64). The peak in the cell voltage
during the transition phase between air stop and normal operation is just as in the
reference simulation. Interestingly, the cell voltage is a little lower during the beginning
of the next phase of continuous operation compared to the reference simulation, despite
the complete reduction of the PtOx-species in case of the N2-flush during the air stop
period. The difference evens out after a few minutes of operation with i = 0.25 A/cm2.
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Figure 8.62: Local potential difference ∆ϕ in CCL (left) and ACL (right) during the
refresh cycle simulated with a nitrogen flush (dashed lines) compared to the
reference (solid lines).
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Figure 8.63: Catalyst surface coverage with PtOH (left) and PtO (right) during the re-
fresh cycle simulated with a nitrogen flush (dashed lines) compared to the
reference (solid lines).
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Figure 8.64: Cell voltage during the refresh cycle (left) and after the refresh cycle at
operation with i = 0.25 A/cm2 (right) for the simulation with a nitrogen
flush (dashed lines) compared to the reference air stop (solid lines).

This phenomenon can be explained when comparing the local humidity conditions in the
CCL, as shown in figure 8.65: In case of the reference simulation with a regular air stop,
the water activity in the cathode inlet segment of the CCL rises strongly during the air
stop period, until the CCL is almost fully humidified over the cell length. During the
next phase of normal operation the level of humidification in S4 sinks down to its steady
state value to aH2O ≈ 0.6.
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Figure 8.65: Local water activity (left) and liquid saturation in the CCL (right) during
the refresh cycle simulated with a nitrogen flush (dashed lines) compared to
the reference (solid lines).

In case of the N2-flush, however, the CCL in the cathode inlet segment of the DMFC
does not get humidified during the air stop period. In addition to the ongoing flow, the
missing ORR and MOR, which would produce water, contribute to this behaviour. The
relative humidity in the CCL remains low at about 49 % at cathode inlet in this case.
Also the liquid water saturation in the CCL is strongly affected by the nitrogen flush
(cf. fig. 8.64): During the refresh cycle, the liquid water at cathode outlet gets fully
purged by the nitrogen stream, while during the regular air stop with no flow through
the DMFC cathode, some liquid water forms at cathode outlet at the end of the air stop
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period. The N2-flush not only inhibits the humidification of the CCL, but also keeps the
water content of the membrane low.
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Figure 8.66: Ionic conductivity of PEM (left) and CCL ionomer (right) during the re-
fresh cycle simulated with a nitrogen flush (dashed lines) compared to the
reference (solid lines).

The ionic conductivity of the ionomer phase in catalyst and membrane are directly af-
fected by the low humidity level in the CCL in case of a nitrogen flush, as figure 8.66
shows. While in a refresh cycle with a regular air stop the ionic conductivity in PEM
and CCL ionomer increases, especially at the dry cathode inlet, it remains low in case
the cell is flushed with N2. In the subsequent period of operation at i = 0.25 A/cm2, it
takes almost 50 s until the water content in the cell and as a result the ionic conductivity
in the ionomer phases have reached their steady-state values again.

In the first two minutes after the air stop period, the humidity related phenomena out-
weigh the effect of the fully reduced PtOx-species on the overall cell performance, as the
comparison between the voltage profiles of the reference simulation and the simulation
with the N2-flush shows (fig. 8.64). On the long run, however, the cell treated with
the nitrogen flush performs slightly better compared to the reference, due to the full
reduction of PtO in the entire CCL.

8.6.5 Conclusion: Variation of Air Stop Scenarios

Different air stop scenarios for the DMFC refresh cycle were simulated with the transient
DMFC model and analysed in detail: a longer air stop duration, an incomplete air stop,
an optimised air stop, and a nitrogen flush.

The first variant, an extension of the air stop duration by 10 s, explained the effect of
methanol accumulation during the refresh cycle. With the longer duration of the air stop,
a larger amount of methanol accumulates in the cathode outlet segment of the CCL. In
the transition period between air stop and operation, the inflowing air creates a stronger
peak in the methanol oxidation reaction compared to the reference. In addition to that,
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it takes longer until the accumulated methanol has reacted. As a result, a stronger di-
vergence in the local potential can be observed along the channel, which is even visible
as a dip in the global cell voltage. This voltage dip after the refresh cycle can also be
noticed in the experiments.

In case the air stop is incomplete, i. e. the oxygen concentration remains too high in
the cathode inlet area of the CCL, methanol does not accumulate in the entire cell, but
only at cathode outlet. The different reactant availability leads to strong divergences in
the anode and cathode local potential difference. The PtOx-species at the inlet area of
the cathode catalyst layer hardly get reduced in this case.

In contrast, with the optimised simulation air stop boundary conditions which resulted in
a lower oxygen concentration at cathode inlet it was possible to simulate a refresh cycle
where the PtOx-species get fully reduced during the air stop phase. The homogeneous
species distribution in the CCL also has an effect on the potential difference between
ACL and membrane, which becomes more uniform during the end of the air stop period.

The last variant tested with the model was actively flushing the cell with nitrogen instead
of stopping the air flow, which leads to a very different cell behaviour: the continuous
stream of nitrogen purges the oxygen from the cathode catalyst layer and leads to an
instant potential drop, which occurs homogeneously along the channel. As a result, both
PtOx species get fully reduced over the entire length of the catalyst layer. The continuous
N2-flow in the cathode channel results also in a lower amount of methanol accumulating
in the CCL and prevents the humidification of the cathode inlet area during the air stop
period.
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9 Summary

In this work, a transient multiphase DMFC model in 2D has been developed with the
aim to describe the physical processes inside a DMFC single cell with a focus on perfor-
mance heterogeneities along the channel. The model featured the spatial discretisation of
the ACL and CCL, which proved essential for the investigation of local inhomogeneities
in the cell as well as for understanding transient phenomena during the recovery of re-
versible cathode degradation.

The model has been thoroughly validated against experimental performance data from
a macro-segmented cell, which also included impedance spectra as well as the overall
methanol and water crossover. The local resolution of the cell performance helped to
verify the modelling of physical processes for mass and charge transport on the global as
well as on the local scale. Such a locally resolved model validation can hardly be found
in literature.

A very good agreement of the model prediction with the experimental data regarding
humidity-related phenomena inside the DMFC cathode as well as general mass transport
phenomena and their effect on the cell performance under various operating conditions
has been achieved with just one set of model parameters.

The simulation study has highlighted the complex interplay of gas and liquid phase inside
the DMFC and its impact on material properties and transport processes inside the cell.
Furthermore, the importance of interface processes at the PEM boundaries to the cat-
alyst layers as well as inside the catalyst layer on the local cell behaviour could be shown.

For the species transport inside the compositional fuel cell structure, the formation and
presence of liquid water plays a dominant role. It could be shown that phase-dependent
sorption processes at the DMFC membrane interface fundamentally determine the water
transfer from anode to cathode and consequently the distribution of liquid water inside
the cell.

The impact of the individual humidity-related transport mechanisms has been evaluated
step by step in this work. The ionomer phases in the cell, i.e the bulk membrane as
well as the ionomer thin-film in the CL, proved to be highly sensitive to the local water
activity and phase conditions and exhibit a strong resistance to proton transport in the
areas of the DMFC with poor humidification.

Mass transport resistances in the heterogeneous CL microstructure due to liquid water
accumulation could be successfully modelled on the continuum scale by integrating an
ionomer-film model.
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9 Summary

The validated cell model also proved fit to describe the transient processes within the
cell during the recovery of reversible cathode degradation during a refresh cycle. With-
out any adjustments in the model, the dynamics in the local potential for electrons and
ions as well as in the membrane in dependence on the conditions inside the DMFC were
predicted with a very good accuracy in anode and cathode.

With its spatial resolution of the CCL, the model rendered a visualisation of the hetero-
geneous distribution of species and reactions in the course of the refresh sequence. Also
the local formation of H2 in the DMFC anode during the absence of oxygen in the CCL
could be successfully described with the model.

The simulation study showed that the methanol crossover through the DMFC membrane
and the resulting methanol oxidation reactions in the CCL play an essential role during
the refresh cycle. Especially the secondary, H2O-activated MOR reaction path in the
CCL under oxygen-depleted conditions was identified as relevant for the achievement of
low local potentials in the DMFC cathode and thus for the full recovery of the cathode
ECSA during the air break.

A variation of air stop scenarios was simulated with the model and the impact of the
local species distribution on the electrochemical processes within the cell was studied.
The variations included settings where the PtOx-surface species in the CCL would get
entirely or only partially reduced.

In a simulation of a longer air stop, the effect of methanol accumulation during the air
stop period could be visualised and its impact on the heterogeneities in the local cell
voltage could be explained. Also the processes during an incomplete air stop, where
oxygen is only partially depleted in the cathode catalyst layer, could be shown with the
model.

Two air stop variants resulting in a full recovery of the cathode ECSA were identified and
examined. The simulation showed that while a flush with pure nitrogen on the one hand
swiftly enables a full reduction of the platinum oxides in the CCL, it on the other hand
limits the re-humidification of the membrane. By improving the model’s refresh bound-
ary conditions, i.e. further limiting the diffusion of oxygen into the cell from external
during the air stop period (and thus presumably approximating the experimental con-
ditions more closely), the best results in terms of platinum oxide reduction and ionomer
rehydration were achieved.
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[139] Nicolò S. Vasile et al. “Influence of membrane-type and flow field design on
methanol crossover on a single-cell DMFC: An experimental and multi-physics
modeling study”. In: International Journal of Hydrogen Energy 42.46 (2017),
pp. 27995–28010. issn: 0360-3199. doi: 10.1016/j.ijhydene.2017.06.214.

[140] Marcos Vera. “A single-phase model for liquid-feed DMFCs with non-Tafel kinet-
ics”. In: Journal of Power Sources 171.2 (2007), pp. 763–777. issn: 0378-7753.
doi: 10.1016/j.jpowsour.2007.05.098.

[141] Anil V. Virkar and Yingke Zhou. “Mechanism of Catalyst Degradation in Proton
Exchange Membrane Fuel Cells”. In: Journal of The Electrochemical Society 154.6
(2007), B540. doi: 10.1149/1.2722563.

[142] Y. Wang and D.U. Sauer. “Optimization of DMFC regulation based on spatial
modeling”. In: International Journal of Hydrogen Energy 40.35 (2015), pp. 12023–
12033. issn: 0360-3199. doi: 10.1016/j.ijhydene.2015.06.030.

[143] Z. H. Wang and C. Y. Wang. “Mathematical Modeling of Liquid-Feed Direct
Methanol Fuel Cells”. In: Journal of The Electrochemical Society 150.4 (2003),
A508. doi: 10.1149/1.1559061.
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