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Abstract

Cloud computing is an established paradigm for end users to access resources. Cloud

infrastructure providers seek to maximize accepted requests, meet Service Level

Agreements (SLAs), and reduce operational costs by dynamically allocating Virtual

Machines (VMs) to physical nodes. Many solutions have been presented to manage

cloud infrastructure, however, these tend to be centralized and suffer in their ability to

maintain Quality of Service (QOS) and support data centers with thousands of nodes.

Decentralized approaches, with no central management, can manage large data cen-

ters. However, these tend to reduce the ability to obtain an optimal resource allocation

across the data center. To address this, we propose a hybrid hierarchical decentralized

architecture that achieves lower SLA violations and lowers network traffic. We used

simulation to evaluate our proposal in practice with a variety of existing VM placement

policies.

K E Y W O R D S

data center QOS, data center scalability, decentralized architecture, hierarchical architecture,

resource management, VM migration

1 INTRODUCTION

Cloud computing environments enable end users to access computing resources through a simplified service model, instead of purchasing, configur-

ing and maintaining these resources. Infrastructure Providers (IPs) typically abstract data center resources and present them to customers through

a virtualization layer, with a Virtual Machine (VM) as a common form, with each VM being isolated from other VMs. End users of cloud resources

typically request these through web APIs, which map the user’s requests to virtual resources that reside on physical resources in the data center.1

VM Placement involves efficient utilization of available resources for applications to meet performance goals such as SLA. To place VMs, a

scheduling process needs information on the resource requirements of the VMs being allocated, such as CPU and number of cores, amount of

memory and network bandwidth. Once a resource is provisioned, IPs track the varying demands on each resource, and this varies over time as end

users consume and release these resources.

To meet workload demands, IPs may reconfigure the assignment of physical resources to VMs, by increasing or reducing resource allo-

cation to a workload, through Elasticity.2 Resource reconfiguration is complex and may cause service interruption, hardware wear and tear

and system instability.3 Live VM migration is a common reconfiguration case to achieve Service Level Agreements (SLAs) and reduce energy

consumption, and has been applied at scale.4 Proposals in the literature aim to minimize SLA violations, and some trade this off with

another objective, such as reducing energy consumption or maximizing IP revenue, and typically focus on the CPU as the primary resource

to manage.5

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any

medium, provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.

© 2022 The Authors. Concurrency and Computation: Practice and Experience published by John Wiley & Sons Ltd.

Concurrency Computat Pract Exper. 2023;35:e7487. wileyonlinelibrary.com/journal/cpe 1 of 21
https://doi.org/10.1002/cpe.7487

 15320634, 2023, 2, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/cpe.7487 by T

he U
niversity O

f M
anchester, W

iley O
nline L

ibrary on [28/12/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://orcid.org/0000-0002-3007-2289
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://wileyonlinelibrary.com/journal/CPE
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fcpe.7487&domain=pdf&date_stamp=2022-11-18


2 of 21 HUMMAIDA ET AL.

There are also technologies, such as containerisation, which support the fast deployment of cloud applications. A container housing an appli-

cation is allocated to a VM, and a VM is allocated to a node.6-9 While container resource management overlaps with our work, we focus on the

allocation of VMs to nodes.

Centralized, hierarchical and decentralized architectures have their merits. Centralized architectures have a global view, hierarchical architec-

tures have increased scalability compared to centralized, and decentralized architectures have no central controller and can scale to manage a large

number of nodes. We hypothesize that the strengths of these architectures can be combined, and their weaknesses reduced. We propose a Scal-

able Hierarchical Decentralized Framework (SHDF), which overcomes the weaknesses of hierarchical, decentralized and centralized approaches,

by achieving improved QoS metrics. SHDF consists of hierarchical controllers operating at different scopes. On the lowest level, every node in the

infrastructure contains a Node Controller (NC), which dynamically adjusts resource configurations to satisfy VM demands on each node. Each NC

operates in a decentralized architecture and cooperates with other NCs and a Lead Node (LN), which is a higher level controller for all the NCs within

a given cluster.

In this paper, we extend a preliminary version of this paper,10 by implementing and evaluating QOS metrics on multiple policies from the

literature. Our goal is to demonstrate improved QOS metrics compared to centralized, hierarchical, and decentralized architectures.

The scalability of a system is defined as the ability to meet a larger workload requirement by adding a proportional amount of resources,

and maintaining its performance.11 By achieving improved QOS performance metrics, our proposal should scale better compared to the examined

architectures; the extent to which this is the case is explored through empirical evaluation.

We used several of the metrics in the literature12,13 to evaluate our approach. The objective is chiefly to achieve:

1. Fewer SLA violations compared to centralized, hierarchical and decentralized architectures.

2. Lower network traffic utilization to manage resources, compared to centralized architectures.

3. Improved scalability, as the number of nodes in the data center increases, compared to centralized, hierarchical and decentralized

architectures.

The rest of this paper is organized as follows. Section 2 outlines the different resource management architectures and Section 3 describes

related work. Section 4 describes the architecture of our proposed scalable framework. Section 5 presents multiple management algorithms and an

evaluation of our implementation, comparing it to centralized, hierarchical and decentralized architectures. In Section 6 we conclude and discuss

future work.

2 BACKGROUND

In centralized resource management approaches, a global controller has a view of all the resources being managed, including VMs and consumption

of resources such as memory, CPU, storage, and network on each physical node. The whole data center infrastructure may be used as input into a sin-

gle adaptation cycle. Resource metric collection occurs periodically,14 from every node in the entire infrastructure, with each managed node sending

its metrics to the global controller through the network. Centralized approaches have a single global controller and are the most prevalent in litera-

ture proposals.15 As centralized approaches consider the entire infrastructure, they are subject to scalability, reactivity, and fault-tolerance issues.16

To address the scalability challenges in centralized approaches, researchers investigated other architectures, including hierarchical approaches.

Hierarchical architectures typically divide the infrastructure into multiple sections, with a decision engine in each section, which has the effect

of creating a distributed centralized architecture for each section. In such a section, typically on the cluster level, each node is connected to a cluster

manager from which it receives adaptation commands. Within each divided section, metric collection operates in a similar way to centralized archi-

tectures. Resource metric collection typically occurs periodically in a similar way to centralized architectures. However, the metrics being sent to a

global controller are sent to a controller managing a smaller subset of nodes at the rack or cluster level.17 As the number of nodes within the cluster

increases, the decision-making algorithm faces a similar challenge to traditional centralized approaches. The execution time can result in an inability

to react in a timely manner to SLA violations. Hierarchical approaches improve the reliability properties compared to centralized approaches, as they

divide the managed infrastructure and increase the number of managing controllers. However, hierarchical approaches suffer similar challenges to

centralized, at the single cluster level, and require explicit redundancy strategies.

Decentralized architectures distribute the management of the infrastructure without a centralized controller,18 and both hierarchical and

decentralized architectures are a form of distributed management architectures. Some of the decentralized approaches use an overlay network

as a mechanism for nodes to communicate. An overlay is a logical network that runs independently of a physical network and does not change the

underlying network. While decentralized architectures can achieve large scale, they have higher complexity in their design due to the close cooper-

ation between nodes to achieve resource management objectives.19 Each node cooperates with other nodes in its overlay with no ability to migrate

a VM outside the overlay, and in an SLA violation case, this could result in a node remaining in a stressed state for an extended period until a suitable

migration is found inside the overlay.
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3 RELATED WORK

As the aim of our work is to investigate the architecture of the decision-making process, we categorize related work based on the management

architecture used. In particular, we focus on hierarchical and decentralized architectures as these form the constituent parts of our proposal.

3.1 Hierarchical controllers

Hierarchical approaches, a type of distributed decision-making, have been widely studied in cloud resource management. The approaches distribute

the decision-making process, and typically use a multilevel hierarchical approach running at different time intervals. In Reference 20 the lowest

level controller runs every hour and performs VM placement, power management and workload profiling and was evaluated on up to 7200 nodes. In

Reference 17, the lowest level controllers manage a small number of machines and the applications that are hosted on them. At the next higher level,

a controller manages machines owned by multiple lower level controllers. In Reference 21 three levels are used, where the highest level controller

managed multiple clusters operating at seconds (Level 1), minutes (Level 2) and days (Level 3) intervals, however, the scalability of the approach

was not explored. In Reference 22 the hierarchy is sliced along the operations of the controllers. A Level 1 controller handles VM placement and

load balancing, and runs every 30 min. A Level 2 controller handles the resources of a node, and runs every few minutes. In References 23,24 VM

placement is performed using two-level hierarchical controllers, and in Reference 24 a local controller guarantees the stability and performance of

an application. The global controller models a set of operating points from the local level to address load balancing and achieve a given objective.

Hierarchical proposals typically utilize a controller running in a centralized manner within the scope of a cluster of nodes. As the number of nodes

within the cluster increases, the decision-making algorithm faces the same challenges as traditional centralized approaches, with the execution time

resulting in an inability to react to SLA violations. Our proposed framework tackles this by reducing the operations performed by the centralized

controllers and moving management functionality to lower execution nodes, therefore providing a hybrid hierarchical decentralized framework.

In our approach, each NC autonomously manages the execution node, including detection of stress states and violation of SLAs. These NCs can

cooperate with other nodes and higher level controllers to perform management of the infrastructure and workloads.

In Reference 25 a hierarchical approach with VM migration escalation is used. The approach performs the initial assignment of VMs to clusters

(containers) and periodically, lower controllers decide what to optimize and pass the decision to parent controllers. The approach considers the time

complexity of the decision-making algorithm and places an upper bound on optimisations to be performed by the hierarchical controllers.

Our approach has similarities to Reference 26, which proposed a framework for managing a hierarchical cloud management system. Due to the

computational requirements of management nodes, the approach proposes every node is either used as a management node or an execution node,

never playing both roles. This contrasts with our approach, in which execution nodes can also perform management roles, resulting in fewer nodes

dedicated to the management of the infrastructure. Our approach additionally enables the leaf nodes to operate in a decentralized manner. Pro-

posals typically do not build cooperation between controllers, resulting in controllers operating independently. In contrast, References 21,27-29

proposed controller cooperation. In References 21,28, the lower-level controllers propagated workload satisfaction with assigned resources to

a higher controller, which is then used to possibly further optimize resource assignment. In Reference 27, lower-level controllers can escalate a

request to a higher controller, rather than waiting for action in the next management cycle. However, escalation only occurred from a mid-level con-

troller within the hierarchy and did not escalate from the lowest-level controllers, which our approach does. Scalability was typically not evaluated

in these approaches.

Mesos30 uses a two-level scheduling mechanism, with a master process managing slave daemons running on cluster nodes. User frameworks

that run tasks execute on the slave nodes. The master process makes resource offers to User frameworks, which they can accept or reject. Mesos

was evaluated to manage 50,000 nodes. However, user frameworks need to be modified to be Mesos aware.

3.2 Decentralized controllers

In References 31,32, a heuristic peer-to-peer protocol enables nodes to communicate directly without a centralized controller. Two cooper-

ating nodes determine whether to migrate a VM based on the defined objectives. While Reference 31 did not take into account the cost or

duration of the conflict before applying the migration,32 incorporated migration cost into the decision-making. A periodic node discovery ser-

vice enables nodes to find new neighboring nodes to communicate with. On each round of the protocol, two cooperating nodes determine to

migrate a VM based on defined objectives. Using simulation, the approach claims to manage more than 100,000 nodes. A challenge with decen-

tralized approaches is the lack of a global view of the infrastructure, which impacts the ability to reach a globally optimal solution. In contrast, our

approach has the scalability characteristic of decentralized systems and a global view of the infrastructure through controllers at each level of the

hierarchy.
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A distributed probabilistic algorithm was used in Reference 33 that utilized an overlay network and a decentralized load balancing technique.

A decentralized approach is proposed in Reference 34 for managing the workload of large, enterprise cloud data, focusing on reducing energy con-

sumption and SLA violations. The approach uses a hypercube structured overlay, with a similar cost to our approach, with N nodes reaching status

propagation in O(log N) rounds.

A decentralized approach is proposed in Reference 35, where nodes broadcast resource requests to all nodes during migration. In contrast, our

approach has a bigger view of the infrastructure, through the additional hierarchical controllers, and can consolidate nodes across a whole cluster.

A decentralized self-organizing approach is proposed in Reference 36, where nodes cooperate within the overlay. Migration decisions are per-

formed after an evaluation of the whole overlay state. Similar to our approach, nodes collaborate across the overlay, however, the close physical

proximity of cooperating nodes in our approach means gossip traffic and migration traffic are localized within the cluster. Similar to us, the authors

also concluded that a centralized view can achieve better consolidation results, as it has a global view of the infrastructure.

A decentralized reinforcement learning-based controller is proposed in References 37,38. Each autonomous node is responsible for managing

the performance of its own hosted applications, and collaborates with other nodes. Each node has two monitoring components to keep track of the

applications and the system resources and a learning-based controller. However, the scalability of managing a large infrastructure was not evaluated.

To the best of our knowledge, SHDF is the first hybrid hierarchical decentralized framework that enables leaf nodes to operate in a decentralized

manner, combining this with the hierarchical escalation of migration and consolidation of VMs across large sections of the infrastructure. This utilizes

the benefits of scale in decentralized systems and the global view of hierarchical systems.

4 HYBRID ARCHITECTURE

The management of infrastructure resources and achieving IPs objectives is a complex challenge. We classify the management process into two

dimensions, Management Algorithm (MA) and Management Framework (MF). The MA is responsible for deciding how workloads are assigned to

infrastructure resources, while the MF enables the MA to execute by providing common functionality, such as hierarchy-level management and

aggregation of metrics between nodes. The combined functionality results in workloads executing on infrastructure nodes. In the following sections,

we briefly describe the MA and detail our proposal, which is in the form of an MF.

4.1 Management algorithm

In our previous work,5 we have shown MAs are widely covered in the literature, and drive the decision-making process in cloud systems adaptation.

Several analytical techniques are used, including Control Theory, Heuristics, and Machine Learning. Cloud systems adaptation needs to be invoked

to evaluate the infrastructure and determine whether resource reconfiguration is required. The approaches used in the literature fall into a reactive

and proactive engagement. Reactive approaches invoke adaptation at defined time intervals or when a monitored metric, for example, CPU utiliza-

tion, reaches a specific threshold. Proactive approaches predict what demands will be placed on the infrastructure and invoke adaptation ahead of

the predicted resource contention point. The MA assigns resources in the infrastructure and regularly assesses the satisfaction of such assignments

in achieving a given SLA. The frequency of this assessment is influenced by the time complexity of the algorithm; the lower the complexity, the more

frequently the algorithm can be executed. Our proposed architecture enables the MA to run more frequently, which opens the opportunity to apply

adaptation of the infrastructure more frequently and could lead to a more optimal assignment of resources.

4.2 Management framework

The MF provides common utilities that enable the MA to execute, including a mechanism to propagate node state, and a decision engine architecture

that may be centralized, hierarchical or decentralized. The MF is the focus of our work in this paper.

The architecture of our proposed framework SHDF, as shown in Figure 1, consists of hybrid hierarchical decentralized controllers operating at

different scopes. On the lowest level, every node in the infrastructure contains a NC, which dynamically adjusts resource configurations to satisfy

VM demands on each node, shown as a node in Figure 1. A collection of NCs form a cluster of nodes. Each NC cooperates with a LN, which is a higher

level controller for all the NCs within a given cluster. Unique to our proposal, the NCs within each cluster are divided into logical groups, called

overlays, where a NC cooperates with other NCs within the same overlay. Each NC exists in only one overlay and one cluster. The size and method for

constructing an overlay are configurable. This hybrid hierarchical decentralized approach enables nodes to cooperate, and thus obtain the benefit

of decentralized architectures. Additionally, the hierarchical element of our proposal enables a cluster wide view to consolidating VMs.

Unique to our approach, the LN operates as a normal node within the infrastructure in addition to its management responsibility toward the

cluster. At the highest level, the Data Center Controller (DC) manages the controllers one level below it.
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F I G U R E 1 Scalable hierarchical decentralized framework escalation architecture

SHDF attempts to service resource requests at the lowest local level possible, to reduce the overhead of servicing the request39 and to reduce

the performance impact of migrating VMs across cluster boundaries.40 The proposed MF provides mechanisms for migration and additional con-

straints can be provided by the chosen MA. An example constraint could be to perform a cost benefit analysis and only perform the VM migration

when the additional energy consumption is lower than the SLA violation.

The following subsections describe the components of SHDF and the functionality it provides to the MA.

4.2.1 Overlay management

Execution nodes operate in a decentralized way within the boundary of a cluster and are organized in multiple overlays. An overlay is a fundamen-

tal concept to reliable multicast, as it abstracts the details of the underlying physical network by building a virtual network on top of it, which can

be seen as a graph that represents the links between nodes. To construct overlays, typically two main approaches exist:41 structured and unstruc-

tured protocols. Structured approaches tend to be efficient in terms of the number of links. However, they are sensitive to node failure, because the

overlay structure takes into account metrics such as latency or bandwidth, and upon node failure, the structure needs to be rebuilt. In unstructured

approaches, links are established randomly among the nodes. To ensure overlay stability, multiple links are established. However, this can cause

nodes to receive multiple copies of a given message through its different neighbors.

SHDF is closer to structured approaches,42 where the overlay is constructed to span a subset of a cluster, and by definition is layered on a

physical structure of nodes. This solves the proximity challenge in structured approaches, without needing to associate latency metrics with each

of the overlay links. When a new node is added to the infrastructure, it gets added to a cluster and assigned an overlay. SHDF enables the MA to

determine where a new node is added. When a node is added to an overlay, it receives details of neighboring nodes from the same overlay, through

the data dissemination mechanism described below.

4.2.2 Data dissemination

In centralized and hierarchical architectures, a central component receives state updates from all the nodes under its management to enable the

MA to adapt the infrastructure. SHDF removes this dependency and enables the nodes to exchange their state within an overlay. Each node holds

a local cache of the state of other nodes in the overlay, and to populate this cache, nodes exchange state messages. A node selects another node at

random from the overlay and exchanges its view of the overlay. We used a pull and push gossip approach, where node x sends new state updates to

node y, and retrieves new states updates at node y. A new node state takes O(log N) rounds to reach all nodes, where N is the number of nodes in

the overlay.43 A gossip round completes when every node has initiated an exchange exactly once. The local cache within each node allows the MA to

perform VM migration to other nodes within the overlay and allows the LN to perform VM consolidation across the cluster.

Similar to Reference 44, a NC regularly exchanges state with other NCs and holds a cache of free capacity of other cooperating controllers in

the same overlay, shown in Table 1. The gossiping algorithm is shown in Algorithm 1. We enhance this further and make nodes gossip when there
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TA B L E 1 Exchanged data between overlay nodes

Field Description

NodeID The ID of the node, data belongs to

VMSize[NumberAvailable] number of predefined VM sizes that can be hosted on this node

TimeStamp Time stamp for captured metrics

Algorithm 1. stateExchange@Node

1: procedure EXCHANGESTATE(localState)

2: overlay ← getOverlayMembers - thisNode

3: randomMember ← random(overlay)

4: remoteState ← randomMember.gossip(localState)

5: for i in remoteState do

6: remote ← remoteState[i].timeStamp

7: local ← localState[i].timeStamp

8: if remote>local then

9: localState[i] ← remoteState[i]
10: end if

11: end for

12: end procedure

13: procedure GOSSIP(remoteState)

14: respond to caller ← getLocalSate

15: receivedState ← remoteState

16: for i in receivedState do

17: recived ← receivedState[i].timeStamp

18: local ← localState[i].timeStamp

19: if received>local then

20: localState[i] ← receivedState[i]
21: end if

22: end for

23: end procedure

is a state change such as inward migration, or a node is being shut down. Each node will keep the latest metrics seen, and every time exchange of

state occurs the timestamp is used to decide if each exchanged entry is later than any existing entries. If it is, the node’s internal state is updated,

otherwise, the data exchanged is discarded. The MA running on each node can use these metrics to enable nodes to cooperate in resource allocation

requests, which will be described later.

As in Figure 2, the LN is an ordinary node and will exchange its state. The LN is a member of all the overlays in the cluster, and

will receive state exchanges from all the nodes within the cluster. To restrict the view of a node and reduce redundancy of state man-

agement, when a node gossips with the LN, it will only receive state updates from its overlay and not from other overlays the LN knows

about.

The LN sends aggregated metrics for all the nodes within its cluster, to other cooperating controllers. The LN participates in an overlay with

other LNs, in a similar way to NCs, and it can exchange aggregated metric data. The parent controller to the LN is always included in each LN overlay,

resulting in state exchanges between the LN in an overlay and the DC controller, in a similar way to the exchanges between a LN and a NC, as shown

in Figure 3, resulting in an aggregated view of the whole infrastructure at the DC controller level. This exchanged state data is then used during

adaptation actions, which we describe in detail in the VM Migration section.

For the gossip protocol, the exchange frequency and fan out values influence propagation speed and reliability. The fan out value determines

the number of times a new state is exchanged by a node. For example, when a node receives an update and the fan out value is 2, the node will

exchange this newly received state in the next 2 cycles of the gossip protocol. Through experimentation, we chose a fanout value of 2 as a tradeoff

of bandwidth consumption with propagation speed.
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F I G U R E 2 A gossip cycle, within a cluster

F I G U R E 3 Lead node overlays

4.2.3 Controller functionality–VM migration

When a node cannot satisfy the demands of the VMs it hosts, it starts an escalation process that aims to resolve the request at the lowest pos-

sible level. The MA running on the stressed node and the LN cooperate to resolve the escalated VM migration, by using our provided framework

mechanisms.

Table 2 shows the available methods to support migration and escalation of a VM. SHDF uses different methods to migrate within the overlay

and escalate outside it. As shown in Figure 4 and Algorithm 2, when a NC needs to perform a migration, it attempts to service this through a series

of escalation steps. The process starts within the NC’s overlay by sending a request to other nodes within the same overlay (step 1), by using the

accumulated metrics of other nodes. If a target node is available and accepts the migration request, then the migration process completes for this

cycle. If the selected target node does not accept, other nodes within the overlay are attempted until no further options are available within the

overlay. If a target is not available within the overlay, the stressed NC escalates the VM migration request to the LN (step 2), and the MA running

on the LN can query the cluster records from all the overlays, which has state data from all nodes in the cluster, to find a suitable node to house an

escalated VM. If the LN locates a target within the cluster, the migration request is forwarded (Step 3). If this does not succeed, then other nodes

within the cluster are attempted, in a similar way to the overlay step. If the LN cannot find a suitable target for the migration within the cluster, it

will use its knowledge of other available clusters, through participation in the LNs overlays, to forward the migration request to another LN (Step 4).

This target LN will repeat the process performed by the forwarding LN, and attempt nodes within this cluster (step 5). If a suitable target is found
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TA B L E 2 Controller functionality for Migration of virtual machines

Method Source Destination

Migrate VM Node Node

Escalate VM Node LN

Place escalated VM LN Node

Escalate VM LN LN

Escalate VM LN DC Controller

Place escalated VM DC controller LN

Abbreviations: DC, data center controller; LN, lead node; VM, virtual machine.

F I G U R E 4 VM migration and escalation process

the process competes. If the LN in step 4 cannot find a target, the request is rejected back to the forwarding LN, which will attempt other LNs in its

overlay. If a suitable target is found through another LN, the process completes. If this fails to find a suitable target, the request is escalated to the

DC Controllers (step 6). The DC has a view of the entire infrastructure and can forward the request to other LNs (step 7), which the original LN does

not cooperate with. This recipient LN will repeat the process carried out by other LNs in the escalation chain (step 8), and if a target is found the

process completes. If a target is not found, the recent LN will reject the request back to the DC controller (step 9). The DC controller will attempt

other LNs, which have not already been tired, until a target is found or all LNs have been attempted. If a target is not found then the infrastructure

is highly stressed and the request is rejected back to the original escalating NC. In each of these escalation phases, the MA uses data from the data

dissemination to decide on the list of targets to forward a request to.

As requests progress through the escalation process, they are assigned an increasing priority, which can be used by the MA in the

decision-making process. For example, the MA may choose to prioritize finding a host for an escalated VM compared to a new VM placement.

4.2.4 Controller functionality - Consolidation

At configurable time intervals, 1 h by default, each of the management controllers, and LNs can invoke a consolidation process where the MA can

examine the state of the infrastructure and for every node under its management, decide to:

• Migrate some VMs from a node,

• Migrate all VMs off a node and switch the node off, or

• Make no change.
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HUMMAIDA ET AL. 9 of 21

Algorithm 2. migrateVM@Node

1: procedure MIGRATEVM(localState)

2: isStressed ← isNodeStressed(localState)

3: if isStressed then

4: targets ← validOverlayTargets

5: vmToMigrate ← MA.orderVMs

6: targetNode ← MA.findTargetNode(targets, vm)
7: if targetNode == valid then

8: invalidateTarget

9: migrate(vm, targetNode)

10: else

11: esclateToLead(vm)

12: end if

13: end if

14: end procedure

15: procedure ESCLATETOLEAD(vm)

16: targetNodes ← validClusterMembers - sendingOverlay

17: targetNode ← MA.findTargetNode(targetNodes, vm)
18: if targetNode≠ null then

19: invalidateTarget

20: migrate(vm, targetNode)

21: else

22: potentialClusters ← ClustersInOverlay - sendingCluster

23: targetCluster ← findTargetCluster(potentialClusters,VM)
24: if targetCluster≠ null then

25: targetCluster.esclateToLead(VM)

26: else

27: esclateToDataCentreController (vm)

28: end if

29: end if

30: end procedure

31: procedure ESCLATETODATACENTRECONTROLLER(vm)

32: potentialClusters ← allClusters - sendingCluster

33: targetCluster ← getAvailableCluster(potentialClusters)

34: targetCluster.esclateToLead(vm)

35: end procedure

The advantage of SHDF is it allows the nodes to primarily operate in a decentralized manner for time-sensitive operations such as VM migra-

tions, which could improve SLA violation metrics. For non-time-sensitive operations like VM placement and consolidation, SHDF enables the running

of time complex algorithms across parts of the infrastructure or even the whole infrastructure. Compared to typical decentralized approaches,31,32

this will enable the MA to have a more comprehensive view of the infrastructure during these operations, leading to opportunities for more optimal

VM migration.

The consolidation process starts by marking all active nodes that have no running VMs for shutdown. It then excludes nodes that

have incoming migrations. The remaining under-utilized nodes become a possible source for migration of VMs, with partially utilized nodes

becoming target nodes. The process proceeds to select VMs from under-utilized nodes, and to avoid conflict a source is never used as a

target node.

Consolidation of VMs into fewer nodes is a complex process, that aims to conserve energy consumption. However, there are other consider-

ations including ensuring the reliability of the consolidation process. In our work, we assume consolidation can be performed with no reliability

constraints, as this is outside the scope of this paper.
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10 of 21 HUMMAIDA ET AL.

5 EXPERIMENT SETUP AND EVALUATION

In our experiments, we evaluate the Quality of Service (QOS) metrics of our proposed hybrid architecture approach versus centralized, hierarchical

and decentralized architectures, with varying workloads and VM configurations. There is an abundance of MAs in the literature that have been

implemented using a centralized architecture, and we discuss these in more detail in subsequent sections. We use the same MAs in our comparison

of the different approaches, and in doing so we focus the evaluation on the architecture.

We used simulation to facilitate the rapid development of experiments in large data centers. We selected DCSim45 because of its extensibility

and an existing implementation of a centralized architecture, allowing us to create a baseline comparison for our proposed MF. We additionally

implemented 8 MAs, detailed later in this section.

We instantiate SHDF with three levels of controllers, running on the root of the data center (DC Controller), the cluster manager (LN), and leaf

nodes (NC).

5.1 Simulator setup

DCSim allows a VM to use more CPU than reserved, up to an amount that does not impact other VMs. Like,27 we use a CPU utilization threshold of

90% for high, indicating stress level, and we used 60% for low, indicating low utilization.

In DCSim, an application is modeled as an interactive multitiered web application. Each application has a specified client think time, a workload

component and a request service time, which is the amount of time required to process each incoming request. The workload defines the current

number of clients connected to the application, which can change at discrete points in the simulation based on a trace file. The resource requirements

are defined in terms of the expected amount of CPU, memory, bandwidth, and storage. DCSim treats bandwidth and storage as fixed requirements,

however, CPU requirements can be varied across the simulation based on the VM demands. DCSim applies a cost to VM migration including the

time taken for migration, as a function of memory consumed by a VM, and factors in the bandwidth required for the VM migration on the hosting

node. Additionally, the boot time of a switched off node has an elapsed time cost. The time taken to switch on a node for migration is reflected in the

period the VM is in a stressed state, and therefore the SLA achieved by a VM. Due to the complexities of building accurate power models, we focus

our investigation on scalability metrics.

Live VM migration is a complex process and has been researched widely.46 In our work, we assume VM migration can be carried out reliably and

with no interruptions, and we do not cater for scheduling the order of VMs during migrations, as it is outside the scope of this paper.

Each experiment is run to simulate 24 h of elapsed time and each simulated application contains a workload trace from the public traces

included in DCSim. The simulation is designed to instantiate a certain number of VMs per hour, where each VM will run one of the public traces in a

round-robin approach. For example, when 1000 VMs are created per hour and five traces are used, 200 VMs will use one of the traces. Each trace

sets the size of incoming traffic to a VM and typically changes every 5 min. As the round-robin approach is used in the experiments for each MA and

MF evaluation, we assume this is a valid method to instantiate the VMs. Each VM runs for 10 h before shutting down.

DCSim tracks the energy consumption of each node in the infrastructure. Each node has an energy model that defines how much energy it

consumes given its current CPU utilization. DCSim uses the SPECpower benchmark data47 to build a table of energy consumption at each CPU

utilization level. DCSim uses these values and calculates intermediary values using linear interpolation.

5.2 Workload, SLA violations and energy model

We run the experiments at a load that requires more than 70% of the CPU resources of active nodes. Each experiment is run to simulate 24 h of

elapsed time and each simulated application contains a workload trace based on the number of incoming requests to web servers from publicly

available traces. We used the following traces included with DCSim: Google 1, Google 3, EPA, and Clarknet. Figure 5 shows the normalized shape of

the workload requests for each of these traces. We create VMs with different cores and RAM configurations, as shown in Table 3. DCSim can track

total energy consumption within the data center, by mapping CPU utilization of a node to a defined energy consumption amount, and tracking this

accumulatively for all nodes.

5.3 Compared MAs

To evaluate our proposed architecture, we build on the work in Mann48 and implemented similar MAs within DCSim.

Common dimensions that determine how these MAs operate are: (1) Overload detection mechanism, which is how the MA decides a node is at

a utilization point that could impact a metric such as SLA; (2) VM Selection, which is the mechanism used to select the VM to be migrated; (3) Node
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HUMMAIDA ET AL. 11 of 21

F I G U R E 5 Traces used

TA B L E 3 Experiment configuration

Config Config options Base config

VM Core (MHz) 1000, 1300, 2500 Round Robin (1000, 1300, 2500)

Node capacity (MHz) 3000 3000

Number of cores 1,2 Round Robin (1,2)

VM memory (MBs) 1024,2048 Round Robin (1024, 2048)

Workload clarknet, EPA, Google 1, Google 3 Round Robin (clarknet, EPA, Google 1, Google 3)

Number of nodes 1000, 2000,3000, 4000, 5000 1000

Node stress check frequency 2 min 2 min

Application service time 0.2 s 0.2 s
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12 of 21 HUMMAIDA ET AL.

TA B L E 4 Dimensions of policies

MA identifier Management algorithm

Dimension

Stress detection VM selection Node selection

P1 Lago49 Local Regression Not specified Highest energy efficiency (plus further rules

for tie-breaking)

P2 Guazzone50 Highest CPU load Highest free CPU capacity (plus further

rules)

P3 Demand Risk51 VMs of the most loaded PM Lowest demand satisfaction

P4 Shi Absloute52,52 Highest CPU load on the PM with lowest

absolute capacity

Highest absolute capacity

P5 Shi Percentage52 Highest CPU load on the PM with lowest

utilization ratio

Highest utilization ratio

P6 Chowdhury53 Highest CPU load Highest increase in energy consumption

P7 Beloglazov54 Highest CPU load Smallest increase in energy consumption

P8 Tighe45 VMs that bring load to below stress From partially utilized, under utilized, empty

nodes

Selection, which is the approach used to select the target node for MV migration. Table 4 shows these dimensions for each of the compared algorithms.

The following are the management algorithms used in our experiments.

P149 uses a set of rules for selecting the next node for a VM migration. No rules are specified for selecting a VM for migration within the node,

and in our implementation, we use the highest CPU utilization for VM migration. P250 used a best-fit-decreasing heuristic, and in case of a tie,

target nodes are chosen in increasing order of idle energy consumption. P351 selects a target node based on historic workload data, and attempts to

achieve the smallest risk of demand dissatisfaction using a scoring mechanism named demand risk. Shi52 evaluated multiple algorithms, and similar

to Reference 48, we used the AbsoluteCapacity (P4) and PercentageUtil (P5). In both algorithms, source nodes are sorted according to utilization

and capacity, and then the algorithms iteratively attempt to free the smallest node by trying to migrate its VMs to the biggest nodes. P653 created

a Modified Worst Fit Decreasing VM Placement, in which target node selection favors nodes with the highest increase in energy consumption. The

authors argue the counterintuitive approach has merits over the best-fit heuristic. P754 aims to remove VMs from overloaded nodes and removes

VMs from underloaded nodes so that they can be switched off. Stress detection uses Local Regression to decide on loads that are overloaded. Once a

node is deemed overloaded a VM is selected using the highest CPU utilization. Targeting node selection uses a Modified Best Fit Decreasing approach

to migrate a VM. P845 selects VMs that reduce the node stress as candidates for migration, and order candidate target nodes based on partially

utilized, under-utilized and empty nodes.

5.4 Compared MFs

We evaluate our proposed hybrid hierarchical decentralized architecture against centralized, hierarchical and decentralized architectures.

The centralized approach45 has a single central decision-making component for VM migration. This controller receives state information from

all of the nodes periodically, and at regular intervals invokes an adaption process that checks for stressed nodes and attempts to migrate VMs from

stressed nodes to other available nodes within the data center.

The hierarchical27 approach distributes the decision-making to multiple controllers: a central data center controller, a cluster controller and a

rack controller. The rack controller receives state information from all of the nodes it houses and at regular intervals invokes an adaption process,

which checks for stressed nodes and attempts to migrate VMs from stressed nodes. The migration process has some similarities to our escalation

process where the rack controller will first find target nodes within the rack. If this fails, the rack controller will forward the migration request to

the cluster controller. If this fails, the Cluster controller will forward the migration request to the DC, which can forward it to other clusters in the

data center.

The approach in Reference 35 decentralizes the decision-making to individual nodes, which cooperate with other nodes to perform VM migra-

tion. Each node does not hold state information about other nodes in the infrastructure, and when a node becomes stressed, it broadcasts a migration

request to the whole infrastructure and waits for replies. At the end of the waiting period, the node processes the offers it received and chooses to

accept one or power on a new node.
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HUMMAIDA ET AL. 13 of 21

5.5 Modeling the impact of centralized decision-making

DCSim45 applies a migration cost once a VM is selected for migration, by adding additional time to complete the migration based on the amount

of memory used by the VM. However, DCSim does not account for the time it takes to execute the decision-making process or the impact of such

time. The length of the decision-making process impacts stressed nodes by increasing the amount of time the node stays stressed. In a centralized

architecture, all nodes are used as input into the decision-making process. Therefore, the execution of decision-making could get progressively

higher, as the number of managed nodes increases.

To capture the cost of the decision-making, we extend DCSim to measure the amount of time during decision-making, and add this time to the

VM migration duration. As the decision-making execution time varies based on the MA and the hardware it is running on, we add a configurable

scaling factor that can be applied to the measured execution time.

5.6 Data center

Our experiments use nodes model ed as ProLiant DL380 G5 Quad Core,55 with 2 dual-core 3GHz CPUs and 16GB of memory. The number of nodes

used is specified in each of the experiments, with a minimum of 1000 nodes. We assume that the data center supports live VM migration, as this

technique is currently supported by most major hypervisor technologies, such as VMware56 or Xen.57

To minimize the number of variables in our experiments, we chose to keep a homogeneous infrastructure. The various parameters used in our

evaluation are outlined in Table 3.

5.7 Evaluation

Our goal is to demonstrate improved QOS metrics compared to centralized, hierarchical and decentralized architectures, and we evaluate these by

examining the following metrics: SLA violations, Energy consumption and Total Migration Traffic.

Simulated applications are modeled as an interactive web server, running inside a VM. SLA Violations are the instances when the allocated CPU

is less than the requested CPU. Total Migration traffic is the amount of additional data that passes through the network due to VM migration.

We evaluate all architectures under varying scenarios to understand the impact on our chosen metrics. Initially, we evaluate a mixed workload

scenario to represent the varying workloads deployed in data centers. To understand the impact of specific workloads, we evaluate these individually.

We additionally examine scalability and how the approaches cope with the dynamic arrival rate of new workload.

5.7.1 No adaptation

In this experiment, we used a combined workload of all traces in a Round-robin approach, where each created VM uses a different workload trace.

We used the centralized architecture with 1000 homogenous nodes and no adaptation is invoked. When a node becomes stressed, it remains

stressed for the remainder of the experiment, and Table 5 shows the results.

5.7.2 Mixed workload assessment

In this experiment, we used a combined workload of all traces in a Round robin approach, where each created VM uses a different work-

load trace, in a deterministic order. The mixed workload simulates different workloads that could be experienced in a data center. The work-

load arrival rate is the frequency that new application placement requests arrive at the data center. For this experiment, we use an arrival

rate of 90 new applications per hour, with each application running for 10 h before shutting down. The experiment simulates 24 h of elapsed

time. We use 1000 nodes and the base configuration in Table 3. We captured metrics for SLA violation, energy consumption and the total

migration traffic.

TA B L E 5 No adaptation metrics

Number of service level agreement violations Energy consumption (KWh)

27,053 1745.51
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14 of 21 HUMMAIDA ET AL.

F I G U R E 6 Service level agreement (SLA) violation instances when demand> allocation, (A) P1–P4; (B) SLA Violations P5–P8

F I G U R E 7 Energy consumption. (A) P3; (B) P7

The SLA violation results using the eight MAs are shown on Figure 6, and to aid readability we display MAs (P1 to P4) on Figure 6A and MAs P5

to P8 on Figure 6B .

The hybrid architecture achieved lower SLA violation using all MAs, compared to other architectures, with to 29%, 26%, and 321% against the

decentralized, hierarchical, and centralized approaches, respectively, for the P3 MA. Examining the performance of the MAs, P3 and P7 performed

best overall across the different approaches. A contributing factor to the lower numbers of SLA violations in the hybrid architecture is each target

node autonomously accepts incoming VM migration requests based on the current state of the node. In contrast, the centralized and hierarchical

architectures use the last seen state collected at an earlier point in time. This could result in target nodes accepting VMs when in a stressed state.

When this occurs, it will trigger an additional subsequent migration, which increases the length of time the VM is not receiving the required CPU

demand, leading to higher SLA violations. As the centralized architecture uses a single decision making point, it takes longer to make decisions, and

it is unsurprising it has the highest number of SLA violations compared to all the other approaches. The decentralized approach relies on broad-

cast cooperation for VM migration and thus has a slower decision-making process compared to the hybrid architecture, which keeps a state of

cooperating nodes within an overlay.

Compared to the No adaptation experiment, all architectures reduced SLA violations. Additionally, adaptation conserved energy even though

it can switch on nodes to perform the migration, as the consolidation process can switch nodes off and conserve energy. Adaptation achieved

an improvement in energy consumption of up to 128.8%, 16.7%, 28.1%, and 141.9% for the hybrid, decentralized, hierarchical, and centralized

approaches.

The decentralized approach does not keep a local state and needs to wait on broadcast replies to make a migration and consolidation decision.

Additionally, the decentralized approach keeps nodes switched on, Figure 7, before they are consolidated and switched off, and thus consumes more

energy compared to all other approaches. An advantage of this additional energy consumption is the migrations will not wait for nodes to boot

up, compared to the other approaches. This aids the decentralized approach in achieving its SLA violation performance. The Hybrid architecture

had a strong performance with a mean difference of 47% and 16.1% lower energy consumption compared to the decentralized and hierarchical

approaches, respectively. The Hybrid approach had a similar energy consumption profile to the centralized approach.
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HUMMAIDA ET AL. 15 of 21

F I G U R E 8 Migration traffic (GB). (A) P3; (B) P7

Examining the migration traffic, shown in Figure 8, the decentralized approach performs a lower number of migrations, as it has to wait to

receive offers for advertised migrations and thus consumes less migration traffic. In contrast, the hierarchical approach performs more migrations

to archive its SLA violation performance and carries out more migrations than the Hybrid and decentralized approaches.

The hybrid architecture, by design, uses an escalating level of migrations, starting within the overlay, then within the cluster and then to other

clusters. The hybrid architecture averaged 97.8% of migrations within the same overlay and the hierarchical averaged 85.5% of migrations within the

same rack. Therefore, the hybrid approach reduces the migration distance, which reduces the impact of VM migration.58 In contrast, the centralized

and decentralized approaches had no awareness of target node proximity and could choose a target node further away from the source node.

To examine the impact of migration instability,42,59,60 a VM being migrated several times during its lifetime, we choose a high-performing MA,

P3. Figure 9 shows VM migration buckets, representing VMs being migrated exactly once, twice, etc, and the migration count in each bucket.

The P3 MA under the hybrid architecture had 23 occurrences of a VM being migrated exactly four times, compared to 272 times in the central-

ized architecture and 133 in the hierarchical. The decentralized performed fewer migrations due to the dependency on the broadcasting mechanism.

The majority of VMs are migrated once in all architectures. However, the centralized and hierarchical architectures experience higher VM migration

instability, with more VMs being migrated twice or more (cumulative sum of bucket 2 and above), and in the centralized and hierarchical architectures

the worst affected VM was migrated 15 times, compared to seven times in the hybrid architecture.

Another factor influencing higher SLAs in the centralized architecture is the execution time of the decision making process. When a node

becomes stressed in the hybrid architecture, the node searches for a target migration node in a smaller search space, starting within the overlay,

compared to the global search space in the centralized architecture, and can identify a target quicker. As the number of nodes increases, the differ-

ence in search space becomes more pronounced. The longer it takes to find a target node, the longer a VM is in a stressed state and thus incurs SLA

violations. The hybrid architecture will typically search a fixed number of nodes in the overlay and achieve lower SLA violations.

In summary, the hybrid architecture was able to achieve improved metrics compared to the other approaches, with lower SLA violations,

comparable or lower energy consumption and lower total migration traffic.

5.7.3 Workload impact

To investigate the impact of workload further, we use the individual workloads from the previous experiment and evaluate them individually. For this

experiment, we use an arrival rate of 90 new applications per hour, with each application running for 10 h before shutting down. The experiment

simulated 24 h of elapsed time. We use the base configuration in Table 3.

The results for the Google 1 workload are shown in Figure 10 and show the effect on SLA violations and energy consumption. We chose the best

performing MAs from the previous experiment, P3 and P7. This workload has an average of 0.74 normalized load and thus high stress. The hybrid

approach outperformed other approaches by 118%, 28.5%, and 428.7% for the decentralized, hierarchical, and centralized, respectively (P3 MA).

The hybrid approach performs even better on this workload, compared to the mixed workload, indicating that more stressful workloads benefit

from the speed of the decision making process in the hybrid approach.

Examining the energy consumption, the hybrid approach consumes 6% and 1% more energy compared to the hierarchical and centralized

approaches, respectively, for the P3 MA, as shown in Figure 10B. This is due to the faster decision making process in the hybrid, and is offset by the

significantly better SLA violation performance, in Figure 10A.

The results for the Google 3 workload are shown in Figure 11, and show the effect on SLA violations and energy consumption. This workload

has an average of 0.83 normalized load and is the highest workload stress we have evaluated. The hybrid approach outperformed other approaches
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16 of 21 HUMMAIDA ET AL.

F I G U R E 9 Migration buckets for MA P3. (A) Hybrid; (B) decentralized; (C) hierarchical; (D) centralized

F I G U R E 10 Google 1 workload evaluation. (A) Service level agreement violations; (B) Energy consumption

by 434%, 92.%, and 796% for the decentralized, hierarchical, and centralized, respectively (P3 MA). The hybrid approach performs even better on

this workload, compared to the mixed workload, indicating that more stressful workloads benefit from the speed of the decision-making process in

the hybrid approach.

The Clarknet workload has an average of 0.31 normalized workload and exhibits lower average stress than the Google 1 and Google 3 workloads.

The results for SLA violations and Energy consumption are shown in Figure 12. The hybrid approach achieves lower SLA violations compared to the

hierarchical and centralized approaches, but not against the decentralized approach, which has nodes switched on by default to satisfy the work-

load demands. This results in the decentralized consuming 72%, 67%, and 79% more energy compared to the hybrid, centralized, and hierarchical

approaches, respectively, for the P7 MA. However, for the P3 MA, the decentralized approach was able to achieve the lowest SLA violations and

least energy consumption for this workload.
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F I G U R E 11 Google 3 workload evaluation. (A) Service level agreement violations; (B)energy consumption

F I G U R E 12 Carknet workload: (A) Service level agreement violations; (B) energy consumption

F I G U R E 13 EPA workload: (A) Service level agreement violations; (B) energy consumption

The EPA workload has an average of 0.24 normalized workload and exhibits lower average stress compared to the Google 1 and Google 3

workloads. The results for SLA violations and Energy consumption are shown in Figure 13. Similar to the Clarknet workload, the hybrid approach

achieves lower SLA violations compared to the hierarchical and centralized approaches, but not against the decentralized approach, which has

nodes switched on by default to satisfy the workload demands. In contrast, the decentralized P3 MA has consumed 209%, 219% and 331% more

energy compared to the hybrid, centralized and hierarchical approaches respectively. A similar effect occurred on the decentralized P7 MA, which

achieved the lowest SLA violations out of all the approaches, but used 163%, 200%, and 189% more energy compared to the hybrid, hierarchical,

and centralized, respectively.

Examining the results of the individual workloads, we conclude that on stressful workloads (Google 1/Google 3) hierarchical-based approaches

(hybrid/hierarchical) can provide rapid decision-making, which leads to improved SLA violation performance compared to the decentralized and
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centralized approaches. In contrast, on low stress workloads (EPA/Clarknet) the decentralized approach with more nodes switched on can achieve

lower SLA violation, trading this with significant energy consumption. The hybrid approach can achieve a balanced SLA violation performance and

energy consumption tradeoff.

5.7.4 Dynamic arrival

Up to this point, we have evaluated the approaches using a steady arrival rate. To understand the impact of rapid and sharp arrival rates, we examine

two scenarios, as shown in Figure 14. In the first scenario (A), there is a small and steady flow of new VM creation requests, followed by a single

sharp increase in the number of VM creation requests that persists for several hours, followed by a return to the previous small steady number of

VM creation requests. The second scenario (B), is similar to the first scenario but with two sharp increases in the arrival rate of new VM creations.

Each application runs for 10 h before shutting down. We use the P3 MA and Google 3 trace. The experiment simulates 24 h of elapsed time, and we

use the base configuration in Table 3.

The high arrival rate of VMs on the infrastructure, as each VM runs the Google 3 workload, increases the VMs that begin to experience a stressed

state where they do not deliver the requested CPU demand, and thus enter SLA violation. The results are shown in Figure 15, and show that the dis-

tributed approaches (decentralized, hybrid, and hierarchical) outperform the centralized approach. The hybrid approach has a rapid decision-making

process and was able to achieve the lowest SLA violations compared to the other approaches. The hierarchical approach and decentralized approach

had comparable performance. The disadvantage of the broadcasting mechanism was countered by nodes being switched on in the decentralized

approach. In the two spike scenario, the decentralized lagged in the first spike but was able to switch on additional nodes to outperform the hierar-

chical approach on the second spike. It achieved this at the cost of energy consumption, utilizing 42%, 55%, and 72% more energy compared to the

hybrid, hierarchical, and centralized, respectively.

F I G U R E 14 Arrival rate patterns

F I G U R E 15 High spike in arrival rate: (A) 1 spike; (B) 2 spikes
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F I G U R E 16 Scalability evaluation: (A) Service level agreement violations; (B) energy consumption

5.7.5 Scalability

To evaluate how the approaches scale, we use the most stressful workload, Google 3, and maintain the stress ratio for each node, by increasing the

load and the number of nodes in the data center. Similar to other experiments, we simulate 24 h, and we use the P3 MA; the results are shown in

Figure 16.

The hybrid approach maintains its SLA performance as more nodes and VMs are added to the data center, with lower SLA violations than all

other approaches. The hierarchical approach initially outperforms the decentralized in SLA violations, but the latter catches up at 5000 nodes. The

decentralized trades its SLA violation performance for energy consumption, using 65.1% more energy compared to the hierarchical approach (5000

nodes). As expected, the distributed approaches outperform the centralized approach.

6 CONCLUSIONS

In this paper, we have presented a scalable architecture for managing cloud resources, that combines the benefits of both the hier-

archical and decentralized approaches in a hybrid manner. Our escalation approach attempts to service resource requests at the low-

est local level possible, to reduce the overhead of servicing the request. We demonstrated empirically that our proposed architecture

achieves significantly improved QOS metrics compared to centralized, hierarchical and decentralized architectures, particularly in high stress

workloads.

In the hybrid architecture, nodes are autonomous and decide when to accept migration requests, and are typically less stressed compared to

nodes in the evaluated architectures. This results in lower VM migration instability and enables more opportunities for VM consolidations. We have

shown these factors lead to lower SLA violations and less migration traffic when combined with a variety of MAs from the literature, and the hybrid

architecture retains the benefits of the hierarchical and decentralized approaches.

In the future, we plan to continue investigating resource allocation decision-making, by implementing and incorporating a MA that can take

further advantage of the specific feature features of the hybrid architecture.
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