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Abstract
This is an introductory text to a collection of selected papers from the Joint Workshop on the Quantum
Information Technologies and Edge Computing (QuaInT & doors 2021) which were held in Zhytomyr,
Ukraine, on the April 11, 2021. It consists of short summaries of selected papers and some observations
about the events.
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1. Introduction

1.1. QuaInT 2021: At a glance

Quantum Information Technologies (QuaInT) is a peer-reviewed international workshop in-
terdisciplinary between Computer Science, Physics and Mathematics, focusing on research
advances and applications of quantum information science and technology.

QuaInT topics of interest (inspired by [1, 2, 3, 4, 5, 6]):

• Annealing-based computing

• Cloud-based quantum computing

• Quantum information science education
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• Quantum machine learning

• Quantum algorithms

• Quantum coding theory

• Quantum communication

• Quantum complexity theory

• Quantum computing models

• Quantum cryptography

• Quantum finance

• Quantum image processing

• Quantum information processing

• Quantum intelligent systems

• Quantum optimization

• Quantum programming

• Quantum software engineering

• Quantum simulation

• Quantum and probability logic

Figure 1: QuaInT 2021 logo

The first part of this volume represents the
proceedings of the Workshop on the Quantum
Information Technologies (QuaInT 2021), held
in Zhytomyr, Ukraine, on April 11, 2021 (fig-
ure 2). It comprises 1 contributed paper ([7])
that was carefully peer-reviewed and selected
from 4 submissions (https://notso.easyscience.
education/quaint/2021/). Each submission was reviewed by at least 3, and on the average 3.25,
program committee members. The accepted paper present the state-of-the-art overview of
successful cases and provides guidelines for future research.

1.2. QuaInT 2021 Program Committee

• Gustavo Banegas, INRIA, France

• Wei Chen, University of Science and Technology of China, China

• Sebastian Feld, Delft University of Technology, Netherlands
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Figure 2: Joint workshop opening

• Kamil Khadiev, Kazan Federal University, Russia

• Andrey Kupin, Kryvyi Rih National University, Ukraine

• Gyu Myoung Lee, Liverpool John Moores University, United Kingdom

• Claudia Linnhoff-Popien, Ludwig-Maximilians-Universität, Germany

• Orken Mamyrbayev, Institute of Information and Computational Technologies, Kaza-
khstan

• Bongkyo Moon, Dongguk University, Korea

• Serhiy Semerikov, Kryvyi Rih State Pedagogical University, Ukraine

Additional reviewers:

• Pawel Caban, University of Lodz, Poland

• Oleksandr Kolgatin, Simon Kuznets Kharkiv National University of Economics, Ukraine

• Xiongfeng Ma, Tsinghua University, China

• Natalia Moiseienko, Kryvyi Rih State Pedagogical University, Ukraine

• Oleg Pursky, Kyiv National University of Trade and Economics, Ukraine

• Andrii Striuk, Kryvyi Rih National University, Ukraine
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1.3. doors 2021: At a glance

Peter the Great hacked through a
window to Europe. We use doors.

Edge Computing Workshop (doors) is a peer-reviewed international Computer Science work-
shop focusing on research advances and applications of edge computing, a process of building
a distributed system in which some applications, as well as computation and storage services,
are provided and managed by

(i) central clouds and smart devices, the edge of networks in small proximity to mobile
devices, sensors and end users, and

(ii) others are provided and managed by the center cloud and a set of small in-between
local clouds supporting IoT at the edge.

The goal of doors is to bring together researchers and practitioners from academia and in-
dustry working on edge computing to share their ideas, discuss research/work in progress, and
identify new/emerging trends in this important emerging area. The emergence of the Inter-
net of Things (IoT) and the demand for responsiveness, privacy, and situation-awareness are
pushing computing to the edge of the Internet. There are many challenges in the design, im-
plementation, and deployment of different aspects of edge computing: infrastructure, systems,
networking, algorithms, applications, etc. doors would like to open discussions in these areas.

doors topics of interest are opened to:

• algorithms and techniques for machine learning and AI at the edge

• cellular infrastructure for edge computing

• distributed ledger technology and blockchain at the edge

• edge computing infrastructure and edge-enabled applications

• edge-based data storage and databases

• edge-optimized heterogeneous architectures

• fault-tolerance in edge computing

• fog computing models and applications

• geo-distributed analytics and indexing on edge nodes

• hardware architectures for edge computing and devices

• innovative applications at the edge

• interoperability and collaboration between edge and cloud computing
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Figure 4: Pandemic times in Zhytomyr Polytechnic State University

• monitoring, management, and diagnosis in edge computing

• processing of IoT data at network edges

• programming models and toolkits for edge computing

• resource management and Quality of Service for edge computing

• security and privacy in edge computing

Figure 3: doors 2021 logo

The second part of this volume represents the
proceedings of the Edge Computing Workshop
(doors 2021), held in Zhytomyr, Ukraine, on April
11, 2021 (figure 4). It comprises 7 contributed
papers ([8, 9, 10, 11, 12, 13, 14]) that were care-
fully peer-reviewed and selected from 14 submis-
sions (https://notso.easyscience.education/doors/
2021/). Each submission was reviewed by at least 3, and on the average 3.2, program commit-
tee members. The accepted papers present the state-of-the-art overview of successful cases
and provides guidelines for future research.

1.4. doors 2021 Program Committees

Program Committee:

• Mehdi Ammi, University of Paris 8, France

• Aleksandr Cariow, West Pomeranian University of Technology, Poland
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• Olena Glazunova, National University of Life and Environmental Sciences of Ukraine,
Ukraine

• Attila Kertesz, University of Szeged, Hungary

• Dmitry Korzun, Petrozavodsk State University, Institute of Mathematics and Information
Technology, Russia

• Vyacheslav Kryzhanivskyy, R&D Seco Tools AB, Sweden

• Nagender Kumar, University of Hyderabad, India

• Gyu Myoung Lee, Liverpool John Moores University, United Kingdom

• Taras Maksymyuk, Lviv Polytechnic National University, Ukraine

• Franco Milano, University of Florence, Italy

• Bongkyo Moon, Dongguk University, Korea

• Leonardo Mostarda, University of Camerino, Italy

• Djamel Eddine Saidouni, MISC Laboratory, University Constantine 2 – Abdelhamid Mehri,
Algeria

• Gwen Salaun, University Grenoble Alpes, France

• Serhiy Semerikov, Kryvyi Rih State Pedagogical University, Ukraine

• Pedro Valderas, Universitat Politècnica de València, Spain

• Xianzhi Wang, University of Technology Sydney, Australia

• Michael Wei, VMware Research, USA

• Eiko Yoneki, University of Cambridge, United Kingdom

• Pamela Zave, Princeton University, USA

Additional reviewers:

• Abhineet Anand, Chitkara University, India

• Dmitry Antoniuk, Zhytomyr Polytechnic State University, Ukraine

• Josef Cernohorsky, Technical university of Liberec, Czech Republic

• Lubomir Dimitrov, Technical University-Sofia, Bulgaria

• Mahmud Hossain, The University of Alabama at Birmingham, US

• Valerii Kontsedailo, Inner Circle, Netherlands
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• Nadiia Lobanchykova, Zhytomyr Polytechnic State University, Ukraine

• Mykhailo Medvediev, ADA University, Azerbaijan

• Andrii Morozov, Zhytomyr Polytechnic State University, Ukraine

• Tetiana Nikitchuk, Zhytomyr Polytechnic State University, Ukraine

• Shadi Noghabi, Microsoft Research, Redmond, WA, USA

• Igor Puleko, Zhytomyr Polytechnic State University, Ukraine

• Etibar Seyidzade, Baku Engineering University, Azerbaijan

• Andrii Striuk, Kryvyi Rih National University, Ukraine

• Inna Suhoniak, Zhytomyr Polytechnic State University, Ukraine

• Tetiana Vakaliuk, Zhytomyr Polytechnic State University, Ukraine

• Tetiana Voloshyna, National University of Life and Environmental Sciences of Ukraine,
Ukraine

• Volodymyr Voytenko, Athabasca University, Canada

• Valentyn Yanchuk, Zhytomyr Polytechnic State University, Ukraine

Organizing Committee:

• Nadiia Lobanchykova, Zhytomyr Polytechnic State University, Ukraine

• Andrii Morozov, Zhytomyr Polytechnic State University, Ukraine

• Serhiy Semerikov, Kryvyi Rih State Pedagogical University, Ukraine

• Andrii Striuk, Kryvyi Rih National University, Ukraine

• Tetiana Vakaliuk, Zhytomyr Polytechnic State University, Ukraine

2. Articles overview

3. QuaInT 2021 Article overview

Kamil Khadiev (figure 5) in the article [7] consider online algorithms as a request-answer game.
An adversary that generates input requests, and an online algorithm answers. Author consider
a generalized version of the game that has a buffer of limited size. The adversary loads data
to the buffer, and the algorithm has random access to elements of the buffer. Author consider
quantum and classical (deterministic or randomized) algorithms for the model. Kamil Khadiev
provide a specific problem (The Most Frequent Keyword Problem) and a quantum algorithm
that works better than any classical (deterministic or randomized) algorithm in terms of com-
petitive ratio. At the same time, for the problem, classical online algorithms in the standard
model are equivalent to the classical algorithms in the request-answer game with buffer model.
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Figure 5: Presentation of paper [7]

4. doors 2021 Articles overview

The development and effective application of Fog Computing technologies require the most
complex tasks related to the management and processing of huge data sets, including the tasks
of rational construction of low-level networks that ensure the functioning of end devices within
the IoT concept. The article “Graph model of Fog Computing system” [8] authored by Andriy
V. Ryabko, Oksana V. Zaika, Roman P. Kukharchuk and Tetiana A. Vakaliuk (figure 6) describes
the use of graph theory methods to solve such problems. The proposed graph model can pro-
vide the ability to determine the basic properties of systems, networks, and network devices
within the concept of Fog Computing, the optimal characteristics, and ways to maintain them
in working condition. This paper shows how to plot graphs, and then customize the display to
add labels or highlighting to the graph nodes and edges of pseudo-random task graphs which
can be used for evaluating Mobile Cloud, Fog and Edge computing systems. The graphs are
described and visualized in Matlab code. Each task has an amount of computational work to
perform, expressed in Megacycles per second. Each edge has an amount of data to transfer
between tasks, expressed in kilobits or kilobytes of data. The set can be used by researchers
to evaluate cloud/fog/edge computing systems and computational offloading algorithms. The
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Figure 6: Presentation of paper [8]

Figure 7: Presentation of paper [9]

task graphs can be used in single-user systems, where one mobile device accesses a remote
server, or in multi user systems, where many users access a remote server through a wireless
channel.

Tetiana M. Nikitchuk, Tetiana A. Vakaliuk, Oksana A. Chernysh (figure 7), Oksana L. Ko-
renivska, Liudmyla A. Martseva and Viacheslav V. Osadchyi in the article “Architecture for
edge devices for diagnostics of students’ physical condition” [9] investigates the possibility of
technical realization of hardware complex. It presupposes the use of sensors of registration of
a photoplethysmographic curve, which describes a pulse wave and defines the parameters of
students’ cardiovascular system functional state. The method of photoplethysmography allows
the use of non-contact sensors. Therefore, there is no artery compression, which eliminates
circulatory disorders and allows the use of calculations to determine the saturation of oxygen
by the pulse wave. It is recommended to use several optocouplers connected in series, parallel
or parallel-series in a chain, with control of their mode of operation from the intensity of the
received pulse wave signal depending on human body constitution. The edge device hardware
is a part of the IoT system, which also includes another edge device, which instantly transmits
data to the database on the edge server for the data further processing and storage.

The concept of the Internet of Things is increasingly defining the development of commu-
nication networks both now and in the future. The largest application of the IoT concept is

9



Figure 8: Presentation of paper [10]

wireless touch networks (WTN). Due to the potentially widespread use of WTN in all areas
of human life, they are also called pervasive sensory networks. WTN belongs to the class of
self-organizing networks, for which the construction principles, routing protocols, quality of
service parameters, traffic models, and characteristics are significantly modified compared to
traditional infrastructure networks, etc. The features of the application of dynamic routing
protocols for the construction of a self-organizing network of autonomous IoT systems are
considered. Anastasia D. Sverdlova (figure 8), Artur O. Zaporozhets, Ihor V. Bohachev, Olek-
sandr O. Popov, Anna V. Iatsyshyn, Andrii V. Iatsyshyn, Valeriia O. Kovach, Volodymyr O.
Artemchuk and Nataliia M. Hrushchynska in the article “Self-organizing network topology
for autonomous IoT systems” [10] provides an overview of the main methods for calculating
the topology of self-organizing networks. A review of known dynamic routing protocols for
mobile radio networks is given, the advantages and disadvantages of proactive and reactive
approaches are shown.

Edge computing is an extension of cloud computing where physical servers are deployed
closer to the users in order to reduce latency. Edge data centers face the challenge of serving
a continuously increasing number of applications with a reduced capacity compared to tradi-
tional data center. Tania Lorido-Botran (figure 9) and Muhammad Khurram Bhatti in the article
“ImpalaE: Towards an optimal policy for efficient resource management at the edge” [11] in-
troduces ImpalaE, an agent based on Deep Reinforcement Learning that aims at optimizing
the resource usage in edge data centers. First, it proposes modeling the problem as a Markov
Decision Process, with two optimization objectives: reducing the number of physical servers
used and maximize number of applications placed in the data center. Second, it introduces
an agent based on Proximal Policy Optimization, for finding the optimal consolidation policy,
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Figure 9: Presentation of paper [11]

and an asynchronous architecture with multiple workers-shared learner that enables for faster
convergence, even with reduced amount of data. We show the potential in a simulated edge
data center scenario with different VM sizes based on Microsoft Azure real traces, considering
CPU, memory, disk and network requirements. Experiments show that ImpalaE effectively in-
creases the number of VMs that can be placed per episode and that it quickly converges to an
optimal policy.

Nadiia M. Lobanchykova (figure 10), Ihor A. Pilkevych and Oleksandr Korchenko in the
article “Analysis of attacks on components of IoT systems and cybersecurity technologies”
[12] presents the results of IoT analysis, methods and ways of their protection, prospects of
using edge computing to minimize traffic transmission, decentralization of decision-making
systems, and information protection. A detailed analysis of attacks on IoT system components
was carried out and protection recommendations were developed.

Taras A. Uzdenov (figure 11) in the article “Task scheduling in Desktop GRID by FSA method:
a practical example” [13] considers a new approach to solving the problem of dispatching task
flows, the complexity of which is known, for GRID-systems with inalienable resources, the per-
formance of which can be determined. A method based on this approach has been developed.
The efficiency of the proposed method is compared with the well-known and widely used in

11



Figure 10: Presentation of paper [12]

Figure 11: Presentation of paper [13]

various projects method FCFS. A feature of this method is the simplicity of implementation.
An example of a simple practical problem that can be solved using the proposed method is
described in this paper.

Volodymyr Kvasnikov (figure 12), Mariia Kataieva and Victor Kobylyansky in the article
“Analysis of metrological support of nano-measurements” [14] analyzes the existing methods
and means of measuring objects in the nanometer range and develops their classification based
on the main principles of use. The main parameters on which each described method is based
are considered and the conditions for their most effective application are determined. It is
proved that the chemical and electrical sets of properties of the nanomaterial can change when
the particle size decreases to the nanometer size, which requires the inclusion of additional
chemical and electrical tests in existing methods. Based on the analysis, it was determined that
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Figure 12: Presentation of paper [14]

the most functional and universal in solving a wide range of problems is the method of scan-
ning probe microscopy. The classification of existing methods of scanning probe microscopy
based on the nature of their applications is developed. The main information parameters on
which each described method is based are considered, and the conditions of their most effective
application are determined. To increase the accuracy of nanomeasurements, a methodology
based on the principle of integration of information provided by different methods has been
developed. The use of the differential-digital method is proposed, which includes the use of
an additional information parameter in the mathematical model. An algorithm for including
additional (a priory) information in the conditions for measuring the nanostructures has been
developed, which leads the problem to the correct one according to the method of the control
link, which characterizes the deviation of the parameters of measuring nanoobjects from their
nominal values. It is proved that increasing the number of measurement methods used in the
metrological analysis of nanoobjects will increase the reliability and accuracy of measurement
results, and each method will provide additional information parameters to create a computer-
ized method of calculating the control link. The main condition for correct comparison of the
result is knowledge of the specific parameters on which each method is based.

5. Conclusion

The Joint Workshop on the Quantum Information Technologies and Edge Computing (QuaInT
& doors 2021) was organized by Kryvyi Rih National University (with support of the rector
Mykola I. Stupnik) and Zhytomyr Polytechnic State University (with support of the rector
Viktor V. Ievdokymov) in collaboration with Kryvyi Rih State Pedagogical University (with
support of the rector Yaroslav V. Shramko), Institute of Information Technologies and Learning

13



Tools of the NAES of Ukraine (with support of the director Valeriy Yu. Bykov) and University of
Educational Management (with support of the vice-rector for research and digitalization Oleg
M. Spirin).

We are thankful to all the authors who submitted papers and the delegates for their partici-
pation and their interest in QuaInT & doors as a platform to share their ideas and innovation.
Also, we are also thankful to all the program committee members for providing continuous
guidance and efforts taken by peer reviewers contributed to improve the quality of papers pro-
vided constructive critical comments, improvements and corrections to the authors are grate-
fully appreciated for their contribution to the success of the workshop.
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Quantum request-answer game with buffer model
for online algorithms. Application for The Most
Frequent Keyword Problem
Kamil Khadiev

Kazan Federal University, 18 Kremlyovskaya str, Kazan, Tatarstan, 420008, Russia

Abstract
We consider online algorithms as a request-answer game. An adversary that generates input requests,

and an online algorithm answers. We consider a generalized version of the game that has a buffer of

limited size. The adversary loads data to the buffer, and the algorithm has random access to elements of

the buffer. We consider quantum and classical (deterministic or randomized) algorithms for the model.

In the paper, we provide a specific problem (The Most Frequent Keyword Problem) and a quantum al-

gorithm that works better than any classical (deterministic or randomized) algorithm in terms of com-

petitive ratio. At the same time, for the problem, classical online algorithms in the standard model are

equivalent to the classical algorithms in the request-answer game with buffer model.

Keywords
quantum computation, online algorithm, request-answer game, online minimization problem, buffer, keywords

search

1. Introduction

One of the applications for online algorithms is optimization problems [1]. The peculiarity

is the following. An algorithm reads an input piece by piece and returns an answer piece by

piece immediately, even if an answer can depend on future pieces of the input. The algorithm

should return an answer for minimizing an objective function (the cost of an output). The most

standard method to define the effectiveness is the competitive ratio [2, 3].

One of the possible point of view to online algorithms is a request-answer game [4]. Here we

consider a game of an online algorithm and Adversary that holds input. Adversary requests and

the algorithm returns answers. We suggest a reversed version of the game. The algorithm asks

an input variable and Adversary returns an answer, but as a price for the answer, Adversary

asks to return an output variable. The new version of the game is equivalent to the original

one, but we can generalize it. We provide the new model for online algorithms that is called

“Request-answer Game with Buffer”. The model is a game of three players that are an online

algorithm, Adversary and Buffer of limited size. The algorithm can do a request of one of two
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types:

• asking Adversary to load the next block of input variables to the Buffer;

• request Buffer for one of the holding variables.

For some integer parameter 𝑅, after each 𝑅 requests Adversary asks an output variable. If the

size of Buffer is 1 and 𝑅 = 1, then the model is equivalent to the original one.

Motivation. Online algorithms have different applications. One of them is making a decision

in current time with no knowledge about future data. Another one is processing a data stream

and output a result data stream in online fashion, for example, streaming video on web sites and

others. Many programming languages like Java, C++ [5, 6] and others use buffered data streams

that store data in a fast buffer first, and then an algorithm reads data from the buffer. So, our

model is like usage of buffered data streams. Additionally, we have asynchronous processing

with online output. In other words, we focus on online behavior of the output stream, but

when an algorithm reads an input stream, it can skip some data.

Quantum model. In the paper, we consider a quantum version of “Request-answer Game

with Buffer” model. Quantum computing itself [7, 8, 9] is one of the hot topics in computer

science. There are many problems where quantum algorithms outperform the best known clas-

sical algorithms [10, 11, 12, 13, 14]. Superior of quantum over classical was shown for different

computational models like query model, streaming processing models, communication models

and others [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28].

Different versions of online quantum algorithms were considered in [21, 20] including quan-

tum streaming algorithms as online algorithms [29, 30], quantum online algorithms with re-

stricted memory [31, 32], quantum online algorithms with repeated test [33]. In these papers,

authors show examples of problems that have quantum online algorithms with better compet-

itive ratio comparing to classical online algorithms.

Our results. Here we provide a specific problem and a quantum online algorithm in “Request-

answer Game with Buffer” model for it. We show that the quantum online algorithm has better

competitive ratio than any classical (deterministic or randomized) counterpart. The problem

is “The Most Frequent Keyword Problem”. Questions are strings of length 𝑘; the problem is

searching the most frequent keyword among words of a text and returning it after each word

of the text immediately. The problem [34] is one of the most well-studied ones in the area of

data streams [35, 36, 37]. Many applications in packet routing, telecommunication logging,

and tracking keyword queries in search machines are critically based upon such routines. The

similar problem in online fashion was considered in [38].

The paper is organized in the following way. Definitions are in Section 2. A description of

the most frequent question problem and the quantum algorithm for the problem are described

in Section 3. Section 4 contains lower bounds for classical algorithms.

17



2. Preliminaries

Anonlineminimization problem consists of a set of inputs and a cost function. Each input

𝐼 = (𝑥1,… , 𝑥𝑛) is a sequence of requests, where 𝑛 is a length of the input |𝐼 | = 𝑛. Furthermore, a

set of feasible outputs (or solutions) (𝐼 ) is associated with each 𝐼 ; an output is a sequence of

answers 𝑂 = (𝑦1,… , 𝑦𝑛). The cost function assigns a positive real value 𝑐𝑜𝑠𝑡(𝐼 , 𝑂) to 𝐼 ∈  and

𝑂 ∈ (𝐼 ). An optimal solution for 𝐼 ∈  is 𝑂𝑜𝑝𝑡 (𝐼 ) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑂∈(𝐼 )𝑐𝑜𝑠𝑡(𝐼 , 𝑂).
Let us define an online algorithm for this problem. A deterministic online algorithm 𝐴

computes the output sequence 𝐴(𝐼 ) = (𝑦1,… , 𝑦𝑛) such that 𝑦𝑖 is computed by 𝑥1,… , 𝑥𝑖 . We say

that 𝐴 is 𝑐-competitive if there exists a constant 𝛼 ≥ 0 such that, for every 𝑛 and for any input

𝐼 of size 𝑛, we have: 𝑐𝑜𝑠𝑡(𝐼 , 𝐴(𝐼 )) ≤ 𝑐 ⋅ 𝑐𝑜𝑠𝑡(𝐼 , 𝑂𝑂𝑝𝑡 (𝐼 )) + 𝛼, where 𝑐 is the minimal number that

satisfies the inequality. Also we call 𝑐 the competitive ratio of 𝐴. If 𝛼 = 0, 𝑐 = 1, then 𝐴 is

optimal.

A randomized online algorithm 𝑅 computes an output sequence 𝑅𝜓 (𝐼 ) = (𝑦1,… , 𝑦𝑛) such

that 𝑦𝑖 is computed from 𝜓 , 𝑥1,… , 𝑥𝑖 , where 𝜓 is the content of the random tape, i. e., an infinite

binary sequence, where every bit is chosen uniformly at random and independently of all the

others. By 𝑐𝑜𝑠𝑡(𝐼 , 𝑅𝜓 (𝐼 )) we denote the random variable expressing the cost of the solution

computed by 𝑅 on 𝐼 . 𝑅 is 𝑐-competitive in expectation if there exists a constant 𝛼 > 0 such that,

for every 𝐼 , 𝔼 [𝑐𝑜𝑠𝑡(𝐼 , 𝑅𝜓 (𝐼 ))] ≤ 𝑐 ⋅𝑐𝑜𝑠𝑡(𝐼 , 𝑂𝑂𝑝𝑡 (𝐼 ))+𝛼 . We can say that 𝑐 is expected competitive

ratio for the algorithm.

2.1. Request-answer game with buffer model

The standard model for online algorithms can be considered as a request-answer game [4].

Adversary holds an input, it sends request 𝑥𝑖 to an algorithm, and the algorithm sends answer

𝑦𝑖 . Here Adversary is an “active” player that rules the game and the algorithm is a “passive”

player that answers on each response.

Let us change the point of view to this game. Both are “active” players in some sense.

Round 1. The algorithm asks an input variable 𝑥1. (The algorithm is active on this

round).

Round 2. Adversary asks an output variable 𝑦1. (Adversary is active on this round).

...

Round 2𝑖 − 1. The algorithm asks an input variable 𝑥𝑖 . (The algorithm is active on this

round).

Round 2𝑖. Adversary asks an output variable 𝑦𝑖 . (Adversary is active on this round).

It is easy to see that the new game is equivalent to the original game and the standard model.

Let us consider the modification of the game that has a buffer. Assume that we have a

buffer between the algorithm and Adversary. Let a positive integer 𝐾 be a size of the buffer.

Additionally, there is an integer parameter 𝑅 ≤ 𝐾 . The algorithm will ask to load data to the

buffer by blocks of 𝐾 variables. Let 𝑖 be a number of the loading block. The algorithm can do

the following actions if it is active on some round:
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• The algorithm asks to erase the buffer and load the next𝐾 input variables 𝑥𝑖⋅𝐾+1,… , 𝑥𝑖⋅𝐾+𝐾
to the buffer. After that, 𝑖 is increased by 1. (𝑖 ← 𝑖 + 1)

• The algorithm requests any variable from the buffer. We consider a query model (decision

tree model) for the algorithm that queries variables from the buffer.

The game has the following scenario:

Round 0. We initialize 𝑖 ← 0

Round 1. The algorithm is active and it does the possible actions that were described

before.

Round 2. The algorithm is active and it does the possible actions that were described

before.

...

Round 𝑅. The algorithm is active and it does the possible actions that were described

before.

Round 𝑅 + 1. Adversary is active. He asks output variables 𝑦1,… , 𝑦𝑅 .

...

Round (𝑅 + 1) ⋅ 𝑗 + 1. The algorithm is active and it does the possible actions that were

described before.

Round (𝑅 + 1) ⋅ 𝑗 + 2. The algorithm is active and it does the possible actions that were

described before.

...

Round (𝑅 + 1) ⋅ 𝑗 + 𝑅. The algorithm is active and it does the possible actions that were

described before.

Round (𝑅 + 1) ⋅ 𝑗 + 𝑅 + 1. Adversary is active. He asks output variables 𝑦𝑗⋅𝑅+1,… , 𝑦𝑗⋅𝑅+𝑅 .

Comment. In the case of 𝐾 = 1 and 𝑅 = 1, the new model is equivalent to the standard online
algorithms model.

In the randomized case, an algorithm that requests data from the buffer can be randomized,

and we use a randomized query model in that case. We consider an expected competitive ratio

for the model as for the standard model of randomized online algorithms. At the same time,

the loading the next block to the buffer is deterministic action.

In the quantum case, an algorithm that requests data from the buffer can be quantum, and

we use a quantum query model in that case. Because of the probabilistic behavior of quantum

algorithms, we also consider an expected competitive ratio for the model. At the same time,

the loading the next block to the buffer is deterministic action.

We skip details of the quantum model and quantum algorithms here because we use them

as quantum subroutines and the rest part is classical. More details on quantum query model

and quantum algorithms can be found in [7, 8, 9]
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3. A quantum algorithm for The Most Frequent Keyword
Problem

Let us present the problem formally.

Problem. For some positive integers 𝑚, 𝑑 and 𝑘, the input is

𝐼 = (𝑠1,… , 𝑠𝑑 , 𝑥1,… , 𝑥𝑚).

Here (𝑠1,… , 𝑠𝑑 ) is a sequence of strings that are interesting keywords for us in the input, 𝑠𝑗 =
(𝑠𝑗1,… , 𝑠𝑗𝑘) ∈ {0, 1}𝑘 , for 𝑗 ∈ {1,… , 𝑑}. Strings 𝑥1,… , 𝑥𝑚 are words of a text, 𝑥 𝑗 = (𝑥 𝑗1,… , 𝑥 𝑗𝑘) ∈
{0, 1}𝑘 , for 𝑗 ∈ {1,… , 𝑚}. The input length is 𝑛 = (𝑚 + 𝑑) ⋅ 𝑘. A frequency of a string 𝑡 ∈ {0, 1}𝑘
is 𝑓 (𝑡) = #(𝑡)

𝑚 , where #(𝑡) = |{𝑖 ∶ 𝑡 = 𝑥 𝑖 , 𝑖 ∈ {1,… , 𝑚}}| is a number of occurrence of 𝑡 in

(𝑥1,… , 𝑥𝑚). The index 𝑖0 of the most frequent string 𝑠𝑖0 is such that 𝑓 (𝑠𝑖0) = max
𝑖∈{1,…,𝑑}

𝑓 (𝑠𝑖) and

𝑖0 is minimal. We should return index 𝑖0 after reading each string 𝑥 𝑗 . So, the right answer that

returns offline algorithm is (𝑧1,… , 𝑧𝑛) where 𝑧(𝑗+𝑑)⋅𝑘 = 𝑖0 for 𝑗 ∈ {1,… , 𝑚} and other output

variables are not considered.

The cost of an output 𝑂 = (𝑦1,… , 𝑦𝑛) is

𝑐𝑜𝑠𝑡(𝐼 , 𝑂) = 1 +𝑚 −
𝑚
∑
𝑗=1

𝛿(𝑦(𝑗+𝑑)⋅𝑙 , 𝑖0)

Here 𝛿(𝑎, 𝑏) = 1 if 𝑎 = 𝑏 and 𝛿(𝑎, 𝑏) = 0 if 𝑎 ≠ 𝑏

3.1. Quantum algorithm

Firstly, we discuss a quantum subroutine that compares two strings of length 𝑙 for some integer

𝑙 > 0.

3.1.1. The quantum algorithm for two strings comparing

Assume that the subroutine isCompare_strings(𝑠, 𝑡) and it compares 𝑠 and 𝑡 in lexicographical

order. It returns:

• −1 if 𝑠 < 𝑡 ;

• 0 if 𝑠 = 𝑡 ;

• 1 if 𝑠 > 𝑡 .

As a base for our algorithm, we will use the algorithm of finding the minimal argument with

1-result of a Boolean-value function. Formally, we have:

Lemma 1. [39] Suppose, we have a function 𝑓 ∶ {1,… , 𝑁} → {0, 1} for some integer 𝑁 . There
is a quantum algorithm for finding 𝑗0 = min{𝑗 ∈ {1,… , 𝑁} ∶ 𝑓 (𝑗) = 1}. The algorithm finds 𝑗0
with query complexity

√
𝑁 and error probability that is at most 1

2 .
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Let us choose the function 𝑓 (𝑗) = (𝑠𝑗 ≠ 𝑡𝑗). So, we search 𝑗0 that is the index of the first unequal

symbol of the strings. We search 𝑗0 among indexes 1,…min(|𝑠|, |𝑡 |), where |𝑠| is a length of 𝑠.
Then, we can claim that 𝑠 precedes 𝑡 in lexicographical order iff 𝑠𝑗0 precedes 𝑡𝑗0 in the alphabet

for strings. If there are no unequal symbols, then we have one of three options:

• if |𝑠| < |𝑡 |, then 𝑠 < 𝑡 ;

• if |𝑠| > |𝑡 |, then 𝑠 > 𝑡 ;

• if |𝑠| = |𝑡 |, then 𝑠 = 𝑡 .

We use The_first_one_search(𝑓 , 𝑁 ) as a subroutine from Lemma 1, where 𝑓 (𝑗) = (𝑠𝑗 ≠ 𝑡𝑗).
Assume that this subroutine returns 𝑁 + 1 if it does not find any solution.

We apply the standard technique of boosting success probability that was used, for example,

in [12]. So, we repeat the algorithm 3 log2𝑚 times and return the minimal answer, where 𝑚 is

a number of strings in the sequence (𝑥1,… 𝑥𝑚). In that case, the error probability is 𝑂 ( 1
23 log𝑚 ) =

𝑂 ( 1
𝑚3 ).

Let us present the algorithm.

Algorithm 1 Compare_strings(𝑠, 𝑡, 𝑘). The quantum algorithm for two strings comparing.

𝑁 ← 𝑚𝑖𝑛(|𝑠|, |𝑡 |)
𝑗0The_first_one_search(𝑓 , 𝑁 ) ⊳ The initial value

for 𝑖 ∈ {1,… , 3 log2𝑚} do
𝑗 ← The_first_one_search(𝑓 , 𝑁 )
if 𝑗 ≤ 𝑘 and 𝑠𝑗 ≠ 𝑠𝑡 then

𝑗0 ← min(𝑗0, 𝑗)
end if

end for
if 𝑗0 = 𝑁 + 1 and |𝑠| = |𝑡 | then

𝑟𝑒𝑠𝑢𝑙𝑡 ← 0 ⊳ The strings are equal.

end if
if ((𝑗0 ≠ 𝑁 + 1) and (𝑠𝑗0 < 𝑡𝑗0)) or ((𝑗0 = 𝑁 + 1) and (|𝑠| < |𝑡 |)) then

𝑟𝑒𝑠𝑢𝑙𝑡 ← −1 ⊳ 𝑠 precedes 𝑡 .
end if
if ((𝑗0 ≠ 𝑁 + 1) and (𝑠𝑗0 > 𝑡𝑗0)) or ((𝑗0 = 𝑁 + 1) and (|𝑠| > |𝑡 |)) then

𝑟𝑒𝑠𝑢𝑙𝑡 ← 1 ⊳ 𝑡 succeeds 𝑠.
end if
return 𝑟𝑒𝑠𝑢𝑙𝑡

Let us discuss the property of the algorithm:

Lemma 2. Algorithm 1 compares two strings 𝑠 and 𝑡 in lexicographical order with query com-
plexity 𝑂(

√
min(|𝑠|, |𝑡 |) log𝑚) and error probability 𝑂 ( 1

𝑚3 ).

Proof. The correctness of the algorithm follows from description and lexicographical order.
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Let us discuss the error probability. The algorithm has error iff there are error in all 3 log2𝑚
invocations of The_first_one_search algorithm. The probability of such event is at most

0.53 log2𝑚 = 𝑂 ( 1
𝑚3 ). □

3.1.2. A quantum algorithm in request-answer game with buffer model

Firstly, we present an idea of the algorithm.

We use the well-known data structure a self-balancing binary search tree. As an implemen-

tation of the data structure, we can use the AVL tree [40, 41] or the Red-Black tree [42, 41].

Both data structures allow us to find and add elements in 𝑂(log𝑁 ) running time, where 𝑁 is a

size of the tree.

The idea of the algorithm is the following. We store a triple (𝑖, 𝑠, 𝑐) in a vertex of the tree,

where 𝑖 is the minimal index of a string from {𝑠1,… , 𝑠𝑑} such that 𝑠 = 𝑠𝑖 and 𝑐 is a number of

occurrences of the string 𝑠 among {𝑥1,… , 𝑥𝑚}. We assume that a triple (𝑖, 𝑠, 𝑐) is less than a

pair (𝑖′, 𝑠′, 𝑐′) iff 𝑠 precedes 𝑠′ in the lexicographical order. So, we useCompare_strings(𝑠, 𝑠′, 𝑘)
subroutine as the comparator of the vertexes. The tree represents a set of unique strings from

{𝑠1,… , 𝑠𝑑} with a number of occurrences among (𝑥1,… , 𝑥𝑚).
Firstly, we load all strings 𝑠1,… , 𝑠𝑑 one by one to Buffer and add a vertex 𝑣 = (𝑗, 𝑠𝑗 , 0) for

each string 𝑠𝑗 to the tree, here 𝑗 ∈ {1,… , 𝑑}. We add only one node for each duplicate strings

from 𝑠1,… , 𝑠𝑑 if they exist. The index 𝑗 in 𝑣 stores the index of 𝑠𝑗 and if there is no a vertex

that corresponds to 𝑠𝑗 , then 𝑗 is a minimal index from all possible indexes. 0 in 𝑣 means that

initially we assume that 𝑠𝑗 does not occurs among (𝑥1,… , 𝑥𝑚).
Secondly, we load questions (strings) from 𝑥1 to 𝑥𝑚 one by one to Buffer and search them in

our tree. We increase the number of occurrences. If the string was not found in the tree, then

it is not a keyword, i.e. it does not belong to 𝑠1,… 𝑠𝑑 and we skip it. At the same time, we store

(𝑖𝑚𝑎𝑥 , 𝑠, 𝑐𝑚𝑎𝑥 ) = 𝑎𝑟𝑔𝑚𝑎𝑥(𝑖,𝑡 ,𝑐) in the tree 𝑐

and recalculate it in each step. When Adversary requests an output variable, then we return

𝑖𝑚𝑎𝑥 .

Let us present the algorithm formally. Let 𝐵𝑆𝑇 be a self-balancing binary search tree such

that:

• Find(𝐵𝑆𝑇 , 𝑥 𝑖) finds a vertex (𝑗, 𝑠, 𝑐) such that 𝑠 = 𝑥 𝑖 , or 𝑁𝑈𝐿𝐿 if 𝑥 𝑖 was not found. The

standard algorithm for searching 𝑥 𝑖 in the tree is comparing with elements of vertexes

and moving by the tree according to the result of the comparison. When we invoke the

Compare_strings subroutine, we request a variable from Buffer for checking a symbol

of 𝑥 𝑖 and request to memory when we check a symbol of a string that is stored in a vertex.

• Add(𝐵𝑆𝑇 , 𝑗, 𝑠𝑗) adds a vertex (𝑗, 𝑠𝑗 , 0) to the tree if a vertex with 𝑠𝑗 does not exist; and does

nothing otherwise.

• Init(𝐵𝑆𝑇 ) initializes an empty tree.

Let us discuss the property of the algorithm.
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Algorithm 2 A quantum algorithm for The Most Frequent Keyword Problem.

Init(𝐵𝑆𝑇 ) ⊳ The initialization of the tree.

𝑐𝑚𝑎𝑥 ← 1 ⊳ The maximal number of occurrences.

𝑖𝑚𝑎𝑥 ← 1 ⊳ The index of most frequent question.

𝑠𝑡𝑒𝑝 ← 0
for 𝑗 ∈ {1,… , 𝑑} do

Load_To_Buffer ⊳ Load 𝑠𝑗 to Buffer

𝑡 ← }}′′ ⊳ Initially 𝑡 is an empty string

for 𝑞 ∈ {1,… , 𝑘} do ⊳ Reading the string 𝑡
𝑡 ← 𝑡 + Request(𝑞) ⊳ Requesting 𝑞-th variable from Buffer and appending the

variable to 𝑡
end for
Add(𝐵𝑆𝑇 , 𝑗, 𝑡) ⊳ Adding the string 𝑡 = 𝑠𝑗 to the tree as a vertex (𝑁𝑈𝐿𝐿, 𝑡, 0)

end for
for 𝑗 ∈ {1,… , 𝑚} do

Load_To_Buffer ⊳ Load 𝑥 𝑖 to Buffer

𝑣 = (𝑖, 𝑡 , 𝑐) ← Find(𝐵𝑆𝑇 , 𝑥 𝑗) ⊳ Searching 𝑥 𝑖 in the tree.

if 𝑣 ≠ 𝑁𝑈𝐿𝐿 then ⊳ If 𝑥 𝑖 belongs to (𝑠1,… , 𝑠𝑑 )
𝑐 ← 𝑐 + 1 ⊳ Updating the vertex by increasing the number of occurrences.

𝑣 ← (𝑖, 𝑡 , 𝑐) ⊳ Updating the vertex by the new values

if 𝑐 > 𝑐𝑚𝑎𝑥 then ⊳ Updating the maximal value.

𝑐𝑚𝑎𝑥 ← 𝑐
𝑖𝑚𝑎𝑥 ← 𝑖

end if
end if

end for
if Adversary request an output variable then return 𝑖𝑚𝑎𝑥
end if

Theorem 3. The expected competitive ratio 𝑐 for Algorithm 2 is at most 𝑄 where

𝑄 = 𝑂(1 +
(𝑚 log𝑚) ⋅ (log 𝑑)√

𝑘 ) .

Proof. The correctness of the algorithm follows from the description. Let us discuss the query

complexity of Find(𝐵𝑆𝑇 , 𝑥 𝑗). The procedure requires 𝑂(log 𝑑) comparing operations

Compare_strings(𝑥 𝑗 , 𝑠𝑖′ , 𝑘). Due to Lemma 2, each comparing operation requires𝑂(
√
𝑘 log𝑚)

queries. The total query complexity of the Find procedure is𝑂 (
√
𝑘(log𝑚) ⋅ (log 𝑑)). So, the al-

gorithm checks all 𝑥1,… , 𝑥𝑚 in𝑂 (𝑚
√
𝑘(log𝑚) ⋅ (log 𝑑)) rounds and after that returns right an-

swers for the requests of Adversary. Therefore, the first𝑂 (
𝑚
√
𝑘(log𝑚)⋅(log 𝑑)

𝑘 ) = 𝑂 (
𝑚(log𝑚)⋅(log 𝑑)√

𝑘 )
“significant” output variables can be wrong and others are right. We call output variable 𝑦(𝑗+𝑑)⋅𝑘 ,

for 𝑗 ∈ {1,… , 𝑚}, as “significant” because the cost depends on these variables. Hence, the cost

is at most 1 + 𝑂 (
𝑚(log𝑚)⋅(log 𝑑)√

𝑘 ).
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Let us discuss the error probability. Events of error in the algorithm are independent. So,

all events should be correct. Due to Lemma 2, the probability of correctness of one event

is 1 − (1 − 1
𝑚3 ). Hence, the probability of correctness of all 𝑂(𝑚 log𝑚) events is at least 1 −

(1 − 1
𝑚3 )

𝛾 ⋅𝑚 log𝑚
for some constant 𝛾 .

Note that

lim
𝑛→∞

(1 − 1
𝑚3 )

𝛾 ⋅𝑚 log𝑚

1/𝑚
< 1;

Hence, the total error probability is at most 𝑂 ( 1
𝑚).

In a case of an error, all “significant” output variables can be wrong.

Therefore, the expected competitive ratio of the algorithm is at most

𝑄 =
𝑂(𝑚−1

𝑚 ) ⋅ (1 + 𝑂 (
𝑚(log𝑚)⋅(log 𝑑)√

𝑘 )) + 𝑂 (𝑚 ⋅ 1
𝑚)

1
= 𝑂(1 +

𝑚(log𝑚) ⋅ (log 𝑑)√
𝑘 ) .

□

4. Lower bounds for classical algorithms for The Most Frequent
Keyword Problem

There is an input 𝐼𝐵 such that any classical (deterministic or randomized) algorithm returns

output with the cost at least 𝑂(𝑚).

Theorem 4. Any randomized algorithm for the problem has competitive ratio 𝑐 at least 𝑅 =
𝑂(𝑚) > 𝑄 in a case of (log2𝑚) ⋅ (log2 𝑑) = 𝑜(

√
𝑘).

Proof. Let us show that the problem is equivalent to unstructured search problem. Assume that

𝑚 = 2𝑡 for some integer 𝑡 . Then, let 𝑥 𝑡+1,… , 𝑥2𝑡 = 0𝑘 where 0𝑘 is a string of 𝑘 zeros. We have

two cases for other string:

• case 1: 𝑥1,… , 𝑥 𝑡 = 1𝑘 ;

• case 2: there are 𝑧 ∈ {1,… , 𝑡} and 𝑢 ∈ {1,… , 𝑘} such that 𝑥𝑧𝑢 = 0 and 𝑥𝑧𝑢′ = 1 for all

𝑢′ ∈ {1,… , 𝑢 − 1, 𝑢 + 1,… , 𝑘}, 𝑥𝑧′ = 1𝑘 for 𝑧′ ∈ {1,… , 𝑡}⧵{𝑧}.

Let 𝑑 = 2, 𝑠1 = 0𝑘 and 𝑠2 = 1𝑘 .

In the first case, the answer is 1𝑘 . In the second case, the answer is 0𝑘 . Therefore, the problem

is equivalent to search 0 among the first 𝑡𝑘 = 𝑚𝑘/2 variables.

Due to [43], the randomized query complexity of unstructed search among 𝑚𝑘/2 is Ω(𝑚𝑘).
In a case of odd 𝑚, we assign 𝑥𝑚 = 1𝑘/20𝑘/2, and it is not used in the search. Then, we can

consider only 𝑚 − 1 strings. So, 𝑚 − 1 is even.

Suppose, we have a randomized algorithm𝐴 for finding the most frequent question that uses

𝑜(𝑚𝑘) queries to buffer when it reads 𝑥1,… , 𝑥𝑚. Then, Adversary can construct the input 𝐼𝐵
such that 𝐴 obtains a wrong answer.
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Therefore, all “significant” output variables will be wrong and 𝑐𝑜𝑠𝑡(𝐼𝐵, 𝐴(𝐼𝐵)) = 1 + 𝑚. The

competitive ratio in that case is 𝑅 = 𝑚 + 1.

If the algorithm do 𝑂(𝑚𝑘) queries to Buffer for computing answer, then 𝑂(𝑚) “significant”

output variables should be returned before getting a right answer. Therefore, 𝑐𝑜𝑠𝑡(𝐼𝐵, 𝐴(𝐼𝐵)) =
𝑂(𝑚) and 𝑅 = 𝑂(𝑚).

In the case of (log2𝑚) ⋅ (log2 𝑑) = 𝑜(
√
𝑘) we have

𝑄 = 𝑂(1 +
𝑚(log2𝑚) ⋅ (log2 𝑑)√

𝑘 ) = 𝑜(𝑚) < 𝑂(𝑚) = 𝑅 .

□

5. Conclusion

We consider a new setting or new model for online algorithms that is useful for real world

problems. We show that in the case of (log2𝑚) ⋅ (log2 𝑑) = 𝑜(
√
𝑘) the quantum algorithm shows

a better competitive ratio than any classical (deterministic or randomized) algorithm. Note that

this setting is reasonable.
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Abstract
The development and effective application of Fog Computing technologies require the most complex
tasks related to the management and processing of huge data sets, including the tasks of rational con-
struction of low-level networks that ensure the functioning of end devices within the IoT concept. The
article describes the use of graph theory methods to solve such problems. The proposed graph model
can provide the ability to determine the basic properties of systems, networks, and network devices
within the concept of Fog Computing, the optimal characteristics, and ways to maintain them in work-
ing condition. This paper shows how to plot graphs, and then customize the display to add labels or
highlighting to the graph nodes and edges of pseudo-random task graphs which can be used for evaluat-
ing Mobile Cloud, Fog and Edge computing systems. The graphs are described and visualized in Matlab
code. Each task has an amount of computational work to perform, expressed in Megacycles per second.
Each edge has an amount of data to transfer between tasks, expressed in kilobits or kilobytes of data.
The set can be used by researchers to evaluate cloud/fog/edge computing systems and computational
offloading algorithms. The task graphs can be used in single-user systems, where one mobile device
accesses a remote server, or in multi user systems, where many users access a remote server through a
wireless channel.

Keywords
fogging computing, multi-level graph model, Internet of Things, Fog Computing, reference architecture OpenFog,
graph theory

1. Introduction

Nowadays, at the same time as the rapid development of industrial and built electronics will
lead to the fact that traditional equipment used in production processes and at home is more
than more provided intellectual functions and objects in the network that requires virtually
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continuous data processing, growing and requiring computing power of this equipment. The
need to control and manage individual mechanisms and machines, as well as the environment,
transport flows, production, business, health and education, security, social processes has led
to the creation of a large number of devices that interact with people, central data messages
and between himself. For their effective functioning, it was necessary to create a global com-
munication system, the quality of the natural state by visiting the Internet, the need to solve
management and control problems to create a network concept focused on connecting devices
and received from the Internet of Things, IoT.

The term Internet of Things was first used in 1999 by Kevin Ashton, head of the Mas-
sachusetts Institute of Technology’s Auto-ID Research Center, who suggested that Procter &
Gamble use radio frequency tags (RFID) on products to improve supply chain management [1].
Later, this name became commonplace, although its meaning has now expanded significantly.

It should be noted that within the framework of the IoT concept, the basis for the effective
operation of both end devices with intelligent functions and the networks formed by them
is a real-time operation, reliability, and security, which can not always be provided using a
client-server interaction scheme, which is typical of the classic Internet and is based on cloud
technology and computing (Cloud Computing) [2].

The concept of Fog Computing is designed primarily to bring data processing and storage
closer to the devices that generate and use them. A modified concept of cloud technology
applicable to IoT, called Fog Computing (FC), was proposed by Cisco researchers. According to
the concept, the FC architecture is three-tiered. At the lowest level – the earth – are billions of
things, at the top – many cloud data centers that provide resources for applications that require
significant computing power and/or significant amounts of data. And, accordingly, between
them is Fog – tens of thousands of geographically distributed smaller control centers, sufficient
to solve local problems.

As mentioned above, the concept of Fog computing, in contrast to cloud computing, involves
the data processing to the end devices of networks – computers, mobile devices, sensors, and
more. It should be noted that now the term Edge Computing has become widespread, which
in essence is quite close to Fog Computing, as it also involves the implementation of key op-
erations to collect data processing outside the cloud. However, the key difference between
Fog Computing and Edge Computing is considered to be the degree of convergence of data
processing points to the edge devices of networks. If the concept of Fog involves sending data
generated by end devices for processing and/or storage in local processing centers (Fog Nodes),
then in the concept of Edge Computing the main tasks of data processing are solved directly
on end devices.

Considering the differences between Cloud Computing and Fog Computing, it should be
noted that from the authors’ point of view, despite the differences, the contrast between the
Fog/Edge Computing models and the Cloud Computing model is erroneous and should not be
considered as alternatives but complementary. The basic idea of the Fog Computing concept
is to ensure efficient, reliable, and secure interaction of a huge number of devices with each
other, with local data centers, and with cloud data centers.

Fog Computing is characterized by the use by users of service functions of resources located
on peripheral devices and in the distributed network. The data is located on the client nodes
where they should be processed or nearby. The main method of data collection and transmis-
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sion is wireless communication. The advantage of networks built according to the concept of
Fog Computing over cloud systems is to reduce the latency of the response to the collected
data by processing at the place of collection, and for real-time systems, this is one of the key
factors. Also, in most cases, the security of Fog Computing systems is higher than for Cloud
Computing systems. Another advantage of Fog Computing is the reduction in the amount of
data transmitted to the cloud, which reduces network bandwidth requirements, increases data
processing speed, and reduces decision delays. Thus, the use of Fog Computing allows you to
completely or partially solve some of the most common problems, including:

• large network delays,

• difficulties associated with the mobility of endpoints,

• reliability of communication,

• the high cost of bandwidth;

• unpredictable network congestion,

• large geographical distribution of systems and customers.

OpenFog Consortium, founded in 2015, has proposed a specification of the OpenFog ref-
erence architecture, a universal technology model for projects primarily in the field of the
IoT, mobile networks, and AI applications. The key members of the consortium are Cisco,
Intel, ARM, Dell, Microsoft. According to the proposed model, OpenFog-infrastructure is a
set of nodes (Fog Nodes) based on network smart devices that perform data processing, the
specification also contains descriptions of options for hierarchical node construction, system
deployment models, and examples of possible implementations.

The OpenFog reference architecture is based on the following eight technological principles
(criteria):

• security,

• scalability,

• openness,

• autonomy,

• RAS (reliability, availability, suitability for service);

• adaptability;

• hierarchical principle of construction of input elements;

• programmability.

According to Cisco developers, the concept of Fog Computing is best suited for working with
machine-to-machine (M2M) systems and devices that use a human-machine interface (HMI).
They distinguish three main groups of such devices:
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• Data acquisition devices are generated in series by different sensors with a frequency of
a few milliseconds to fractions of a second. Examples are devices of security systems and
control systems of industrial facilities. They are characterized by low latency require-
ments for data acquisition and high performance to calculate the required characteristics
in real-time.

• Systems responsible for data processing, including operating. Here the input data comes
with a frequency of a few seconds to a few minutes. Examples of such systems are
devices for visualization of physical processes, technological industrial systems. The
requirements for the latency of the collected data and their processing are not as high as
for the devices of the first group, but all data are processed in real-time.

• Devices for the collection and processing of historical data, collected at a frequency of
several minutes to several days. Example – visualization and reporting systems.

2. Theoretical background

Shanhe Yi, Zijiang Hao, Zhengrui Qin and Qun Li point to unresolved cloud computing is-
sues such as unreliability, latency, lack of mobility support, and location awareness [3]. Fog
computing can solve these problems by providing resources and services to end-users at the
network boundary, while cloud computing is more about providing resources distributed on
the core network. Fog provides IoT data processing and storage locally on IoT devices, instead
of sending it to the cloud [4].

Case studies Weisong Shi and Schahram Dustdar [5], Weisong Shi, Jie Cao, Quan Zhang,
Youhuizi Li and Lanyu Xu [5], Nasir Abbas, Yan Zhang, Amir Taherkordi and Tor Skeie [6], Ma-
hadev Satyanarayanan [7] provide a detailed description, definition, and capabilities of Edge-
Computing, from cloud technology unloading to smart home and city, mobile networks.

Luis Miguel Vaquero and Luis Rodero-Merino [8] define Fog, considering a variety of tech-
nologies such as cloud, sensor networks, peer-to-peer networks, network virtualization func-
tions, or configuration management techniques [8]. Redowan Mahmud, Ramamohanarao Ko-
tagiri and Rajkumar Buyya note that Fog computing is located closer to IoT devices/sensors and
expands the capabilities of cloud-based computing, storage, and networking technologies [9].
Ivan Stojmenovic, Sheng Wen, Xinyi Huang and Hao Luan point to Smart Grid technologies,
smart traffic lights, software-defined networks [10].

Flavio G. Bonomi, Rodolfo A. Milito, Jiang Zhu and Sateesh K. Addepalli indicate the main
characteristics of Fog: a) low latency and location awareness; b) wide geographical distribution;
c) mobility; d) a very large number of nodes; e) the predominant role of wireless access; f) the
strong presence of streaming and real-time programs; g) heterogeneity [11]. These features
make Fog an appropriate platform for several critical IoT services and applications, namely,
automotive, smart grids, smart cities, and wireless sensors and network devices (WSANs) in
general.

The results of studies by Subhadeep Sarkar and Sudip Misra show that for the scenario where
25% of IoT applications will run with low real-time latency, the average energy consumption
for Fog calculations will be 40.48% lower, than in the usual model of cloud computing [12].

31



Expanding the concepts of Fog Computing is the driving force behind the introduction of
Industry 4.0. The development of algorithms and optimization methods is complicated by the
complexity of such systems and the lack of real data on Fog systems, which leads to the use of
algorithms that are not adapted to real scenarios. Graph-based system parameters allow you
to scale and design more realistic test scenarios for future optimization attempts, as well as to
determine the features of Fog systems compared to other types of networks [13].

Graph theory is used to construct a load balancing algorithm for Fog network computations
[14] based on a dynamic graph distribution [15] that the Fog Cloud Atomization computing
system can flexibly build a system network, and the dynamic load balancing mechanism can
efficiently configure system resources as well as reduce the consumption of node migration
caused by system changes.

Some authors propose a Fog network caching scheme based on the Steiner tree, in which Fog
servers, by caching resources, first create a Steiner tree in graphs to minimize the total path
weight (or cost) so that the cost of resource caching with this tree can be minimized [3, 16].

Xu Chen and Junshan Zhang propose a hybrid HyFog system for unloading tasks in Fog
Computing based on a three-level graph for efficient distribution of tasks between devices.
The problem of minimizing the total cost of the task is reformulated as the problem of the
minimum weight ratio in the constructed three-level graph, which can be effectively solved
using the Blossom Edmonds algorithm [17].

Dmitry Korzun, Aleksey Varfolomeyev, Anton Shabaev and Vladimir Kuznetsov consider
two emerging IoT-enabled paradigms: Edge-centric Computing and Fog Computing. They are
elaborating their potential for development of smart applications with focus on the dependabil-
ity and using a mobile assistant for e-tourism as a reference application. They analyze possible
concept elements for smart application development and provide recommendations in respect
to the dependability [18].

Isaac Lera, Carlos Guerrero and Carlos Juiz propose a fog computing simulator for analyzing
the design and deployment of applications through customized and dynamical strategies. They
model the relationships among deployed applications, network connections, and infrastructure
characteristics through complex network theory, enabling the integration of topological mea-
sures in dynamic and customizable strategies, such as the placement of application modules,
workload location, and path routing and scheduling of services [19].

Ted H. Szymanski presents describes 300 task graphs which can be used for evaluating mobile
cloud, fog and edge computing systems.The task graphs are organized as 3 sets of 100 graphs.
Each graph in the first set has the same topology, with 𝑁 = 9 tasks and 6 offloadable tasks.
Each graph in the second set has the same topology, with 𝑁 = 29 tasks and 20 offloadable
tasks. Each graph in the third set has the same topology, with 𝑁 = 23 tasks and 19 offloadable
tasks. Users can also change the number of offloadable components per task graph, in which
case the total number of task graphs specified in this paper exceeds 5,000, providing a good
basis for the evaluating cloud computing systems [20].
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3. Research methods

When modeling the operation of both individual elements and the system, designed and/or
built on the concept of fog computing as a whole, for example, to assess efficiency, performance,
bandwidth, performance, equipment reliability, the delay time for certain types of service, data,
software, the system should be presented in the form of several interconnected levels:

• equipment,

• interfaces,

• transport system (network),

• operating systems (OS),

• data,

• services,

• applications.

Such a representation of the object of modeling allows you to use the apparatus of graph
theory.

Figure 1 in the form of an oriented graph 𝐺 = (𝑍, 𝐿) presents a multilevel graph model of
the system built according to the concept of Fog Computing. The set of vertices of the graph
𝑍𝐸𝑞𝑢𝑖𝑝 , 𝑍𝐶𝑜𝑛𝐷𝑒𝑣 , ..., 𝑍𝐶𝑜𝑚𝐷𝑒𝑣 , ...; 𝑍𝐼 𝑛𝑡𝑒𝑟𝑓 , 𝑍𝐻𝑀𝐼 , ..., 𝑍𝑀2𝑀 , ... .; 𝑍𝑇𝑆 , 𝑍𝑁𝑒𝑡𝐷𝑒𝑣 , ..., 𝑍𝐿, ... ; 𝑍𝑜𝑠 , 𝑍𝑜𝑠1,
..., 𝑍𝑜𝑠𝑛, 𝑍𝐷𝑎𝑡𝑎, 𝑍𝑂𝐼 , ..., 𝑍𝐻𝐷 , ..., 𝑍𝐵𝐷 , ...; 𝑍𝑆 , 𝑍𝑆1, ..., 𝑍𝑆𝑚; 𝑍𝐴𝑝𝑝 , 𝑍𝐴𝑝𝑝1, ..., 𝑍𝐴𝑝𝑝𝑘 are tasks that are
solved at each specific level.

The set of arcs contains: 𝑋𝑝𝑟 – the set of parameters needed to solve these problems and
the set of information links – 𝐻 . The set of parameters 𝑋𝑝𝑟 consists of 𝐻 𝑖𝑛

𝑝𝑟 – input and 𝐻 𝑜𝑢𝑡
𝑝𝑟 –

output parameters.

𝑋𝑝𝑟 = {𝐻 𝑖𝑛
𝑝𝑟 , 𝐻 𝑜𝑢𝑡

𝑝𝑟 }
with 𝐿 = 𝑋𝑝𝑟 ⋃𝐻 and 𝑋𝑝𝑟 ⋂𝐻 = ∅.

It should be noted that the output parameters of some tasks (vertices) may be input for others.
Information connections are converted into a Boolean matrix 𝑛∙𝑛:

𝐻 = ‖ℎ𝑔𝑙 ‖𝑛𝑥𝑛.
The matrix element ℎ𝑔𝑙 characterizes the presence of information connections of problems

𝑔 and 𝑙:

ℎ𝑔𝑙 =
{
1 if the tasks are related by parameters,

0 otherwise.

The solution of any problem can be represented as

33



𝑍𝑖 ∶ {𝑋 𝑖𝑛
𝑝𝑟 } ⇒ 𝑍 𝑜𝑢𝑡

𝑝𝑟 .
It should be noted that there are many mathematical models for solving the problems that

correspond to the vertices of the graph 𝐺 = (𝑍, 𝐿), in the future, they are used to estimate
the parameters and characteristics of Fog Computing elements. Each vertex of the graph cor-
responds to one or more nodes, and the output parameters of some nodes can be input to
others. Michaela Iorga, Larry Feldman, Robert Barton, Michael J. Martin, Nedim Goren and
Charif Mahmoudi note that Fog nodes are either physical components (e.g., gateways, switches,
routers, servers, etc.) or virtual components (e.g., virtual switches, virtual machines, clouds,
etc.) that are closely related to intelligent endpoints, devices or access networks, and provide
computing resources for these devices [21].

Each parameter for solving problems is characterized by a vector of characteristics of pa-
rameters, which includes: units of measurement of the parameter; the vertex in which this
parameter is the source; the vertex in which the parameter is input, the level number, and
other individual characteristics. The units of measurement of parameters are determined by
the International System of Units (SI) and by the semantics of specific modeling tasks. In this
case, all parameters should be divided into two groups: 1) parameters corresponding to the SI
system; 2) all other parameters.

For the same parameters, the units of measurement may be different; therefore, it is neces-
sary to perform parameter matching. As mentioned above, the OpenFog reference architecture
is based on the following eight criteria:

𝐾 = {𝐾𝑢
1 , ..., 𝐾𝑢

8 },
where 𝐾 is a compound criterion; 𝑢 is the level number (𝑢 = 1, ..., 7); 𝐾𝑢

𝑖 – criterion of a specific
level, for example, security at the level of services.

This method can be used in this study, because using the graph 𝐺 = (𝑍, 𝐿), it is possible
to integrate models for calculating and evaluating various parameters depending on specific
tasks, to carry out multivariate calculations, and to effectively evaluate almost all parameters
and characteristics of Fog Computing elements. The graph model clearly shows the mutual
influence and interrelation of tasks and parameters, and modeling can be started with any task
that corresponds to the top of the graph (one or more).

4. Results

Let us dwell in more detail on the results of modeling the graph of a system designed and/or
built on the concept of Fog Computing (figure 1).

1st level – equipment. The vertices of the graph 𝑍𝐸𝑞𝑢𝑖𝑝 , 𝑍𝐶𝑜𝑛𝐷𝑒𝑣 , ..., 𝑍𝐶𝑜𝑚𝐷𝑒𝑣 , ... correspond
to this level. The vertex of 𝑍𝐸𝑞𝑢𝑖𝑝 defines all problems which are solved at this level; vertices of
𝑍𝐶𝑜𝑛𝐷𝑒𝑣 , ... – (connecting devices) tasks that are solved at the level of a wide range of devices
connected to the network; vertices 𝑍𝐶𝑜𝑚𝐷𝑒𝑣 , ... – tasks for devices that allow you to perform the
necessary calculations. An example of the tasks that are solved at this level is the calculation
of the reliability and performance of devices.
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Figure 1: Graph model of the system, which is implemented according to the concept of Fog Comput-
ing

2nd level – interfaces. As mentioned above, Fog calculations are best suited for working
with inter-machine interaction systems – M2M, and devices that use a human-machine in-
terface – HMI. The interface level corresponds to the vertices of the graph 𝑍𝐼 𝑛𝑡𝑒𝑟𝑓 , 𝑍𝐻𝑀𝐼 , ...,
𝑍𝑀2𝑀 , .... The vertex of the 𝑍𝐼 𝑛𝑡𝑒𝑟𝑓 describes the tasks specific to this level; vertices 𝑍𝐻𝑀𝐼 ,
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..., 𝑍𝑀2𝑀 , ... – define tasks for systems with inter-machine and human-machine interface, re-
spectively. M2M – machine-machine interaction (Machine-to-Machine, Mobile-to-Machine,
Machine-to-Mobile) – the name of the technology (sum of technologies), which allows data
transfer between different devices, and it can be groups of devices, such as public transport.
Work on M2M is coordinated by the following organizations: the Eclipse Foundation, the Focus
Groupon Machine-to-Machine, a member of the International Telecommunication Union, and
the TR-50 M2M Intelligent Devices Engineering Committee.

Types of M2M: stationary M2M, such as process control, payment terminals, meters, etc.,
and mobile M2M, for example, for fleet management, where M2M is used as an on-board device
for monitoring, diagnostics, navigation, security, and mobile communications. M2M applica-
tions include access systems, premises security systems, security systems, remote control and
management of equipment, transport and monitoring of moving objects, vending machines,
payment terminals, healthcare, etc. HMI – human-machine interface – a concept that encom-
passes engineering solutions that provide human interaction with controlled objects (machines,
systems, devices).

The HMI can be a computer, standard software, a simple remote control with a set of LED
indicators, and so on. Modern computers are focused on streaming architecture, the implemen-
tation of intelligent human-machine interface, which provides not only a systematic solution
but also the ability of the machine to logical thinking and self-learning, to associative informa-
tion processing and drawing logical conclusions. The requirements that different users impose
on the HMI vary widely. The implementation of an intelligent human-machine interface is
associated with the ability to solve problems of recognition and understanding of natural lan-
guage, for this, there are recognition systems (language, handwritten texts, images). Creating
a user-friendly and efficient human-machine interface is an urgent task. Also among the tasks
of the interface level can be distinguished, for example, the choice of standard interface buses;
reliability assessment at the interface level, and others.

3rd level – transport system (network). The transport system is used to transmit information
and contains nodes of the Fog infrastructure – switches, routers, etc. The vertex 𝑍𝑇𝑆 of the
graph 𝐺 = (𝑍, 𝐿) defines the general tasks characteristic of the 3rd level, and the vertices
𝑍𝑁𝑒𝑡𝐷𝑒𝑣 , ... – describe the tasks that are solved at the level of network devices; vertices 𝑍𝐿, ...,
𝑍𝐿𝑞 , ... – tasks that are solved at the level of communication channels. As the tasks are solved at
this level it is possible to result in the following – a choice of a communication channel; channel
bandwidth estimation; calculation of the delay factor of network equipment; estimation of
message delay and many others.

4th level – operating systems (OS). Here you should consider the presence of different types
of operating systems (UNIX-like OS, Windows, macOS, etc.). The vertex 𝑍𝑜𝑠 of the graph de-
scribes the general tasks characteristic of the OS level.

Vertices 𝑍𝑜𝑠1, ..., 𝑍𝑜𝑠𝑛 are tasks that are solved for each specific operating system, for example:

• calculation of the coefficient of relative losses of OS performance for a multiprocessor
system,

• determining the average processing time of the OS request,

• estimation of the average time spent on access to external memory and analysis of the
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intensity of OS requests to external memory devices,

• assessment of the reaction time of the OS in solving specific problems,

• an estimate of the average time required to transmit the OS request,

• estimate the time of access to RAM,

• optimization of the core structure of open OS by the criterion of information security,

• estimation of time of detection of errors in processes,

• calculation of the probability of skipping the controlled signal (quantitative characteris-
tics for the tasks of monitoring the integrity of OS files) and many others.

5th level – data. The vertices𝑍𝐷𝑎𝑡𝑎, 𝑍𝑂𝐼 , ...., 𝑍𝐻𝐷 , ..., 𝑍𝐵𝐷 , ... of the graph𝐺 = (𝑍, 𝐿) correspond
to this level. The 𝑍𝐷𝑎𝑡𝑎 vertex describes general tasks, 𝑍𝑂𝐼 , ...., 𝑍𝐻𝐷 , ..., 𝑍𝐵𝐷 , ... vertices – tasks
specific to operational information (real-time analysis), historical data (transaction analysis),
and long-term storage (BigData analysis).

Examples of tasks to be solved at this level:

• prognostic calculation of the speed of new data generation,

• optimization of file placement and processing of requests to the database,

• estimation of data volume,

• data compression,

• distributed calculations when planning requests to the database,

• assessment of the integrity of information at the level of links and other tasks.

6th level – services. These can be various services, such as online services (like Uber), stream-
ing services (like Netflix, Amazon Prime, Hulu, and Crunchyroll), etc.

The level of services corresponds to the vertices 𝑍𝑆 , 𝑍𝑆1, ..., 𝑍𝑆𝑚 graph model. Vertex 𝑍𝑆
defines general tasks for service level, vertices 𝑍𝑆1, ..., 𝑍𝑆𝑚 – tasks for different types of service.

Examples of tasks:

• calculation of productivity for the 6th level,

• assessment of service quality in virtual VPN channels,

• optimization of system services by network resources,

• assessment of the security of transmission of confidential information in broadcast com-
munication channels,

• maximum support for different types of 6th level traffic, etc.
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7th level – applications. Applications are research software, computer-aided design systems,
games, applications for artists, geographically distributed applications for pipeline monitoring,
smart devices in the car, SmartGrid, traffic light control systems, etc.

The vertices 𝑍𝐴𝑝𝑝 , 𝑍𝐴𝑝𝑝1, ..., 𝑍𝐴𝑝𝑝𝑘 of the graph 𝐺 = (𝑍, 𝐿) correspond to this level. Vertex
𝑍𝐴𝑝𝑝 describes the general tasks of the application level, the vertices of 𝑍𝐴𝑝𝑝1, ..., 𝑍𝐴𝑝𝑝𝑘 – tasks
for different types of applications. These can be applications installed on computers, tablets,
smartphones of users.

Some examples of tasks:

• calculation of maximum productivity for the 7th level,

• distribution of application tasks between users according to the criterion of weighted
average route length,

• prognostic estimate of the conditional average service time of the application required
to perform the task lasting in 𝑛𝑡 period,

• estimation of the average time of the decision of applied problems,

• calculation of exchange time with external memory in the process of solving applied
corporate tasks,

• prognostic calculation of the time required for data processing in the application system,

• calculation of the average service time of the application for algorithms of non-priority
service disciplines,

• scalability for the 7th level.

The main properties of the multilevel graph model of Fog Computing system are:

1. integration – the ability to solve individual (partial) problems depending on the specific
situation,

2. universality,
3. adequacy,
4. accuracy,
5. efficiency,
6. property of development – the model is created and functions taking into account addi-

tions, improvements, and updates.

The requirements of a high degree of universality, accuracy, adequacy on the one hand, and
its high efficiency, on the other hand, are contradictory.

In the process of analyzing the graph model of the system, which is implemented by the
concept of Fog Computing, the graph 𝐺 = (𝑍, 𝐿) is decomposed into typical subgraphs (the
necessary subgraphs are allocated to save time and computing resources), the parameters of
the corresponding vertices are determined by set of connections between vertices (tasks). Then
there is a selection of appropriate models (formulas) to calculate the necessary parameters for
solving specific problems. Next, you need to analyze the entire graph model. Using graph
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Figure 2: Graph with the width of the edges, which is proportional to their weight

𝐺 = (𝑍, 𝐿) it is possible to integrate models for calculation and estimation of various parame-
ters depending on concrete tasks, to carry out various calculations, to estimate practically all
parameters and characteristics of Fog Computing system elements. The graph model clearly
shows the mutual influence and relationship of tasks and parameters, and modeling can begin
with any problem that corresponds to the vertex of the graph (one or more).

Fog Computing network simulations were performed in Matlab. Since the 2015 release, Mat-
lab has been able to work with graphs using the 𝐺 = 𝑔𝑟𝑎𝑝ℎ() function. After you create a graph
that simulates a network, you can get information about the graph by using object functions to
perform object queries. For example, you can add or remove nodes or edges, define the shortest
path between two nodes, or find a specific graph node:

G = graph([1 1], [2 3]);
e = G.Edges
G = addedge(G,2,3)
G = addnode(G,4)
plot(G)

The next step in describing the relationships between objects using graphs is to give the
edges certain symbolic values, qualitative characteristics, called weights. In the simplest cases,
this may be the ordinal numbering of the edges, which is checked by the order of their consid-
eration (priority or hierarchy). Rib weight can mean length (message paths), bandwidth (com-
munication lines), load. Weight can be attributed not only to the ribs but also to the vertices.
For example, the vertices that correspond to the Fog nodes of the network can characterize the
number, bandwidth, and so on. Next, a graph is constructed, indicating the weight of the edges
and making the width of the edges proportional to their weight (figure 2).

We used a set of pseudo-random task graphs which can be used for evaluating Mobile Cloud,
Fog and Edge Computing systems. The pseudo-random task graphs are based upon graphs that
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Figure 3: Three task graphs each with N = 9 nodes and 6 offloadable tasks. Tasks 1,6 and 9 execute
locally. Edge weights are in Kilobits

have previously developed by Ted H. Szymanski [20]. Researchers can download these 300 task
graphs and analyse their own configurations of mobile cloud, fog and edge computing systems
with different mobile device parameters and cloud/fog/edge server parameters, but the code
does not provide the ability to visualize graphs and properties of nodes and edges.

For example, the first set of graphs is based upon a task graph presented in [20]. Reference
[20] provided the 3 task graphs shown in figure 3, and it provided the optimal energy for each
graph (under certain assumptions). In figure 3, the task graphs consists of 9 tasks and 10 edges.
Tasks 1, 6 and 9 must execute locally, and the remaining tasks can execute locally or remotely.
The task complexities are expressed in Mega-cycles per task, and the edges are annotated with
the data size expressed in kilobits. The task graph in Fig. 3 contains only in one variable, where
the complexity of task 8 changes from 3 to 20 Mega-cycles.

Graph plots are the primary way to visualize graphs and networks created using the graph
and digraph functions. After you create a GraphPlot object, you can modify aspects of the plot
by changing its property values. This is particularly useful for modifying the display of the
graph nodes or edges. GraphPlot properties control the appearance and behavior of plotted
graphs. By changing property values, you can modify aspects of the graph display. Use dot
notation to refer to a particular object and property. Let’s plot a graph by marking the edges
with their weights and making the widths of the edges proportional to their weights. Use a
scaled version of the edge weights to define the width of each edge so that the widest line has
a width of 5. This example shows how to plot graphs:

EDGE_src(1,1:10)=[1,1,2,2,3,4,5,6,7,8,];
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EDGE_dst(1,1:10)=[2,3,4,5,6,8,7,7,8,9,];
EDGE_bits(1,1:10)=[200,660,780,590,710,80,270,620,100,500,]
G=graph(EDGE_src,EDGE_dst,EDGE_bits)

G =
graph with properties:
Edges: [10x2 table]
Nodes: [9x0 table]
>> LWidths = 5*G.Edges.Weight/max(G.Edges.Weight);
plot(G,’EdgeLabel’,G.Edges.Weight,’LineWidth’,LWidths)

The second task graph is an extended version of the previous task graph, and the seed graph
is shown in figure 3. Three instances of the task graph from set 1 (in figure 2) are placed in
parallel, between the entry node 1 and exit node 29. The seed graph has 29 nodes and 36 edges.
Nodes 1, 29 and 7 other randomly selected nodes execute locally. Each task graph in set 2 thus
has 20 offloadable tasks. This example shows how to plot graphs:

>>EDGE_src(1,13:24)=[1,11,11,12,12,13,14,15,16,17,18,19,];
EDGE_dst(1,13:24)=[11,12,13,14,15,16,18,17,17,18,19,29,];
EDGE_bits(1,25:36)=[200,200,660,780,590,710,80,270,620,100,500,300,];
G=graph(EDGE_src,EDGE_dst,EDGE_bits)

G=
Graph with properties:
Edges: [36x2table]
Nodes: [29x0table]
>>LWidths=5*G.Edges.Weight/max(G.Edges.Weight);
plot(G,’EdgeLabel’,G.Edges.Weight,’LineWidth’,LWidths)

The first task graph in set 2 is identical to the one shown in figure 4.
The practical application of the model can, for example, help mobile devices overcome re-

source constraints by unloading computing tasks on cloud servers. The task of the cloud is to
minimize the time of data transfer and execution of tasks to the user, whose location changes
due to the mobility and power consumption of the mobile device.

Ensuring satisfactory computational performance is particularly difficult in Fog Computing.
The graph model of calculations will allow bringing effectively computing power Fog to the
mobile user. The graph model consists of remote cloud nodes and local cloud nodes that are
connected to the wireless access infrastructure. Evaluating the effectiveness of our method us-
ing experimental modeling in Matlab shows good results, which show that this method allows
you to calculate the ability to reduce task execution time and power consumption of mobile
devices.
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Figure 4: Task graph with N = 29 nodes and 20 offloadable tasks based upon previous figure

5. Conclusions

The developed graph model can be a very versatile tool for optimizing existing networks and
for implementing new systems and networks created by the concept of Fog Computing, and,
above all, focused on the IoT. The IoT and Fog computing is just entering everyday life, and
the model provides the ability to calculate, perform a prognostic assessment, optimize the nec-
essary characteristics of the entire system and individual elements, identify bottlenecks and
redundancy at the design stage taking into account OpenFog reference architecture, criteria
(technological principles) and types of data processing systems. The proposed graph model
can provide the ability to determine the basic properties of systems, networks, and network
devices within the concept of Fog Computing, the optimal characteristics, and ways to main-
tain them in working condition. A promising task is to create an algorithm for calculating the
shortest path between nodes when dynamically changing the weight of the edges of the graph
(for example, when changing the location of a mobile device) to solve practical problems of
unloading mobile resources.

This paper shows how to plot graphs, and then customize the display to add labels or high-
lighting to the graph nodes and edges of pseudo-random task graphs which can be used for
evaluating Mobile Cloud, Fog and Edge computing systems. The graphs are described and
visualized in Matlab code.
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We plan to develop a set of use-case scenarios that we analyze to determine the graph based
parameters of the system that allows us to scale and generate a more realistic testing scenario
for future optimization attempts as well as determine the nature of fog systems in comparison
to other networks types.
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Abstract
The article investigates the possibility of technical realization of hardware complex. It presupposes
the use of sensors of registration of a photoplethysmographic curve, which describes a pulse wave
and defines the parameters of students’ cardiovascular system functional state. The method of pho-
toplethysmography allows the use of non-contact sensors. Therefore, there is no artery compression,
which eliminates circulatory disorders and allows the use of calculations to determine the saturation of
oxygen by the pulse wave. It is recommended to use several optocouplers connected in series, parallel
or parallel-series in a chain, with control of their mode of operation from the intensity of the received
pulse wave signal depending on human body constitution. The edge device hardware is a part of the
IoT system, which also includes another edge device, which instantly transmits data to the database on
the edge server for the data further processing and storage.

Keywords
pulse wave, saturation, edge device, sensor, biotechnical system, photoplethysmography,
photoplethysmograph

1. Introduction

2020 is the year of the COVID-19 pandemic [1], which forced people to change their attitude
to health. In the period of morbidity, when the number of the infected is constantly increasing
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Figure 1: The number of people infected with COVID-19 at the end of 2020

exponentially (figure 1), early detection of certain abnormalities in health is a precautionary
measure.

One of the requirements to participate in any event as well as attend classes is a satisfactory
health condition. Therefore, in an educational institution, the problem of determining students’
state of health arises.

Due to the COVID-19 outbreak, it has become impossibile to monitor the health condition
of a student body. Therefore, it is proposed to develop edge devices, the components of which
will be partially located in classrooms.

The system screens and monitors the functional parameters of students’ cardiovascular sys-
tem and other organs for coronavirus symptoms, pre-existing and health condition. It displays
the result on the edge device screen, or transfers it server, or a mobile device.

In the last decades of the last century – at the beginning of the current for the functional
diagnosis of the cardiovascular and respiratory systems and, to some extent, the functional
features of the circulatory system, pulse oximeters have become widespread. These are devices
designed to determine the relative saturation of blood hemoglobin with oxygen in the natural
conditions of human life and the dynamics of its performance of various functional tests [2, 3,
4].

In the middle – the last quarter of the 20th century photooxyhemographs were widely used
to solve the problem mentioned above. Modern integrated pulse oximeters, in contrast, al-
low obtaining high-quality curves of peripheral arterial pulse due to periodic heart activity –
photoplethysmograms (PPG) [2, 5].

The contour and form of photoplethysmograms greatly resembles the peripheral pulse curve
(sphygmogram) obtained with mechanical pressure sensors that convert the oscillations of the
wall of the pulsating artery into an electrical signal [2, 4, 5]. Therefore, pulse oximetry can
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be used as a source of primary biological information about heart rate and natural heart rate
variability [5].

Edge devices are viewed as a complex automated system [6]. It combines memory hard-
ware (considered in the paper), data transmission and visualization unit, and the database. The
database contains students’ medical records, medical check-up data, and the data of patients’
health condition monitoring.

1.1. Theoretical background

Prior researches proves that the introduction of ICT in the field of health care greatly con-
tributes to health promotion and maintenance [7, 8, 9, 10, 11, 12, 13, 14]. Moreover, it impoves
the demographic situation, upgrades the quality and efficiency of health care. Furthermore, it
ensures the human rights to health care [7]. V. Avramenko, V. Kachmar and A. Khvyshchun
[7, 15, 16] have made a significant scientific and practical contribution to the introduction of
modern information technologies in the educational process as well as in health care institu-
tions work in Ukraine.

A closer look to the literature on medical field informatization, however, reveals a number
of gaps and shortcomings. Although there are many studies, the research in the assessment
of medical information systems effectiveness remains limited. Nonetheless, there exists a con-
siderable body of literature on organizational and economic efficiency of industrial, corporate,
accounting and other types of information systems introduction in large enterprises, govern-
ment agencies, and in the tourism industry [7, 17, 18, 19, 20, 21].

The study addresses several further questions on edge computing, which is a comparatively
new area of research [22]. However, it has been successfully established and described by
Najmul Hassan, Saira Gillani, Ejaz Ahmed, Ibrar Yaqoob and Muhammad Imran. The scientists
bring some information about the role of edge computing in the internet of things [23]. They
propose a layered model for the delivery of IoT services based on CloudEdge, as well as the
taxonomy of the Edge Environment based on IoT (see figure 2). Moreover, the researchers
provide a clear illustration of cloud computing complementary role in the IoT environment
(see figure 3) [23].

A more comprehensive description can be found in the works of Inés Sittón-Candanedo
and Juan Manuel Corchado. The scientists consider the concept of Edge Computing, and the
possibility of Edge Computing integration. They suggest that it significantly contributes to
optimizing the processes that are usually performed in a cloud computing environment [24]. In
addition, the scientists successfully establish the relation between Edge and Cloud Computing
(figure 4) [24].

Jun-Ho Huh and Yeong-Seok Seo present the framework, preconditions and discuss the ad-
vantages and disadvantages of edge calculations. The researchers describe how they function
and provide their structure hierarchically with the concepts of artificial intelligence [25]. More-
over, the scientists draw a comparison of the cloud and edge computing paradigm; propose a
three-tier edge computing architecture, and develop the design of an edge computing environ-
ment with AI support (see figure 5).

The aim of this research is to develop the hardware of edge devices of pulse rapid diagnos-
tics of human body functional state. Its parameters enable to identify the early symptoms of
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Figure 2: Taxonomy of IoT-based Edge Environment [23]

COVID-19 and determine the functional state of cardiovascular system. The hardware serves
as a means of determining the parameters of human body functional state and can be installed
in the places of student’ study.

2. Results

The hardware complex is located in the classrooms and consists of 2 units:

1. the unit for determining students’ health condition according to 4 parametres:

• body temperature

• saturation (oxygen saturation) of blood

• heart rate (HR)

• rapid diagnostics of cardiovascular system functional state

2. indoor air quality monitoring unit.

The article reviews the possibility of technical realization of hardware complex. It presup-
poses the use of sensors of registration of a photoplethysmographic curve, which describes a
pulse wave and defines the parameters of students’ cardiovascular system functional state.

The method of photoplethysmography is designed to study the cardiovascular system of
biological objects in which the measurement of characteristics and parameters of blood circu-
lation (pulse curve, blood pressure, arterial oxygen saturation level, etc.), vascular reactions and
metabolic processes are performed by recording the fluxes intensity of electromagnetic radia-
tion in the optical range (from visible – 0.4 𝜇m to near-infrared – 1.5 𝜇m) after their interaction
with the tissues of a living organism [26].

There are two types of photoplethysmographic methods: transmitted-light photoplethys-
mography and side-scattered photoplethysmography (figure 6).
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Figure 3: Illustration of Edge Cloud Computing Complimentary Role in IoT Environment [23]

The on the lumen method allows to install the sensor on a finger or an earlobe, as the radiat-
ing unit should fully X-ray the area. Moreover, the receiver, which is located perpendicularly,
captures the light quantity that has passed through the finger. The on the reflection method
presupposes that the light quantity from the radiating unit falls on a certain part of the body.
In such a case, some of the light is absorbed, and some is reflected and enters the code receiver.
This method is more universal, as it is possible to place the sensor on any part of the body, if
full contact with him is provided [26, 27, 28].

The basis of photopulse oximetry method lies in the measurement of light absorption of
a certain wavelength by blood hemoglobin. Hemoglobin serves as a filter, what is more, the
“color” and “thickness” of this natural filter can vary [27, 28]. The “color” of the filter depends
on the percentage of oxyhemoglobin. That is how pulse oximetry determines the level of blood
oxygenation.

Changes in the “thickness” of the filter are affected by the pulsation of the arterioles: each
pulse wave increases the amount of blood in the arteries and arterioles. The doctor defines this
as a pulse rate, and the pulse oximeter considers that as a “thickening” of the filter. In such a
way, the pulse rate and amplitude of the pulse wave are measured.
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Figure 4: Edge and Cloud Computing [24]

Figure 5: A design of Edge Computing Environment Supported by AI [25]

Therefore, the use of one measurement principle allows determining three diagnostic pa-
rameters: the levels of saturation of hemoglobin with oxygen, the pulse rate and its “volume”
amplitude. In addition, it enables further processing and analysis of pulse waves to determine
the functional state of cardiovascular system.
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Figure 6: Ways of Sensors Location for Blood Circulation Registration. a) on the lumen, b) on the
reflection

Figure 7: The Survey Plan of Information System Hardware

The registration of photoplethysmographic signals [5] is performed using the scheme shown
in figure 7.

The analog part of the hardware consists of an optical sensor unit, an amplifier, and mod-
ulating equipment. The other units belong to the digital part. Amplified signals coming from
the sensor unit, via USB-input are transmitted to the PC and the program window displays a
pre-processed photoplethysmographic signal.

To transfer data from the microcontroller to the PC, USB port is used.
The method of photoplethysmography allows the use of non-contact sensors. Therefore,

there is no artery compression, which eliminates circulatory disorders and allows the use of
calculations to determine the saturation of oxygen by the pulse wave. Taking into consider-
ation that the hardware of the signal recording system is required for further transmission,
processing and analysis of pulse waves, the method of finger photoplethysmography is insuf-
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Figure 8: The Survey Plan of BTS Pulsogram Hardware Based on the Parametres of the Photopulse
Oxygenation on the basis of PC

ficient in its practical use.
On the one hand, the method is sufficient if the end phalanx of the finger or foot is X-rayed

on one side by ordinary incoherent light, which after side-scattering enters the photodetector;
however, on the other hand, this method is not appropriate to obtain sufficiently intense signals
from radial artery. However, it should be mentioned that the signal from radial artery is the
most informative for cardiovascular system diagnosis. Nonetheless, this signal also depends
on the human body constitution, its anthropometric parameters in particular. To consider this
and to make the study of pulse waves and cardiovascular system more reliable we recommend
controlling the intensity of infrared light depending on the human body constitution. The use
of one optocoupler is not enough for this due to the low power of the light quantity and the
depth of its penetration. It is recommended to use several optocouplers connected in series,
parallel or parallel-series in a chain, with control of their mode of operation from the intensity
of the received pulse wave signal depending on human body constitution (figure 8). Small
optocouplers design allows doing it on a small plane, which the sensor itself has.

In the case of photopulse oxygenation, we are interested in the absorption of light quantity
by blood running through veins, arterial blood in particular. Thus, the aim of pulse oximetry
is to measure the level of saturation of hemoglobin in arterial blood with oxygen.

Hemoglobin is the common name for blood proteins found in red blood cells. Oxyhemoglobin
is fully oxygenated hemoglobin, each molecule of which contains four oxygen molecules. De-
oxyhemoglobin is hemoglobin that does not contain any oxygen.

The tissues through which both light quantity pass are a non-selective filter and evenly
attenuate the radiation of both LEDs. The degree of attenuation depends on tissues thickness,
skin pigment and other obstacles in the way of light. Hemoglobin, in contrast to tissues, is a
color filter, and the color of this filter is affected by the level of oxygen saturation of hemoglobin.
Deoxyhemoglobin has a dark cherry color. It intensively absorbs red light and weakly delays
infrared. Therefore, if to put blood that does not contain any oxygen under the red and infrared
light, the first one will be almost completely held, and the second one will be only slightly
weakened. Conversely, oxyhemoglobin scatters red light (therefore, it has a red color), but
intensely absorbs infrared radiation.

Thus, the ratio of two light quantities under the photodetector depends on blood oxygen sat-
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Figure 9: The Program Window

Figure 10: The Hardware and Software Complex Overview and the window with pulsegrams

uration level. According to these data, using a certain algorithm, the microprocessor calculates
the percentage of oxyhemoglobin in the blood.

Therefore, using the unit of photoplethysmography and implying the methods of photo-
plethysmographic signal digital processing, we obtain the result as shown in figure 9.

In order to read the pulse signal, it is possible to connect the sensor directly to the laptop,
previously pre-amplifying the signal. Moreover, it is also possible to implement a small model
in the MATLAB package [29, 30] for further analysis of pulsegrams. It should be noted that the
display of the pulse graph is in real time. What is more, data can be stored in the database. It
is rather convenient for keeping the records and dealing with statistics.

Non-invasive methods of registration, analysis and evaluation of amplitude-time parameters
of pulse signals [31, 32, 33, 34, 35, 36] are viewed as a set of modern technical means and
mathematical methods of processing biosignals. Nowadays, they define the current trends
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in cardiovascular system as well as other systems diagnostics. Furthermore, determination
of additional values of saturation and body temperature is an important issue which is not
restricted to rapid students’ diagnostics only.

3. Conclusions

The paper proposes a device for recording pulse signals, which can record not only the heart
rate but also measure saturation, which significantly minimizes the design of the device.

The edge device hardware is a part of the IoT system, which also includes another edge
device, which instantly transmits data to the database on the edge server for the data further
processing and storage. In addition, further detailed study of edge device data as a part of the
IoT System is needed. Furthermore, the development of a mobile application to display the
data is planned. This will allow you to monitor changes in the physiological parameters of the
student in real-time around the clock and/or record on the server and, if necessary, view them.
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Abstract
The concept of the Internet of Things is increasingly defining the development of communication net-
works both now and in the future. The largest application of the IoT concept is wireless touch networks
(WTN). Due to the potentially widespread use of WTN in all areas of human life, they are also called
pervasive sensory networks. WTN belongs to the class of self-organizing networks, for which the con-
struction principles, routing protocols, quality of service parameters, traffic models, and characteristics
are significantly modified compared to traditional infrastructure networks, etc. The features of the ap-
plication of dynamic routing protocols for the construction of a self-organizing network of autonomous
IoT systems are considered. This article provides an overview of the main methods for calculating the
topology of self-organizing networks. A review of known dynamic routing protocols for mobile radio
networks is given, the advantages and disadvantages of proactive and reactive approaches are shown.

Keywords
IoT, networks, protocols, data transmission methods, error correction method

1. Introduction

In recent years, mobile devices have become widespread: cell phones, laptops, smartphones,
and tablets. This has opened up new opportunities for the developers of network solutions [1].
One of the areas of development of network technologies for mobile devices is the Internet of
Things.
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The current direction of development of communication networks is the concept of the In-
ternet of Things. The main task of the Internet of Things is to create a single network that
includes objects of the information (virtual) and physical (real) worlds and will ensure the in-
teraction of objects with each other.

The technological base of the first stage of development of the Internet of Things is all-
pervasive (wireless) sensor networks, which are widely used in the modern world in almost all
spheres of life, due to their low cost, rapid deployment and efficiency.

The implementation of the concept of the Internet of Things is expressed in the penetra-
tion of telecommunication technologies into all spheres of human activity. Currently, this is
reflected in the expansion of the field of application of wireless sensor networks.

The concept of the Internet of Things includes data exchange between devices (M2M), sensor
networks, and self-organizing networks of mobile devices (MANET). This article provides an
overview of the main methods for calculating the topology of self-organizing networks.

The task of improving the quality of data transmission in self-organizing networks of mo-
bile devices can be solved by different methods: the method of retransmission request (ARQ)
[2], the method of redundant coding (FEC) [3, 4, 5, 6, 7, 8, 9], the method of Network Coding
[10]. One of the approaches to data transmission in self-organized networks is the use of the
method of superimposed networks (P2P) [11, 12]. P2P protocol sets the rules for streaming
data between nodes [13, 14, 15, 16, 17]. Streaming data is transmitted between the nodes of the
superimposed network along the routes selected by the underlying protocols [18, 19]. Con-
trolling the data transmission process will avoid congested areas in the network, increase the
throughput and improve the reliability of the network as a whole [20, 21, 22, 23, 24, 25]. Over-
lay networks rely on tree and multi-link structures [26, 27, 28]. To improve network reliability,
some researchers [29] use different types of multipath redundancy, such as “routing braids”,
which demonstrate improved reliability and stability in self-organizing networks. The envi-
ronmental sector demonstrates particular interest in IoT, where modern air quality monitoring
systems can be built using sensor networks [30, 31, 32, 33, 34, 35]. Also as a part of complex
diagnostic systems of energy facilities [36, 37, 38, 39, 40] which build on hierarchical structures,
IoT can be used in energy sector.

2. Analysis of routing protocols in IoT systems

Self-organizing networks are an alternative to infrastructure networks. In such a network, each
node in the network can act as a router. The possibility for each node to leave the network
or connect to it will lead to the fact that an important issue in the organization of the self-
organizing network is the choice of a routing protocol. The routing protocols developed are
classified according to the approach to update the network topology information into reactive,
proactive, and hybrid [41]. Figure 1 shows the classification of routing protocols.

The reactive approach to routing involves constructing routes as they are needed. When a
connection to a network node is attempted, a complete enumeration of all options is performed
and the best route to it is found according to the routing metric. This route is used as long as
there is a connection to the destination.

With a proactive approach, the network topology must be monitored and updated at specific
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Figure 1: Routing protocols in self-organizing networks

intervals. Proactive protocols update the network topology with periodic queries. Protocols
belonging to this group may use different numbers of databases with information about the
network topology and different ways of keeping this information up to date. The proactive
approach relies on keeping track of the network topology, so nodes are constantly exchanging
messages, which can lead to higher power consumption compared to the reactive approach.
On the other hand, a node in a network using the reactive approach has to wait for the route
variants to be enumerated, which can affect the transmission speed in networks with changing
topologies. The hybrid approach involves combining reactive and proactive approaches within
the same network. The best route between network nodes is selected based on metrics: number
of routing steps, ETX, ETT, Air Time Link, etc. Metrics can take into account information from
the physical, data link, and network layers of the OSI model.

2.1. Proactive protocols

The OLSR (Optimized Link State Routing) protocol is proactive and oriented for use in large
networks with a high density of nodes. Each node uses HELLO broadcast messages that are
transmitted at regular intervals to nodes within one routing step. After receiving the HELLO,
the destination node tries to establish a two-way connection with the sender node. The num-
ber of control messages in OLSR is reduced due to the MPR (Multipoint Relays) approach [42].
In OLSRv2, the exchange of control messages in the network has become more efficient, and
the message form itself has been standardized and simplified. OLSR interacts with the net-
work layer by managing routing tables and using IP addresses for packet transmission. The
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B.A.T.M.A.N. protocol (Better Approach To Mobile Ad hoc Networks) also uses a proactive ap-
proach [43], in which all nodes produce an Originator Message (OGM) broadcast. An OGM
contains an originator address, a recipient address, and a unique sequential number. Each
neighboring node changes the recipient address to its own and sends the message back to the
originator. OGM messages do not include any additional information such as QoS metrics and
routing tables. The B.A.T.M.A.N. protocol. Has lower non-productive costs in networks with
more nodes than the OLSR protocol. One of the first proactive protocols was DSDV (Destina-
tion Sequenced Distance Vector), developed in 1994 [44]. Its main feature was the addition of an
ordinal number field in control messages because this bypassed the problem of loops between
nodes in the network (Loop free) since each node now knew whether its information about
the network topology was obsolete. DSDV proved ineffective in large networks with rapidly
changing topologies but influenced the development of other protocols, such as AODV.

2.2. Reactive protocols

Reactive DSR (Dynamic Source Routing) protocol uses a special DSR Options Header Format
that can be added to any packet and contains the route from source to destination node [45].
A node can perform a route discovery process to the desired node (Route Discovery) using
broadcast messages. The Route Maintenance process is to monitor the link-layer notifications.
If a link-layer notification is accepted or node requests are left unanswered, the discovery pro-
cess is repeated. Disadvantages and advantages of DSR include its reactivity, which reduces
the cost of sending control messages but makes it necessary to buffer packets for the duration
of route discovery. Besides, the special header format can lead to a large header for small pay-
loads, reducing the efficiency of the network. Further evolution of the reactive approach was
the AODV protocol [46]. Instead of relying on the transmission of voluminous headers, AODV
reintroduced routing tables that accumulated all the information about the network topology
as messages were received from other nodes. To avoid looping, two sequence numbers were
introduced, one for the source and one for the destination, allowing you to track the novelty
of topology information as you use the route from the destination to the source. The use of
AODV is recommended for networks of 10 to 1000 mobile nodes. The main goal of its devel-
opment was to reduce the cost of sending control messages and to improve the scalability and
performance of the network. Another protocol based on DSR was reactive SrcRR [47]. Its main
difference from DSR was the use of an ETX metric, which was measured by periodic broad-
casts to neighboring nodes, and the total ETX of its parts was used for the entire route. Also,
SrcRR was independent of the network layer and could use MAC addresses to find the path.
Microsoft developed and patented the LQSR (Link Quality Source Routing) protocol, which is
also based on DSR [48]. It is implemented between the link layer and the network layer using
a virtual network adapter, allowing it to handle multiple physical connections at once. The
LQSR header is located between the Ethernet header and the frame payload. Each node, as in
SrcRR, measures the QoS metric to neighboring nodes, propagates this information through
the network, and it is taken into account in selecting the best path to the destination. Guided
by the rule that the shortest path does not mean the best path, LQSR allows the use of three
QoS metrics: ETX, RTT, and PktPair. VNF sees network latency as a critical attribute for reli-
ability, availability, and QoS requirements by most researchers. By automating and elastically
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Figure 2: Reactive (a) and proactive (b) modes of the HWMP protocol

allocating resources, these enhanced service offerings are implemented [49].

2.3. Hybrid protocols

The hybrid approach enables the use of reactive and proactive approaches within a single net-
work. It is used in 802.11s to provide WMN support at the link layer [50, 51]. In previous 802.11
family standards, there was no way to obtain link-layer QoS metrics. For the QoS metric to be
more accurate, it should be obtained at a lower layer of the OSI network model. As a default
protocol in the standard 802.11s recommended hybrid HWMP (Hybrid Wireless Mesh Proto-
col), and the optional protocol can act as OLSR. The reactive approach is implemented based
on AODV (Ad hoc On-demand Distance Vector). In this case, the node looks for the best route
as needed, taking into account QoS metrics. Using a proactive approach, a root node (Root) is
assigned to a WMN that polls nodes at intervals, thus updating the network map. The con-
nected node, can contact the root node and get information about the routes to all nodes in
the network. Both approaches can be used separately or simultaneously in the same network
(figure 2).

The hybrid approach has been used not only in HWMP but also in earlier protocols, such
as the HSLS (Hazy Sighted Link State) Routing Protocol. Intending to reduce non-productive
costs, HLSL controls the interval at which network topology information is updated to reduce
the number of control messages [52]. If the route is obsolete, HLSL begins to operate in reac-
tive mode. The lack of up-to-date network topology information is a major drawback of this
protocol. Another hybrid protocol for WMN is Babel. Based on the ideas of DSDV, AODV,
and the Cisco EIGRP (Enhanced Interior Gateway Protocol), Babel takes a proactive approach
and is aimed at working in networks with mobile nodes [53]. It allows the implementation of
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different QoS metrics, although by default it uses ETX. Reactive mode is used in Babel if no
route from a node is suitable for reliable packet transmission. In a hybrid protocol, ZRP (Zone
Routing Protocol) node applies proactive route lookup within a certain section of the network
and reactive outside of it [54]. The FSR (Fish-eye State Routing Protocol) protocol is character-
ized by the fact that the accuracy of the network topology information decreases with distance
from the node [55].

3. Analysis of data transmission methods and correction of
transmission errors

3.1. Retransmission request method

Many different methods are used to recover lost and corrupted data. In self-organizing net-
works, the network topology and transmission environment change rapidly, it is very difficult
to ensure reliable communication, to overcome the high mobility of nodes and external inter-
ference. Therefore, many packets are received with errors, which means that error correction
methods play a significant role in data transmission processes [56].

In the transmission error correction method with a repeated request (ARQ), data reception
acknowledgment messages (ACK) are used for reliable data transmission. For example, if the
source has not received an acknowledgment from the recipient within a certain time interval
(timeout), it will retransmit until it receives an ACK message. The ARQ method relies on sum
and sequence number check fields in each packet header to detect corrupted and retransmitted
data. The retransmission request is used in the Stop-and-Wait ARQ, Go-Back-N ARQ, and
Selective-Repeat ARQ methods.

The Stop-and-Wait ARQ and Selective-Repeat ARQ methods are used in the 802.11 families
of standards at the data link layer of the OSI model, and all three approaches are used in various
transport layer protocols. The methods differ in the size of the transmit window and the receive
window. The Stop-and-Wait ARQ method starts a timer for each packet that is sent, and the
source waits until the ACK message arrives. If the ACK message has not been received and the
timeout has already expired, the source will repeat the packet. Thus, the interaction between
source and destination occurs from packet to packet.

The Go-Back-N ARQ method is more efficient than Stop-and-Wait ARQ. With this approach,
the source transmits several packets at a time and stores them in a buffer until it receives a
group ACK message. After the timeout expires, the source repeats all packets for which no
ACK message arrived. The Stop-and-Wait ARQ and Go-Back-N ARQ methods are very similar,
but they use different transmit window sizes.

In the Selective-Repeat ARQ method, the source transmits several packets at once but waits
for an individual acknowledgment for each packet. The receive and transmit windows sizes are
the same, and the destination can receive and store packets received in any order. The source
repeats those packets for which the timeout has expired.

The ARQ method can improve connection reliability but is not suitable for use in video
broadcasting because of the large and unstable delay.

62



3.2. Direct error correction method

The FEC method adds redundancy to the data being sent, which allows the addressee to de-
tect and correct errors without a second request from the source, and the maximum number
of bits recovered depends on the code used. The FEC method is usually implemented at the
physical layer and is responsible for correcting errors caused by interference in the communi-
cation channel. The application layer FEC method uses Reed Solomon codes or BCX codes. By
introducing redundancy, this code can detect and correct bit errors in transmission. But the in-
troduction of redundancy reduces the efficiency of communication channels if the transmission
is error-free. Therefore, an adaptive noise coding method has been developed [57, 58, 59, 60].
This method allows controlling redundancy at byte or packet-level [61, 62], using video char-
acteristics or quality of service metrics, such as information fragment delivery ratio.

3.3. Network coding method

One method that is very similar to the FEC method is network coding (NC) [63]. In the NC
method, data are encoded by intermediate nodes. The self-organizing network provides new
opportunities for the implementation of the NC method. Today, the NC method for reliable
video data transmission is most often implemented based on random linear network coding
(RLCN). The source node groups the data into generations encodes each generation with SLSC
and writes the encoding coefficients in the header of each packet. In the NC method, redun-
dancy can be controlled: k line-independent packets of a given generation are required to
decode all packets of the same generation. Thus, more encoded packets can be transmitted in
unreliable transmission channels. SLSC has advantages over other coding methods (e.g., foun-
tain code, block code) in that it makes the handling of encoded packets more flexible, reduces
the network delay for video transmission, eliminates the transmission of identical packets, and
uses the bandwidth more efficiently. The SLSC method can be used in conjunction with the
ARQ method to prevent the loss of the entire packet generation. Packets needed for decoding
the current generation can be requested from neighboring nodes to obtain k line-independent
packets of each generation. The SLSC method has much in common with FEC coding, but FEC
is implemented only on the destination node, while the SK method is also implemented on the
intermediate nodes. FEC and SK methods can work simultaneously without additional modifi-
cations, but more complex hybrid solutions are possible. The SK method can improve network
reliability and resilience when used in conjunction with the multipath redundancy method.

3.4. Multipath redundancy method

The multipath redundancy method is to transfer data from the source to the destination via
multiple routes. This method of routing has different goals: to distribute the load on the net-
work routes or to increase the bandwidth and reliability of the network as a whole [64, 65].
Applying the multipath redundancy method, it is possible to get rid of congested sections in
the network or simultaneously deliver streaming data via multiple routes. However, a self-
organizing network is usually congested at the section between the source and the destination,
and its network topology is inconstant and therefore requires recalculation of independent
routes. It is because of this that multipath redundancy is more often used to improve network
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reliability. Multipath redundancy can be provided by a superimposed network [66, 67]. The
simplest structure of a superimposed network is a single-layer tree. The root of such a tree is the
source node. The short existence time of a connection between nodes imposes restrictions on
the application of this structure in a self-organizing network. A multi-layer structure can also
be used in superimposed networks. This structure is more resilient to user outages, the load
is evenly distributed throughout the network, and does not require centralized coordination,
both during normal network operation and during emergencies. The structure is adapted both
for single-source transmissions and to provide transmissions from multiple sources. The disad-
vantage of this structure is that the networks built on their basis are more complex than their
counterparts. This entails that to maintain this structure, a large volume of control messages
are transferred between the nodes of the network. This can significantly limit the applicability
of such a structure to nodes that vary considerably in self-organizing networks. The multi-
layer tree structure seeks to eliminate two major drawbacks of an overlapping network with
a single-tree structure [68]. First, in single-tree structures, the few closest nodes are loaded
much more heavily than the rest of the network, since the “leaves” of the tree have not been
involved in content transmission. Secondly, the disconnection of these highly stressed nodes
leads to mass switching of network users looking for a new data source and a new connection
point. Node outages could lead to the degradation of streaming data quality. In a multilayer
tree, each node must stream data in multiple trees with a common root, distributing compli-
mentary content. Such a structure ensures that all content is not lost if one of the trees loses
connectivity and better utilizes the available resources of each node in the network. Source
S distributes streaming data to all nodes at once, but some video (e.g., every third fragment)
can be transmitted along the intended paths between the nodes themselves. Thus, instead of a
single tree, we consider three single-layer trees at once in the case of a multilayer tree with a
multilayer coefficient equal to three [69]. To improve network reliability, some algorithms use
different types of multipath redundancy, such as multipath “braid” routing. This move allows
the use of multiple routes instead of a single route to apply the SC method, which improves
the reliability and robustness of self-organizing networks [29]. The multilayer tree structure
helps to overcome packet loss in multicast in case of multiple node outage [70]. But the use
of multiple paths can increase the unproductive cost of forwarding data, so more research on
this method is needed. The multilayer tree structure can be combined with SC, FEC, and ARQ
methods to improve data transmission efficiency [71].

4. Conclusions

Known routing protocols used in self-organizing networks are considered and analyzed. The
main disadvantage of existing routing protocols is that they cannot respond to abrupt changes
in the network topology, which entails their inefficiency in self-organizing networks with
highly mobile nodes. When a source is broadcast to one destination, the quality of the trans-
mission depends entirely on the performance of the routing protocol. In the event of loss of
one route due to movement of one or more nodes of the network or due to a change in the state
of communication channels between nodes, routing protocols cannot effectively use existing
routes in the network to transfer streaming data from the source to destination. An overview of

64



transmission error correction techniques has been made and a process for transmitting stream-
ing data using a selective retransmission request method has been described.
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Abstract
Edge computing is an extension of cloud computing where physical servers are deployed closer to the
users in order to reduce latency. Edge data centers face the challenge of serving a continuously increas-
ing number of applications with a reduced capacity compared to traditional data center. This paper in-
troduces ImpalaE, an agent based on Deep Reinforcement Learning that aims at optimizing the resource
usage in edge data centers. First, it proposes modeling the problem as a Markov Decision Process, with
two optimization objectives: reducing the number of physical servers used and maximize number of
applications placed in the data center. Second, it introduces an agent based on Proximal Policy Opti-
mization, for finding the optimal consolidation policy, and an asynchronous architecture with multiple
workers-shared learner that enables for faster convergence, even with reduced amount of data. We show
the potential in a simulated edge data center scenario with different VM sizes based on Microsoft Azure
real traces, considering CPU, memory, disk and network requirements. Experiments show that ImpalaE
effectively increases the number of VMs that can be placed per episode and that it quickly converges to
an optimal policy.

Keywords
Edge Computing, Policy Gradient, Reinforcement Learning, Efficient Resource Management

1. Introduction

Cloud Computing providers have popularized and quickly replaced private data centers. Many
businesses, government organizations and research centers rely on external clouds to run their
workloads. However, Cloud data centers are usually located far away from the end-user and
the perceived latency might not be up to the standard. In recent years, the Edge Computing
paradigm has augmented Cloud capabilities by placing computing facilities and services close
to end users. Thus, Edge data centers are able to provide low latency and mobility to delay-
sensitive applications. According to a Markov Growth study [1], Edge Computing was valued
at USD 1.93 Billion in 2018 and is projected to reach USD 10.96 Billion by 2026. With this high
growth in revenue, it is clear the increased interest in this services.

The Edge computing platform is expected to deliver consistent performance despite the rapid
increase of application demand, specially coming from Internet-of-Things applications, such us
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self-sufficient vehicles producing data from their various cameras, radar or accelemerometers.
The new challenge for edge service providers is to perform efficient resource management of
their edge data centers with reduced computation and storage capabilities [2]. In particular,
providers will look for automated solutions that can adapt to the varying demand and diverse
workloads.

Reinforcement Learning (RL) is a family of self-adaptive algorithms that has been success-
fully applied to multiple domains. From the popular AlphaGo [3] for playing the game of Go,
to autonomous driving, drug discovery, personalized recommendations and optimizing chem-
ical reactions. RL has also been applied to for cloud resource optimization, both horizontal
and vertical scalability [4] [5] [6]. Similarly, RL has the potential to provide and efficient and
automated solution to the management of resource at the Edge.

2. Related work

Edge computing has received increasing attention in recent years. A common use case scenario
is the off-loading of certain requests to different Edge data centers. Liu et al. [7] focus on
the task scheduling problem and proposed an RL-based scheduling solution and successfully
offload certain tasks to other data centers. Some authors have proposed DRL-based solutions
for the offloading of VMs [8]. However, computation offloading might lead to unbalancing
issues, as some edge data centers in the region could be overloaded while some others are in
idle state [9].

Unbalanced data centers lead to performance degradation and wasted resources. One ap-
proach would be to spread the load equally among the difference edge data centers. Puthal
et al. [10] take this approach and propose a solution based on Bread-First-Search to keep the
application load equally distributed. However, edge data centers are characterized from scarce
resources compared to traditional servers and a load balancing approach will not maximize the
number of applications that can be served.

There are clashing objectives between the end-user and the service provider. The end-user
expects guaranteed application performance, while the provider wants to maximize its revenue
by increasing the number serviced applications. In order to meet both end-user and provider’s
expectation, it seems reasonable to define the overall objective as a consolidation problem:
placing as many requests as possible using the minimal capacity, always subject to resource
constraints. With this goal in mind, some authors have focused on the execution of tasks on
edge data centers [7, 11]. Zhu et al. [11] successfully introduce two approximation scheduling
algorithms focused on minimizing energy consumption and reducing the overall task execution
delay.

As stated by Khan et al. [2], edge data centers can benefit from the use of Virtual Machines
to co-allocate multiple applications in the same physical server. Tao et al. [12] gather a list of
proposed solutions that handle the VM placement on edge data centers. Proposed optimiza-
tion methods range from Mixed-Linear Non-Linear Programming [13, 14] to Particle Swarm
Optimization [15]. However, there seems to be a lack of solutions exploring the potential of RL
for optimal VM placement in edge data centers, aiming at minimizing resource wastage.

To the best of our knowledge, this is the first attempt to explore the application of policy-
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gradient RL methods to achieve efficient resource management in edge data centers. This pa-
per introduces an agent (named ImpalaE that uses policy-gradient method to find the optimal
placement policy and a distributed architecture that enables fast training. The resource man-
agement problem is formulated with a bi-objective function that tries to (1) reduce the number
of physical servers utilized and (2) maximize the number of applications that can be placed in
the edge data center.

3. Background: Policy-Based Reinforcement Learning

The basic elements in an RL problem are the agent and the environment. The agent continuously
interacts with the environment, observes the current state and decides the best action to take.
After some time, the agent will observe the reward obtained after applying that action. The
goal is to learn an optimal policy 𝜋𝜃 (𝑠|𝑎) that maps each state with its optimal action.

3.1. Vanilla Policy Gradient (PG)

There are different approaches to learn the optimal policy. As the name suggests, Policy-based
algorithms directly learn the policy without an intermediary function. The policy 𝜋𝜃 (𝑠|𝑎) is
approximated with deep neural network that has a vector of policy parameters 𝜃 . The goal is
to adjust the values of these parameters, such that the policy maximizes the reward obtained
from the environment.

Policy gradient methods rely on applying stochastic gradient descent as an iterative pro-
cess. At each step, the algorithm estimates the gradient of some estimated scalar performance
objective 𝐽 (𝜃𝑘) and updates the policy parameters 𝜃 :

𝜃𝑘+1 = 𝜃𝑘 + 𝛼∇𝜃 𝐽 (𝜃𝑘) (1)

The gradient of 𝐽 (𝜋𝜃 ) for the Vanilla Policy Gradient can be calculated as follows:

∇𝜃 𝐽 (𝜋𝜃 ) = 𝔼
𝜏∼𝜋𝜃

𝑇
∑
𝑡=0

∇𝜃 log 𝜋𝜃 (𝑎𝑡 |𝑠𝑡 )𝐴𝜋𝜃 (𝑠𝑡 , 𝑎𝑡 ), (2)

where 𝜏 is an episode, that is a sequence of states and actions, e.g. a pre-defined sequence of
requests and their corresponding placements in the edge data center; and 𝔼 denotes calculating
average over a batch of samples.

The main drawback in Vanilla PG is the high gradient variance, that will hinder the con-
vergence to an optimal policy. The advantage function 𝐴𝜋𝜃 included in the gradient function
helps in reducing such variance. Without going deep into the details, the advantage function
evaluates how good an action is compared to the average action for a specific state.

3.2. Proximal Policy Optimization (PPO)

PPO [16] aims to optimize the gradient update taken at each step, ensuring that it minimizes
the objective function, while ensuring that the difference to the previous policy is relatively
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small. Too big of an update might cause a divergence from the optimal policy. PPO imposes a
constraint to the policy gradient updates as follows:

𝐽 (𝜃) = 𝐿𝐶𝐿𝐼𝑃 (𝜃) = 𝔼𝑡 [𝑚𝑖𝑛(𝑟𝑡 (𝜃)𝐴𝑡 , 𝑐𝑙𝑖𝑝(𝑟𝑡 (𝜃), 1 − 𝜖, 1 + 𝜖)𝐴𝑡 )] (3)

There are two main modifications with respect to the vanilla PG method. The first one is
𝑟𝑡 = 𝜋𝜃 (𝑎𝑡 |𝑠𝑡 )

𝜋𝜃𝑜𝑙𝑑 (𝑎𝑡 |𝑠𝑡 )
, which computes a ratio between the current policy (after update) and the older

policy (just before the update). Additionally, PPO relies on a clipping function
𝑐𝑙𝑖𝑝(𝑟𝑡 (𝜃), 1 − 𝜖, 1 + 𝜖) that keep the value or 𝑟𝑡 between certain range defined by 1 − 𝜖 and
1 + 𝜖.

PPO with Clipping is used as the core agent for ImpalaE. The full logic is depicted in Algo-
rithm 1:
Algorithm 1: PPO with clipping
Input: initial policy parameters 𝜃0, clipping threshold 𝜖
for 0,1,2, … do do

Collect set of partial trajectories (episodes) 𝜏 on policy 𝜋 = 𝜋 (𝜃)
Estimate advantages 𝐴𝑡 using any advantage estimation algorithm
Update the policy by maximizing the policy the PPO-Clip objective:
𝜃𝑘+1 = argmax𝜃 𝐿𝐶𝐿𝐼𝑃 (𝜃𝑘), typically, by taking 𝐾 steps of minibatch stochastic
gradient descent with Adam optimization

end

3.3. Importance Weighted Actor-Learner Architectures (IMPALA)

IMPALA [17] is a state-of-the-art algorithm produced by DeepMind. It uses the vanilla Policy
Gradient at its core, but also introduces two significant improvements: a distributed archi-
tecture, and a correction algorithm V-trace. First, it introduces a highly-scalable architecture
that relies on a single (or multiple) learner and multiple workers (see figure 1. In traditional
RL approaches [18], each worker updates its local model parameters before each episode and
communicates gradients to the main learner. IMPALA proposes a loosely coupled architecture
where each worker focuses on collecting trajectories of experience (states, action, rewards).
Then, the learner asynchronously samples batches of experiences from the workers, computes
the policy gradients and updates the current model. This architecture enables the learner to be
accelerated by a GPU and to distribute the workers across different nodes and collect experi-
ence on different domains (e.g. independent edge data centers).

The high scalability of the IMPALA architecture comes at a cost. Each worker interacts with
its environment based on a policy that is slightly older than the main learner’s policy, since
the learner broadcasts the updated weights in a period and asynchronous manner. In order to
address this divergence, Espeholt et al. [17] introduce a correction algorithm called V-trace that
readjusts the value function 𝑉 (𝑠) for each state and account for the lag in each action decision.
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4. ImpalaE: efficient resource management at the Edge

This paper introduces ImpalaE, an agent designed to address the specific resource manage-
ment needs from Edge Computing paradigm. The agent specializes in edge data centers that
use Virtual Machines as an abstraction layer to place applications. It relies on the use of Policy
Gradient Reinforcement Learning to learn and adapt to different VM request arrival patterns
and dynamic resource usage. By leveraging a combination of PPO with an asynchronous archi-
tecture, it quickly finds the optimal placement policy that squeezes the maximum performance
out of the reduced capacity of an edge data center. As a first step, the Edge computing envi-
ronment is formulated to be suitable for an RL-based agent.

4.1. Environment modeling

The scenario is one or more edge data centers composed of 𝑛 physical servers. Each physical
servers has a given capacity for a set of resources, 𝑚. The agent has to learn the optimal
policy 𝜋 that matches each incoming request, expressed as a VM type with specific resource
requirements, with the best physical server available. The overall goal is to maximize the
number of requests that can be served given the current capacity. With this goal in mind, the
resource management problem on edge data centers can be formulated as a Markov Decision
Process (MDP) as follows:

State space: The state 𝑠 at time 𝑡 is defined as the current resource usage in the data cen-
ter, together with the request received at time 𝑡 . The resource usage of each physical server
is expressed as a normalized variable, ranged [0, 1], for each of the resources considered 𝑚.
Additionally, each physical server has a binary variable associated 𝑠, which indicates if it is
active (it has any load assigned to it) or not. Overall, the resource usage of the data center is a
multi-dimensional vector [𝑛,𝑚 + 1]. Each request 𝑣 corresponds to a VM type, defined a set of
𝑚 resource requirements that need to be satisfied. For the current case, we will consider 𝑚 = 4
resources, namely CPU, memory, disk and network capacity.

Action space: The action space 𝐴 is the set of 𝑛 physical servers available in the data center.
At time 𝑡 , 𝐴𝑡 is defined as the subset of servers where the current request 𝑣 could be placed,
that is, never exceeding the capacity of the machine:

𝐴𝑡 = {𝑎 ∈ 𝐴|∑𝑚
𝑖=1𝑢𝑎,𝑖 + 𝑣𝑖 ≤ 1} (4)

where 𝑢𝑎,𝑖 is the current utilization value for physical server 𝑎 and resource 𝑖 and 𝑣𝑖 is the
capacity requested for resource 𝑖.

Reward definition: The primary goal in the edge data center is to maximize the number of
requests that can be served with the available capacity. The reward function 𝑅 is defined with
this goal in mind and it is composed of two objectives. The first objective 𝑅1 accounts for the
amount of unused resources in the data center, normalized by the total capacity, 𝑛 ∗ 𝑚:

𝑅1 = −∑
𝑛
𝑖=1 𝑠𝑖 ∗ 𝑓𝑖
𝑛 ∗ 𝑚 (5)

where 𝑓𝑖 is the total amount of free capacity across 𝑚 resources for physical server 𝑖. The
reward only accounts for free resources in active physical servers, defined with 𝑠𝑖 = 1.
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Figure 1: Architecture for ImpalaE

The second part of the reward function directly accounts for the number of requests remain-
ing to be placed in the current episode:

𝑅2 = −𝑃 − 𝑉
𝑉 (6)

The final reward function is simply the linear combination of 𝑅1 and 𝑅2 with equal weights.

4.2. Agent architecture

The proposed agent is based on the asynchronous architecture introduced by [17], from which
it takes its name, ImpalaE. It consists of a main learner and one or more workers (see figure 1).
Each worker interacts with the environment using their local copy of the network (only per-
forming inference) and store (state, action, reward) samples. The main learner asynchronously
samples batches from each of the workers and uses them to update the central network. After
that, the learner broadcasts the network updated new weights to each of the learners in an
asynchronous manner. This architecture enables for faster, parallel collection of environment
info, which in turn leads for a quick convergence toward the optimal policy.

The learner is based on PPO algorithm with clipping (see Algorithm 1) for finding the op-
timal policy, that is, the best placement of each incoming VM request to the edge data center.
The network model uses a shared architecture for the policy and the value function. It consists
of feed-forward neural network with TanH activation function. In order to speed up the con-
vergence, the learner makes use of a buffer replay. This buffer stores all the instances composed
of (𝑠𝑡𝑎𝑡𝑒, 𝑎𝑐𝑡𝑖𝑜𝑛, 𝑟𝑒𝑤𝑎𝑟𝑑, 𝑛𝑒𝑥𝑡_𝑠𝑡𝑎𝑡𝑒). Periodically, the learner samples 𝑏𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒 instances
sampled from the buffer to perform a gradient update in the policy network. Finally, the learner
leverages V-trace[17], a correction algorithm that fixes discrepancies in the instances as a result
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Table 1
Parameter configuration for ImpalaE

Type Parameter Symbol Value

Scenario
Number of physical servers 𝑛 500
Number of resources 𝑚 4
Number of actions |𝐴| 𝑛

ImpalaE

Learning rate 𝛼 0.005
Train Batch size 500
Optimization algorithm Adam
Clipping parameter 0.4
Number of workers 2

Network Model

Input layer (𝑛 + 1)*(𝑚 + 1)
Hidden layer 1 1024
Hidden layer 2 1024
Output layer 𝑛

of the asynchronous architecture. Table 1 contains a summary of the configuration used in the
experimental evaluation:

5. Experimental evaluation

The following set of experiments are defined to evaluate the general performance of ImpalaE,
compared against other policy-gradient methods from the state-of-art, and also the conver-
gence and scalability of the agent architecture.
Testing environment: A simulated environment of an edge data center with certain num-

ber of homogeneous physical servers (same capacity). Each physical server and VM request is
defined in terms of their CPU, memory, network and disk requirements. The resource spec-
ification is normalized between 0 and 1 (required by the model input). The experiments are
based on real-world traces collected from Microsoft Azure data center [19, 20] (in particular,
15 VM types assigned to a machine identified with id 0). All algorithms are implemented in
Python v3.8 and models are implemented using Tensorflow v2.5.0, and trained on a GPU. The
hardware for the experiments is a machine with Intel Cor i7-10510U, 16GB of RAM, NVIDIA
GeForce MX330.
Baseline methods: ImpalaE is compared against one heuristic method, Round Robin, and

two other state-of-the-art RL algorithms: (vanilla) Policy Gradient (PG) and Proximal Policy
Optimization (PPO).

5.1. Convergence and performance evaluation

The main goal of ImpalaE is to quickly converge to the optimal placement policy, the one that
optimizes resource usage and maximises the number of requests that can be accommodated in
the edge data center. In the first scenario, the data center is composed of 500 physical servers
and has enough capacity to serve an episode consisting of 1000 VM requests. Requests are ran-
domly drawn from a set of 14 VM types extracted from Azure data center traces (machineID 0).
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Figure 2: Training results for ImpalaE, PPO and PG

For fairness of results, the same network architecture is used for ImpalaE, PPO and PG. The
network contains 2 hidden layers, with 1024 units each. When the agent architecture allows,
two workers are used in the training process.

Figure 2 shows the convergence results for ImpalaE, PPO, PG and Round Robin. In less than
30 iterations, ImpalaE quickly converges to the optimal policy. In contrast, both PG and PPO
achieve a sub-optimal policy (lower than the heuristic-based agent, Round Robin), with lower
mean reward per episode. PG takes a high number of iterations to converge.

The second scenario is designed to stress the agent ability to make optimal placement de-
cision in cases of high occupancy. The data center consists again of 500 physical servers, but
in this case, 2000 VM requests have to be placed in each episode. The data center does not
have enough capacity to serve all of them. Figure 3 shows the percentage of placed requests,
calculated as the mean of the last 5 iterations. The heuristic-based agent (Round Robin) only
manages to accommodate 25% of the requests. This is inherent to the nature of Round Robin
algorithm, that tries to spread out the load across different nodes. This naturally leads to re-
source fragmentation and limits the amount of resources that can be placed in a data center.
In contrast, RL-based agents quickly learn a policy that tries to maximize the resource utiliza-
tion. Both state-of-the-art baseline methods, PPO and PG, achieve a higher rate of successful
placements in contrast to the heuristic agent, 89% and 91% respectively. Thanks to its parallel
architecture, ImpalaE agent is able to explore more scenarios in a shorter amount of time and
thus, further train the policy to score the highest placement rate, 94% of the 2000 VM requests
within the same edge data center.
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Figure 3: Mean percentage of placed requests per episode

5.2. Agent scalability

The single learner-multiple worker architecture makes the proposed agent highly scalable,
which in turns allows for faster convergence. The next experiment explores the impact of
the number of workers in the training process. The scenario uses 500 physical servers and
1000 VM requests per episode, and compares the performance of PPO and ImpalaE (see figure
4). As expected, PPO shows the slowest convergence rate, easily surpassed by ImpalaE with
a single worker. At its core, ImpalaE relies on several workers interacting with the environ-
ment and gathering as much information as possible, that is, they explore different data center
scenarios and placement decisions and record the outcome of such decision (did it improved
the request acceptance?). For this reason, increasing the number of works naturally improves
the placement policy (higher reward) and leads to an earlier convergence. In this particular
case, ImpalaE achieves the best results with 4 works. However, it is interesting to note that an
additional worker (up to 5) actually achieves a slightly worse policy, which might be due to
high variance in the sampling. We leave for future work the deeper analysis of the algorithm
stability during training.

A well-known drawback of RL-based agents is their extremely long times (hours) needed to
converge to an optimal policy, which makes it unfeasible to deploy such agent in a production
environment. This experiment analyses the overall training time of the agent for a data center
composed of 500 physical servers. As figure 5 shows, the baseline method, PPO, requires around
37 minutes of total training time. In contrast, the parallel architecture of ImpalaE allows it to
further reduce the training time to only 4.4 minutes with 4 workers. This is especially appealing
feature for highly dynamic environments, where the workload request patterns and resource
usage change abruptly.
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Figure 4: Mean reward per episode during training time

Figure 5: Convergence time

6. Conclusions and future work

Edge computing was born as an extension of widely used Cloud computing, with the differences
that computing resources are located closer to the end-user and this is imperative for latency-
critical applications. Edge computing providers face an additional challenge when making
an optimal resource management of their data centers with reduced capacity, while trying to
meet the client demand. This paper introduces ImpalaE, an agent based on Deep Reinforcement
Learning, specially designed to optimize resource usage at the edge. It leverages Proximal Pol-
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icy Optimization for finding the best placement policy for applications in edge data centers. It
is also based on the IMPALA architecture, an asynchronous paradigm composed of one learner
and multiple parallel workers that speed up the convergence, even with reduced amount of
data. The paper also introduces modeling of the edge computing environment as a Markov
Decision Process with a bi-objective reward function specially designed to squeeze maximum
performance. The validity of ImpalaE is assessed in a simulated environment considering VM
requests based on real Microsoft Azure traces and considering CPU, memory, disk and network
requirements.

The full potential of IMPALA architecture is yet to be explored. It has demonstrated higher
performance with less data and ability to transfer information among tasks [17]. One natural
extension would be to expand ImpalaE to multiple data centers, that learn an optimal policy
per data center, but also benefit from asynchronously exchanging information among different
agents. However, there is also a need for deeper experimentation about the training stability
for larger number of workers.

The current environment model takes into account the network bandwidth needs of each
application. However, it could be further extended to consider the communication pattern
among different nodes or VMs within the application. The reward function could be augmented
with other objectives, such us application latency experienced by end-user or the data center
energy utilization.
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Abstract
This article presents the results of IoT analysis, methods and ways of their protection, prospects of
using edge computing to minimize traffic transmission, decentralization of decision-making systems,
and information protection. A detailed analysis of attacks on IoT system components was carried out
and protection recommendations were developed.
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1. Introduction

In the last few years, the Internet of Things (IoT) systems has been widely developed and
implemented. The Internet of Things market research notes a steady and rapid increase in
the number of such devices every year. If analysts currently estimate the number of active
IoT devices at 21 billion, in a few years their number will exceed 50 billion [1, 2]. Due to the
development and widespread introduction of IoT technologies, information security experts are
concerned about their level of protection [3, 4, 5, 6, 7]. According to them, the huge number
of poorly protected Internet devices gives new opportunities to cybercriminals. Yes, there are
already known cases of breakage of several IoT systems. This task is especially relevant when
using these tools at critical infrastructure.

New technologies and new tools are creating new types of cyber threats. Many companies
today have introduced their protection models, which are constantly trying to standardize,
correlate and implement.

The development of information technology makes its adjustments in the field of informa-
tion security. Therefore, the advent and edge of computing technologies allow solving several
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cybersecurity problems. The main trend of edge computing is remote monitoring and data
processing directly on IoT devices. The main advantage of this approach is the minimization
of processing time and decision-making due to the absence of the need to transfer all data to a
data center (data center) or cloud. The combination of IoT and edge computing is a promising
area and can be used in industry, hospitals, climate control systems, and “smart” buildings,
in the management of the infrastructure of the city or region, in trade and logistics networks
[8]. Of particular interest is the use of edge computing for network security monitoring and
access control systems. This technology is quite effective in preventing certain types of at-
tacks and the spread of malicious software. Also, performing calculations immediately after
receiving a signal allows you to decide whether to generate an alarm, move the “object” to
quarantine, isolate, if necessary, several IoT devices to prevent network compromise or system
failure. The widespread introduction of IoT devices creates large amounts of information that
are increasingly difficult to transfer to a data center or cloud, process and store them, so the
use of edge computing is a necessity for many areas of the digital society. The study of traffic
minimization technologies, data storage, resources, and security in IoT using edge computing
is a crucial task today for the development of digital society and the entry of humanity into
the fourth industrial revolution (Industry 4.0) [9].

2. Theoretical background

The analysis of works [1, 2, 10] confirms the relevance of research in the field of IoT, which
is associated with the benefits of these devices and technologies, as well as the transition of
mankind to the use of Industry 4.0. In [1, 2, 3], the authors note the incredibly rapid pace
of IoT implementation in various areas of the digital society. Immerman [1] testifies that at
the beginning of the implementation of IoT, sensors sent data to the cloud, where they were
processed, analyzed, and stored, and making management decisions. As the number of devices
increased exponentially, the load on both the data channels and the storage cloud (trillions of
gigabytes) increased, so the use of edge computing became a necessity, not a whim. The author
notes that the use of edge computing and cloud technologies together is possible, and in some
cases necessary, especially in industry. Edge computing is the most important component of
IoT, which helps reduce latency and increase the reliability of deployed systems [1]. In [2] the
models of IoT architecture are presented, the need for IoT protection is determined, the results
of research on the construction of information protection systems for IoT devices, including
shared and centralized, conducted simulation load depending on the number of devices.

Security issues are quite relevant and aimed at the comprehensive protection of information.
Thus, Blyler [3] focuses on the complexity of IoT protection and presents eight key security
technologies: network security, authentication, encryption, security attack, security analytics,
and threat forecasting, interface protection, delivery mechanisms.

Prospects for implementation and threats facing IoT systems are presented in [4, 5, 6, 10, 11,
12]. The analysis of these works confirm the relevance of security issues, areas of protection,
and the main conceptual approaches to security. Loud cyberattacks have occurred more than
once and the number of hacker attacks is growing [7, 13, 14, 15]. The urgency of the problem
is underscored by incidents, the loss of capital from which is measured in billions of dollars.
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Figure 1: IoT security environment

In total, HP experts have identified about 25 different vulnerabilities in each of the studied
devices and their mobile and cloud components [13]. The conclusion of HP experts is disap-
pointing: a secure IoT system does not exist today. The particular danger to the Internet of
Things is hidden in the context of the spread of targeted attacks. It is only necessary for in-
truders to show interest in anyone, and our helpers from the world of IoT turn into traitors,
openly open access to the world of their owners.

Because the issue is extremely acute, companies that develop equipment, communications,
network devices, software, and cybersecurity companies are looking for means to protect IoT
devices [15]. One of the leading companies in the development of security in IoT is Cisco
Systems, which played a leading role in the development of the IoT model at the World IoT
Forum, developed the IoT security framework, which became a useful addition to the reference
model [13]. Figure 1 shows the security environment associated with the logical structure of
the IoT.

The Cisco IoT model is a simplified version of the World IoT Forum model. Figure 1 shows
specific functional areas of security on top of the four levels of the IoT model. The Cisco doc-
ument also proposes an IoT security concept that defines the components of the IoT security
feature, covering all levels: authentication, authorization, network policy and security analyt-
ics.

Humanity’s entry into the Industry 4.0 [10] creates new challenges and opportunities for
Ukraine. The new cyber threats are associated with the widespread use of Industry 4.0 tech-
nology, which can have catastrophic consequences when attacking regime facilities. This task
is especially relevant in the organization of temporary protection of the perimeter of the regime
object when there are limited resources, adverse weather conditions, and unforeseen terrain.

Portable devices account for the largest number of attacks, and the use of wireless commu-
nication technologies between system elements creates the preconditions for a cyber-attack
on the system. According to [4, 5, 6, 10, 11, 12], unauthorized access is most often carried out
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by hackers through entry points (access) to the corporate network or used to launch a DDoS
attack. Given the large number of sensors connected to the system, the use of wireless net-
works, cloud services, etc. does not provide a reliable perimeter of cybersecurity of the object.
Another area is the theft of confidential user data (companies). The powerful potential of cy-
ber threats has the technology of machine learning and the use of artificial intelligence systems
through dual-purpose (the algorithms used can both counteract cyber-attacks and create them).
New technologies create new cyber threats, which can be resisted only with the use of new
information technologies.

Global statistics compiled by Cisco in 2017 [10] show:

• vulnerabilities (“holes”) in modern security systems allow up to 65% of cyber incidents,

• human factor – critical (if we scale it to the number and complexity of cyber threats)
reduction of the level of literacy of users – up to 48% of incidents,

• 55% of organizations are unable to establish the cause of the incident,

• the average time to establish such a cause in the modern informational security and
cybersecurity industry is 100 days.

Leading companies and specialists implement multi-level comprehensive protection systems
based on the use of the latest technical tools, qualified personnel, control procedures, admin-
istrative regulations with strict compliance with them. In such systems, the emphasis is on
setting up early warning systems that monitor the operation of IT equipment in real-time, no-
tify administrators in the event of any abnormal activity, allow timely detection of attacks, as
well as analyze potential threats. The criteria for the stability of such a defense system are the
ability to respond to attacks in a timely and adequate manner and to restore the operation of
the object with minimal losses [10].

3. Results

Our research system is a wireless IoT system, the hardware of which can be divided into the
following elements [3, 4, 11, 6, 12]:

1. communication subsystem (wireless communication in the sensor network, includes a
radio receiver),

2. computing subsystem (data processing, node functionality),
3. sensor subsystem (network connection with the “outside world”),
4. power subsystem.

Tasks facing the system to the hardware:

• low electricity consumption,

• the ability to work with a large number of nodes at relatively short distances,

• relatively low cost,
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Figure 2: Cisco IoT Architecture

• work autonomously and without maintenance,

• have a camouflage effect,

• be resistant to the environment.

We choose the 7-level architecture of IoT systems, proposed by Cisco (figure 2).
Given the fact that sensor networks are vulnerable to many attacks, the issue of cybersecurity

is especially relevant in the implementation of IoT systems to protect the perimeter of the
regime object.

We assume that it is necessary to carry out temporary protection of the perimeter during the
transportation of cargo/person/reconnaissance operation. Created using Cisco Packet Tracer
simulation of one protection zone of the IoT perimeter security system is presented in figure 3.
This scheme contains a set of devices used to create a zone of the temporary perimeter security
system.

Also performed modeling of a typical fire alarm system of a separate room on the example
of a garage (figure 4). The set of devices is typical.

The constructed computer models, figures 3 and 4 allow us to research to identify potential
cyber threats and develop recommendations for the protection of IoT components. The results
of modeling and countering cyberattacks will be presented in future studies.

Modeling of systems allowed to determine that the main areas that need attention from
cybersecurity are:

• communication security,

• protection of the devices themselves,

• control over the operation of devices,

• control of network interaction.
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Figure 3: Cluster protection zone

As a result of research and analysis of the most likely attacks on simulated systems, the
following classification of attacks is proposed (figure 5):

• Denial-of-Service (DoS) (𝐷):

– physical level (𝐻 ):

∗ obstacle attack (𝐻1)

∗ attack of interference in the IoT system (𝐻2)

– channel level (𝐶):

∗ collision attack (𝐶1)

• attacks on routing protocols (𝑅):

– “Black Hole” attack (𝑅1)

– selective forwarding attack (𝑅2)

– “Rapid onslaught” attack (𝑅3)

– “Funnel” attack (𝑅4)
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Figure 4: Scheme of fire alarm system of a separate room on the example of a garage

– Sybil attack (𝑅5)

– “wormholes” attack (𝑅6)

– flood attack (𝑅7)

• attacks at the transport level (𝑇 ):

– avalanche attack (𝑇1)

– desynchronization attack (𝑇2)

• attacks on data aggregation (𝐺);

• privacy attacks (𝑃 ).

Attacks can be represented in the form of open classification groups.
𝐷 = 𝐻 ⋃𝐶 – a set of attacks that lead to denials of service, involves combining sets of attacks

at the physical and channel level.
Many attacks that lead to denials of service at the physical level:

𝐻 =

𝑛

⋃

𝑖=1

𝐻𝑖
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Figure 5: Attacks on IoT system components

The set of attacks that lead to denial of service link-level:

𝐶 =

𝑧

⋃

𝑘=1

𝐶𝑘

The set of attacks on routing protocols:
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𝑅 =

𝑠

⋃

𝑣=1

𝑅𝑣

The open classification grouping of transport layer attacks is presented in the form of a set:

𝑇 =

𝑙

⋃

𝛼=1

𝑇𝛼

The set of attacks on data aggregation is represented as follows:

𝐺 =

𝑚

⋃

𝑗=1

𝐺𝑗

The set of attacks on privacy:

𝑃 =

𝛿

⋃

𝛾=1

𝑃𝛾

In general, attacks can be represented as a union of all classification groups:

𝐴 = 𝐷⋃ 𝑅⋃ 𝑇 ⋃𝐺⋃ 𝑃

Let’s analyze each attack that is part of the classification group.
DoS attack on the physical level. A DoS attack is characterized by an attempt by an enemy

to stop a network or destroy a network security service. In an IoT system, a DoS attack can
occur at different levels of the protocol stack, can affect several levels simultaneously, and use
the interaction between them. DoS attack at the physical level can be carried out by interfering
with the radio frequencies on which the system operates. In such an attack, one attacking node
may disconnect all or part of the network (for example, blocking data transmission).

An attack on the IoT system’s detection of a sensor (in our case, a sensor/camera around the
perimeter of a security object) and an attempt to physically access it is critical to our system. In
this case, an attacker can destroy the device, try to replace the data, access sensitive information
(including cryptographic keys), use the device to log on to the network.
DoS channel level attack. DoS collision attack at the channel level is usually aimed at de-

pleting the resources of nodes. This attack affects the packet transmission process, causing
exponential delay and packet retransmission procedures in some MAC protocols. Thus, when
a large number of bits are damaged in a packet, the node will try to use error correction codes
to recover the damaged bits, thus wasting limited energy resources. Another example of such
an attack is a “collision” at the end of the frame, which leads to the retransmission of the entire
packet. Another embodiment of the attacks inherent in the IEEE 802.11 protocols may be the
generation of an RTS message to a base station or neighboring node, which will lead to the
processing of this message and generate a CTS message, followed by waiting for signal recep-
tion, and all other nodes stop transmitting data to receiving node for the time specified in the
RTS message. Handshake methods can also be implemented.

Let us analyze attacks on routing protocols. The known Black Hole attack aims to use a
routing protocol to redirect packets from or to the target node through a specific node. This
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attack can be used to drop packets or a “middle man” (a method of compromising a commu-
nication channel in which an attacker, by joining a channel between counterparties, interferes
with the transmission protocol by deleting or modifying information). Another type of attack
is a selective forwarding attack, which is similar to a Black Hole attack, but in this attack will
be rejected packets that meet certain criteria, not all.

When implementing the “Rapid Pressure” attack, the procedure of opening the route at the
request of routing protocols is used. The malicious node generates and transmits a route re-
quest to its neighbors, and as a result, the node is more likely to be part of the selected route
between the source and destination.

The “Funnel” attack is characterized by the fact that the attacker tries to either compromise
the node, or place its own in the path of as many networks flows as possible, and the latter then
begins to act on the type of funnel – collecting all the traffic of the sensor network. In protocols
that use broadcast, the attacker, listening to the channel, informs neighbors that he “knows”
the shortest route to the base station. Once it has managed to stand between the transmitting
sensor node and the base station, it can perform any action with the data packets coming to it.

Sybil attack is characterized by the fact that the attacker tries to compromise the existing
node, or connect your own with several pseudo-identifiers and thus pretending to be several
nodes at once. Thus, neighboring nodes may perceive it as “their own”. Such attacks are
used to disrupt the mechanism of distributed storage, routing mechanisms, data aggregation
mechanisms, voting mechanisms in the network.

A wormhole attack poses a serious threat to the security of sensor networks because it does
not require compromising the sensor node. For example, an attacker listens to a channel, re-
ceives a broadcast to request a route from the base station, and forwards it to the nearest
neighbor. The node that received this message will consider it the parent, that is, the one clos-
est to it, although this is not the case. The attack is based on creating a special path between
two or more network nodes to transmit intercepted packets, and the nodes will think that they
transmit packets by the shortest path.

One type of attack is a flood attack (HELLO flood attack). The peculiarity of this attack is
the attempt to transmit to the network many optional messages that will deprive the network
of various resources (computing power, channel capacity, energy resources). Having a high-
frequency radio transmitter with sufficient computing power, the attacker sends Hello packets
of many nodes of the sensor network. Upon receipt of this message, the nodes perceive the
compromised node as a neighbor and include the received address of the sender in the mailing
list. In this way, the attacker gains access to data sent from the nodes.

Transport layer functions include the delivery of packets (TCP) and datagrams (UDP) from
sender to recipient. Attacks at the transport level are aimed at analyzing the regularity of traffic
and sending parallel duplicates of messages in other ways used at this level. Given the fact that
most transport protocols support sensitive information and are therefore vulnerable to memory
depletion, an avalanche attack attacker makes new connection requests each time increasing
the amount of confidential information in the attacking node, gradually leading to the node
becomes faulty (failure of the node from further connections) due to resource depletion) and
uses this shortcoming.

Another typical attack of this level is the desynchronization attack, because of which an
attacker tries to break the connection between two working nodes in the network, repeatedly
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forging messages to them. In particular, transport layer protocols can use sequence numbers to
track successfully received packets, identify packet loss, and detect copies. Attacker-generated
packets can use these sequence numbers to reassure the node that packets have been lost and
to provoke retransmission, which can have the effect of depleting the resource and filling the
data channel when valid information does not arrive at the database or arrives with a delay.

Attacks on data aggregation are aimed at changing the behavior of the network. Data aggre-
gation and merging procedures are used in networks where the location of typical sensors is
close to each other. Such procedures are used to combine multiple data to eliminate redundant
information. To save resources, this is positive, but it is dangerous from the point of view of
cybersecurity. Thus, the calculation of simple mathematical functions (minimum, maximum,
average, sum) used in aggregation in the presence of a single malicious node or the replacement
of real data from sensors can change the behavior of the network in part or completely.

Privacy attacks are aimed at capturing information collected by sensors and can be imple-
mented by listening to the network, analyzing traffic, and/or capturing the node. This is espe-
cially true for those networks that do not use data encryption.

3.1. Recommendations for counteracting attacks on components of the IoT
system

Resist DoS attacks at the physical level. IEEE 802.11 (Broadband) standards use frequency
hopping. In this case, the interference transmitter must “know” the sequence of hopping or
create interference with a larger frequency band. It is proposed to use spectrum expansion
technology to protect against such attacks. The transmission of such a signal will be similar to
noise, which will reduce the risk of intentional interference with the information signal.

Besides, when the signal disappears from any part of the network or node, network element,
DSS should generate an alarm on the unit. Nodes that have detected an interference attack must
send a short message to their “neighbors” and the base station about the attack on the network.
In this case, if the message “does not reach” the base station from the attacked node, it is likely
to receive an alarm message from the node that was not attacked.

To counteract IoT intrusion attacks, each sensor used in the system must be equipped with a
tamper (a miniature button on the board of the device that is squeezed when opening the case
or disconnecting it from the mounting location). When the tamper is triggered, the hub sends
push-messages and SMS to all users of the security system (if there are such messages in the
devices to be used), as well as the transmission of the message to the base station.

Besides, it is desirable to provide software that when the tamper is triggered during “arm-
ing”, all data stored on the device was destroyed automatically. To avoid detecting sensors,
they should be placed in hidden places, but suitable for their installation, use materials that are
resistant to external influences. Sensors and cameras have their range, so when placing such
devices should take into account this figure and install them with an overlap to avoid insen-
sitivity. If installed correctly, the sensor will detect the danger and send an alarm to the base
station until the attacker approaches it.

The proposed system uses an RFID tag to identify a person. The decision support system
provides a situation where the RFID tag and motion sensor is activated, but we do not receive a
signal from the camcorder. This situation may indicate that the tag was “removed” or “replaced”
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and the motion sensor detected movement, but attackers could disable the camera to avoid
being identified as violators. This set of parameters will generate an alarm on the unit.

To counter a DoS attack at the channel layer, there is authentication to verify that the node
generating the message is authorized on the network in combination with encryption. In our
case, we use the WPA2-PSK authentication standard with an AES encryption type. Given the
energy limit, the use of asymmetric encryption becomes impossible in such systems. The main
disadvantage of using symmetric encryption is the problem of key distribution. When using a
symmetric cryptographic scheme, it is necessary to ensure the reliable and secure installation of
shared cryptographic keys between two nodes before they can exchange data. Key installation
and management techniques should be suitable for use with hundreds and thousands of nodes.

Another way to improve security is to install an RFID tag on all devices on the network and
conduct a combined (two-factor) node authentication procedure.

It is proposed to use blockchain technology to protect against interference with the program
code and substitution of sensors. This technology is a distributed database that is potentially
available to everyone. Thanks to the use of blockchain technology, it is possible to counteract
fraud, manage identification, transactions, verify the status of elements of various systems,
and ensure data integrity. Combining blockchain and Internet of Things technologies can solve
several security issues, namely: tracking sensor data measurements and preventing duplication
of any other malicious data; authentication and secure data transmission.

Cryptography is proposed to protect against eavesdropping, injection, and packet modifica-
tion.

To counter aggregation attacks, it is proposed to use aggregation delay and authentication
methods. To prevent routing attacks, we use channel-level encryption and authentication using
a global public key. Sybil attacks can be prevented by verifying the identity of the sensor
nodes (using a shared symmetric key from a trusted base station) and limiting the number
of neighbors that the node may have. In this way, the compromised node will only be able
to contact trusted neighbors. You can counter a funnel attack using a geo-routing protocol,
in which traffic “naturally” directed to the physical location of the base station is difficult to
redirect to create a funnel.

The proposed system uses static sensors that require one-time authentication in the network.
Edge computing in information security systems can be used to counter several considered

attacks and is the subject of further research. The use of clusters of security systems, IoT clus-
ters in combination with edge computing creates new approaches to technologies for building
secure IoT with decentralized data processing.

The list of attacks is an open classification group that can be supplemented and expanded.
The implementation of IoT clusters in combination with edge computing requires further

research.
They need to develop a cluster model and mathematical software for IoT systems in combi-

nation with edge computing to minimize information processing and decision-making time.
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4. Conclusions

The analysis allowed us to generalize cyber threats to the components of IoT systems. As a
result, it is determined that the largest number of attacks occur on network nodes, and the
use of wireless communication technologies between the elements of the system creates the
preconditions for a cyber-attack on the system.

It is determined that today multi-stage complex protection systems are being implemented,
based on the use of the latest technical means, qualified personnel, control procedures, admin-
istrative regulations with their strict observance.

The analysis of attacks allowed determining their list and exploring the features of imple-
mentation. As a result of the analysis and generalization, recommendations for counteracting
attacks on the components of the IoT system have been developed.
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Abstract
The paper considers a new approach to solving the problem of dispatching task flows, the complexity
of which is known, for GRID-systems with inalienable resources, the performance of which can be
determined. A method based on this approach has been developed. The efficiency of the proposed
method is compared with the well-known and widely used in various projects method FCFS. A feature
of this method is the simplicity of implementation. An example of a simple practical problem that can
be solved using the proposed method is described in this paper.

Keywords
GRID-systems, Desktop GRID, task scheduling, non-alienable resources, FCFS

1. Introduction

Every modern organization has a number of computers on which its staff works, their use is
not the most efficient, as most of them tasks performed on them do not take up 10–20% of the
maximum performance of the PC. Therefore, it makes sense to use free resources to solve other
problems.

Therefore, the idea arose to create on the basis of such resources computer systems that
would allow other tasks to be performed in parallel with the current ones for each of the nodes.
Such systems are called GRID systems with non-alienable resources. Such systems are also
known as Desktop GRID.

Thus, Desktop GRID is a GRID system that uses non-specialized computing resources as
computing nodes, but disparate computing nodes (computers, laptops, smartphones, etc.) using
local and global networks and special software.

Back in 1999, the first large-scale project of distributed voluntary computing SETI @ home
was launched. Today, Desktop Grid is part of the high-performance computing industry along
with clusters and GRID.

One of the main tasks in creating a GRID-system with inalienable resources, as well as for
GRID-systems, is the task of task scheduling. Therefore, in GRID-systems, a planning mecha-
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Figure 1: New approach

nism must be implemented. It is necessary for the distribution of tasks for execution between
the nodes of the system, in order to minimize the execution time and balance the load of the
system.

One of the problems that needs to be solved when developing software for a GRID-system
with inalienable resources is the task of task scheduling. Task scheduling is quite complex and
now there is no clear and unambiguous solution [1, 2]. Analysis of scheduling methods used
in real systems shows that most systems use mainly the FCFS method [3]. In addition, were
analyzed a number of publications in recent years on this topic , in which developers offer
new methods and various modifications of known ones. They are compared with FCFS and
SJF (Shortest Job First) [4, 5, 6, 7, 8, 9, 10, 11, 12]. But since in real systems the FCFS method is
most often used, it was decided to make a comparison with it in this study as well.

This is due to the fact that this method is very simple and reliable in both development and
operation. The use of other methods significantly complicates the system, making it less reli-
able. Since such systems are quite unstable, it is clear why developers abandon complex meth-
ods and prefer FCFS. This leads to the conclusion that it is necessary to develop new methods,
the main characteristics of which should be simplicity and better performance compared to
FCFS.

2. New approach

This article further studies the methods developed on the basis of the new approach outlined
in [13]. In particular, a simple practical task that could be performed on a GRID-system with
non-alienable resources is considered, and the FSA method is used to distribute tasks between
nodes.

In figure 1 schematically shows the main essence of the proposed in [13] approach. The
proposed methods are developed on the basis of a new approach, which proposes to consider
tasks as one force, and the nodes on which they should be performed as another force, like
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Newton’s third law. And distribute the tasks in such a way as to maintain a balance of forces.
Given that such concepts as the strength of the task and the strength of the node are quite
abstract concepts, the author proposes to use the concepts of task power and node power. And
to carry out distribution already according to balance of capacities.

This choice is not accidental, and can be explained as follows. It is known from physics
that power is equal to the ratio of work to time. And the work, in turn, is equal to the force
multiplied by the path to be traversed. Given that when performing a task on a computing
node, the time to determine the power of the task will be equivalent to the time to determine
the power of the node, and the path that the task must pass is equal to the path that the node
must pass, such a replacement is quite logical and acceptable. In the developed methods, these
concepts are quantities relative and therefore can be calculated in different ways, depending on
different characteristics of tasks (volume, computational complexity, algorithmic complexity,
etc.) and different characteristics of nodes (CPU clock speed, RAM volume, communication
channel speed and others). The power of the task means the totality of all the characteristics
of the task, and the power of the PC means the totality of all the characteristics of the PC,
compiled in some way. Moreover, if for a PC it is still possible to use some general formula for
calculation, then for the power of the problem such a formula will change each time, depending
on the type of problem that needs to be solved.

The approach described above is quite simple and effective to use, but it actually divides the
scheduling task into three subtasks:

1. Calculation powers of tasks
2. Calculation powers of nodes
3. Distribution (FSA method)

Both the first and the second subtasks are quite complex and today there are no unambiguous
and universal solution for they. The fact is that any task has a number of characteristics, which
have already been written above, and to compare them and somehow reduce to one value is
quite difficult.

This requires the development of additional methods that would provide such an opportu-
nity. On the other hand, the task of calculating the powers of nodes is no less complex and also
requires a separate study and solution. But at the same time there are a number of tasks for
which the calculation of capacity will not cause much difficulty. This is well illustrated by the
example of a simple practical problem described in the last section.

2.1. Formulation of the problem

Suppose there is a GRID system with 𝑁 task and 𝑀 nodes. By nodes we mean a compu-
tational element. We introduce the concept of task power 𝑃𝑛 and node power 𝑅𝑚. There-
fore, we have the set of power of tasks 𝑃 = {𝑃1, 𝑃2, 𝑃3, ..., 𝑃𝑛} and the set of power of nodes
𝑅 = {𝑅1, 𝑅2, 𝑅3, ..., 𝑅𝑚}. We need to optimally distribute tasks across nodes.

Schematically, a given task is shown in figure 2.

2.2. Flow Scheduling Algorithm (FSA)

The method of flow scheduling has the following form:
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Figure 2: Scheduling task

1. calculate the power of tasks and the power of nodes
2. choose the 𝑖-th task
3. find the pair 𝑖 − 𝑗, for which the ratio of the power of the task 𝑃𝑖 to the power of the node

𝑅𝑗 will be as close as possible to unity
4. send the 𝑖-th task to the 𝑗-th node
5. recalculate the power without 𝑃𝑖 and 𝑅𝑗

6. if there are unsent tasks, then go to point 2
7. completion

2.3. Flow Scheduling Algorithm Parallel (FSA_P)

The described approach is universal and allows to develop not only methods for distribution of
consecutive tasks but also for tasks which can be parallelized. Below is the following method:

1. calculate the power of the nodes, and the total power 𝑃𝑠𝑢𝑚
2. select the 𝑖-th task from the task queue
3. distribute it proportionally, according to the power of the nodes
4. send for execution
5. if there are unallocated tasks in the queue, go to point 2
6. completion

3. Software package

To create software that allows you to test and investigate the effectiveness of the proposed
methods, developed its client-server architectural model (figure 3).

This model is based on the WCF service [14] for software that requires distributed computing
in computer networks and the Internet, as well as to create a Desktop GRID.

Based on this model, a software package for simulating the operation of a GRID-system with
inalienable resources and the study of scheduling algorithms was developed, which was named
SgridAR-1 [15].

A number of tests were performed using the developed simulator. To determine their ef-
fectiveness, the FCFS scheduling method was chosen because it is most often used for GRID
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Figure 3: Architectural model of Desktop GRID

systems with inalienable resources. In addition, other methods cannot be used because in this
case they do not involve a change in the power of the nodes, and other characteristics, such as
time quantum or priority, it was decided not to enter.

Figure 4 highlights nine areas in the Server window, which during testing displays informa-
tion about the results of the simulation:

1. the total volume of all tasks to be solved
2. total execution time of all tasks for each algorithm
3. the area in which messages about the beginning and end of calculations are displayed,

as well as information about which algorithm is currently working
4. in this area the conditions for testing are set: the number of tasks, their minimum and

maximum value, the choice of algorithm
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Figure 4: SGridAR-1 server window

5. list of all generated tasks, their scope and power, status (performed or not), execution
time for each algorithm

6. after completing the test, this area receives summary information about the operating
time of each algorithm, after which in area 2 the information is updated to perform a
new test, and the button “Export to Excel” becomes active

7. the number of Clients to run
8. the maximum and minimum value of the power of the system nodes, after pressing the

“Change Power PC” button, the system will automatically change the power in any way
for all nodes, in the range from minimum to maximum values

9. information about the nodes connected to the system, their capacity and status (free or
busy)

SGridAR-1 allows to show work of the offered method and to compare results of its work
with other, well-known, methods of dispatching. With the help of this software you can con-
duct experiments and explore the work of algorithms, changing the number and size of tasks,
the number and power of the PC.

In this program the mechanism of generation of tasks was implemented. The task of which
is to create a tasks to be executed in an arbitrary way, specifying the time required for the task
to be performed. Power of tasks are calculated in proportion to the given time. The power of
the same nodes is also generated arbitrarily. But depending on their size slow down the timer.

The implemented visual interface clearly shows how the GRID system works. This set of
programs can be used not only for research but also for the educational process.
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4. Test results

The SGridAR-1 system implements a testing mechanism that provides for the execution of all
tasks generated by the system, using different algorithms for the distribution of tasks between
nodes. That is, first the tasks are distributed according to algorithm 1, then according to algo-
rithm 2 and so on until the last task.

The following scheduling methods are introduced into the system: ETALON_P; FCFS_P;
FSA_P; ETALON; FSA, FSA_Min, FSA_Max.
Parallel methods:

• ETALON_P – the method is taken as a reference. This is a FCFS method that does not take
into account the power of the personal computer (PC) and tasks. A system is modeled
in which all nodes are the same in power. Parallel tasks are possible

• FCFS_P – FCFS method, which takes into account the power of the PC and the ability to
distribute one task to several PCs

• FSA_P is a proposed method that takes into account the power of PCs and the ability to
distribute one task to multiple PCs

The following methods:

• ETALON – the method is taken as a reference. This is a FCFS method that does not take
into account the power of the PC and the task cannot be distributed

• FCFS – a method that takes into account the power of the PC and the task can not be
distributed between nodes

• FSA – the proposed methods, which take into account the power of the PC and the task
can not be distributed

• FSA_Min – modified FSA method combined with Min-Min method [16]

• FSA_Max – modified FSA method combined with Max-Min method [17]

For comparative experiments, 100 tasks with a runtime of 1 to 10 seconds were generated
and 10 nodes were run on which they should be executed. Testing was as follows: first, the
calculation of the total execution time of all tasks for 1 method, entered into the system, at an
average power of the system 10%, then programmatically increased the system power by 5%
and again performed calculations for 1 method. Then again increased the power of the system
by 5% and performed the calculation by 1 method. And so on until the power of the system has
grown to 100%. Thus, testing was performed for each of the methods. Each time performing
the same tasks, changing only the average power of the system.

A total of 19 average power tests were performed for each of the planning methods intro-
duced into the system. A total of 152 tests were conducted.

Such studies were conducted to show how the average power of the system affects the effi-
ciency of the methods.
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Figure 5: Test results for parallel methods

In figures 5-7 are diagrams based on test results. Based on the results obtained, it can be
concluded that the FSA and FSA_P methods give better results than the FCFS and FCFS_P
methods.

As can be seen in figure 5, the curve of the FSA_P method has a smooth shape, and the
curve of the FCFS_P method is broken. This allows us to conclude that the FSA_P method is
well predictable and, knowing the power of the system and the amount of tasks, it is possible
to predict the completion of calculations. However, solving problems by the FCFS_P method,
it is quite difficult to predict the completion of calculations, because a lot depends on which
node, which task will be performed.

In figure 6, it is seen that the sequential FSA method has a smoother curve than the FCFS
method, which also indicates a better predictability.

In figure 7, which shows additional methods FSA Min and FSA Max in comparison with the
FSA method, it is seen that the differences in the results are insignificant, but this is only for
the situation when the number of tasks exceeds the number of nodes.

As can be seen from the graphs, the system also has ETALON and ETALON_P methods,
and at first glance it may seem that their efficiency is much better than the FSA and FSA_P
methods. But this is not the case. The fact is that the methods ETALON and ETALON_P are
shown not for comparison with others, but to demonstrate the reference state of the system,
when all the nodes in it have a capacity of 100%. As can be seen from the graphs, when the av-
erage power increases to 1, the execution time by different methods approaches the maximum
possible reference value.

Figures 5, 6 show that the behavior of the FCFS method is very unstable, large jumps in the
results. This is because the distribution by the FCFS method very much depends on a random
factor, and which node will have what task. This is quite logical, because if, for example, a
node with a capacity of 0.1 receives a task with a capacity of 1, then the execution time in this
case will increase significantly, because there may be a situation that other nodes will work

104



Figure 6: Test results for following methods

Figure 7: Test results for methods FSA, FSA_Min, FSA_Max

and will wait too long to complete this task.

5. Practical task

It is proposed to consider such a task. If, for example, we have a web resource with a large
number of images (for example, a portfolio, an online store, etc.), and we want to promote it in
search engines in order to attract more users and increase revenue, then we need will perform
page optimization according to search engine rules (for example, using Google PageSpeed [18]),
which includes image optimization.
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Figure 8: Practical task

In figure 8 schematically shows the problem described above. Let’s say we have 1000 images
that need to be optimized according to Google Page Speed. Total files size is 5 GB. If you
perform this task on one PC, it will take a long time (maybe even a full day). It all depends on
the speed of the PC on which to do it.

Therefore, to speed up this task, it would be advisable to divide it into different PCs that we
have. To do this, we will need to determine which method will be used for distribution.

In fact, as mentioned above, there is a new method of FSA, based on the described approach.
The main difficulty of this method is to calculate the power of tasks and nodes. But for this

practical example, this problem is quite simple to solve. Given that all images differ from each
other only in size, the largest image (𝑆𝑚𝑎𝑥 ) is assigned power (𝑃𝑚𝑎𝑥 = 1), and the remaining
(𝑛 − 1) images are calculated by the power of the tasks by the formula:

𝑃𝑖 =

𝑆𝑖 ⋅ 𝑃𝑚𝑎𝑥

𝑆𝑚𝑎𝑥

Given that (𝑃𝑚𝑎𝑥 = 1) we can shorten the expression:

𝑃𝑖 =

𝑆𝑖

𝑆𝑚𝑎𝑥

(1)

On the other hand, we have 𝑚 PCs (computing nodes), which differ from each other, for
example, only the clock speed of the processor. Then, similarly to the calculation of the power
of the problem, we can find the power of the nodes, according to the proportion.

The largest by the clock frequency of the node (𝐹𝑚𝑎𝑥 ) is assigned power (𝑅𝑚𝑎𝑥 = 1), and the
remaining (𝑚 − 1) power of the nodes is calculated by the formula:
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𝑅𝑗 =

𝐹𝑗 ⋅ 𝑅𝑚𝑎𝑥

𝐹𝑚𝑎𝑥

Given that (𝑅𝑚𝑎𝑥 = 1) we can shorten the expression:

𝑅𝑗 =

𝐹𝑗

𝐹𝑚𝑎𝑥

(2)

Then the algorithm of the method of scheduling FSA tasks can be reduced to the following
form:

1. calculate 𝑃 = 𝑃1, 𝑃2, 𝑃3, ..., 𝑃𝑛 by formula (1)
2. calculate 𝑅 = 𝑅1, 𝑅2, 𝑅3, ..., 𝑅𝑚 by formula (2)
3. choose the 𝑖-th task
4. find the pair 𝑖 − 𝑗, for which the condition

min

{

|
|
|
|
|

𝑃𝑖

𝑅𝑗

− 1

|
|
|
|
|

}

is fulfilled.
5. send the 𝑖-th task to the 𝑗-th node
6. recalculate the powers without 𝑃𝑖 and 𝑅𝑗

7. if there are unsent tasks, then go to point 2
8. completion

Thus, we showed that calculating the power of tasks and the power of nodes is not such a
difficult task when you need to distribute the image between nodes in order to optimize the
size. If you use different nodes, but different in speed of connection to the network, then the
power of the nodes must be calculated in some other way, because not always the node with
the processor with the highest clock speed will have the highest power. And if this point is not
taken into account, then the distribution will not be as effective as in the first case.

As mentioned above, this method is universal and the distribution of tasks according to it
makes it possible to significantly speed up the execution of the task queue and thus increase
the efficiency of GRID-systems with inalienable resources compared to the FCFS method.

6. Conclusions

The results of the study of the effectiveness of the proposed methods showed that their use for
task allocation in GRID-systems with non-alienable resources provides a significant reduction
in task queue time compared to the FCFS scheduling method, provided that the number of tasks
exceeds the number of nodes.

All the proposed methods are quite stable and well-predicted, which means that their use
in GRID-systems will give advantages not only in time and performance, but also allow more
efficient planning of the system work. The FCFS method works well, but for GRID systems that
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have different power resources, its performance depends heavily on a random fact that can be
considered a significant drawback.

The main difficulty in using these methods is the need to somehow reduce all the character-
istics of tasks and nodes to one relative value. But there are a number of tasks for which this
can be done quite easily. As shown in the example of the problem of image optimization, it is
quite easy to calculate both the power of tasks and the power of nodes.
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Analysis of metrological support of
nano-measurements
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Abstract
The article analyzes the existing methods and means of measuring objects in the nanometer range
and develops their classification based on the main principles of use. The main parameters on which
each described method is based are considered and the conditions for their most effective application
are determined. It is proved that the chemical and electrical sets of properties of the nanomaterial
can change when the particle size decreases to the nanometer size, which requires the inclusion of
additional chemical and electrical tests in existing methods. Based on the analysis, it was determined
that the most functional and universal in solving a wide range of problems is the method of scanning
probe microscopy. The classification of existing methods of scanning probe microscopy based on the
nature of their applications is developed. The main information parameters on which each described
method is based are considered, and the conditions of their most effective application are determined.
To increase the accuracy of nanomeasurements, a methodology based on the principle of integration
of information provided by different methods has been developed. The use of the differential-digital
method is proposed, which includes the use of an additional information parameter in the mathematical
model. An algorithm for including additional (a priory) information in the conditions for measuring the
nanostructures has been developed, which leads the problem to the correct one according to the method
of the control link, which characterizes the deviation of the parameters of measuring nanoobjects from
their nominal values. It is proved that increasing the number of measurement methods used in the
metrological analysis of nanoobjects will increase the reliability and accuracy of measurement results,
and each method will provide additional information parameters to create a computerized method of
calculating the control link. The main condition for correct comparison of the result is knowledge of
the specific parameters on which each method is based.

Keywords
nanotechnology, nanomeasurement, metrology, methods and means of measurement, nanomaterials

1. Introduction

In recent years, the study of submicron, nano-, and cluster materials has developed rapidly in
many fields of science and technology [1, 2, 3]. For several decades, almost all developed coun-
tries in various sectors of the economy have seen rapid progress in the field of nanotechnology.

Improving production efficiency and product quality, development of electronic equipment
and biomedical devices, as well as the creation of new nanostructured materials with special
properties are largely determined by the accuracy and precision of metrological support. It
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should be noted that research aimed at improving the instrumentation of nanotechnology has
reached a new progressive level. Of course, large-scale development of the nanoindustry is
impossible without appropriate metrological (MS) and software support.

Most of the theoretical and applied studies of new measurement methods with a minimum
error have no practical application. The existing methods [4, 5] are unproductive, have low ac-
curacy, noise immunity, reliability and cannot be used as part of flexible computerized measur-
ing systems. These methods do not provide the required measurement accuracy for nanoob-
jects with complex, pronounced topography and do not meet modern requirements for the
accuracy and speed of measurements.

In this regard, the problem of improving existing and developing new automated methods for
measuring and evaluating the physical and mechanical properties of nanoobjects is relevant.

Therefore, the aim of the work is a thorough analysis of existing methods and measuring
instruments in the nanometer range, their classification, and determination of the main char-
acteristics. The analysis is carried out to create a new unified computer program for automatic
correction of nano-measurements errors online.

2. Results

The essence of nano-measurements is to work at the molecular level, to study structures with
fundamentally new properties. One of the main problems when working with nano-objects
and nanostructures is associated with ultra-low signal levels. Another problem [6] is the wide
range of behavior that objects and components can exhibit when measured, associated with
the influence of destabilizing factors.

The essence of nano-measurements is to work at the molecular level, to study structures with
fundamentally new properties. One of the main problems when working with nanoobjects and
nanostructures is related to ultra-low signal levels. Another problem [7] is the wide range of
behaviors that measuring objects and components can exhibit.

For example [8], measuring objects made of polymeric materials may have a resistance of
more than one GM. However, being drawn into fibers with a diameter of less than 100 nm and
doped with various nanoparticles, the polymer can be transformed from an excellent insulator
into a high-conductivity wire. The result is an extremely wide range of test signals. High-
sensitivity, high-resolution instruments are required to detect weak electrical signals at the
bottom of the range.

Also, a prominent aspect is that DC measurements may require the characterization of some
devices and structures by radio frequency signals. This requires a strict design of measuring
instruments with reliable RF connections with low losses of the measuring head and a special
electronic circuit for each signal path [9]. Otherwise, it will not be possible to achieve the
resolution required for precision re-measurements. Therefore, measurement methods and tools
should minimize noise and other sources of error that may interfere with the signal. No less
important is the fact that metrological means of nano measurement should be easy to use and
economical.

Nowadays, raster electron microscopy (SEM), transmission electron microscopy (TEM), atomic
force microscopy (AFM), scanning tunneling microscopy (STM), microscopy, and focusing on
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Figure 1: General crystalline atomic structures: (a) simple cubic structure, (b) volume-centered cubic
structure, (c) bounded cubic structure

microscopy have become the most widespread. mass spectrometry, Auger spectroscopy, etc.
From the point of view of research of the relief and physical properties of structures with high
lateral resolution (less than 10 nm), one of the most perspectives is scanning probe microscopy
(SPM).

The size and structure of the nanoobject have a great influence on the type of technique and
the characteristics of the measurement methods used [10]. It is proved that optical microscopes
are the most suitable for the study of macroscopic materials, for nanoscopic materials with a
particle size less than 200 nanometers it is better to use STM, AFM, or combined methods of
scanning probe microscopy.

SPM, STM, AFM methods are especially useful for the structures of crystalline nanoparticles.
Figure 1 shows the atomic structures for some typical crystals of well-known shapes, such as
a simple cube, a volume-centered cube, and a border-centered cube. Knowing the location of
atoms in these structures helps to predict the properties of particles.

However [11, 12], on a nanoscopic scale, it is the particle size that radically changes the
physics of its behavior and dictates the need to use other measurement methods.

Importantly, the chemical and electrical sets of properties of the nanomaterial can change as
the particle size decreases to nanometer size. Therefore, in practice, additional chemical and
electrical tests are required to determine the characteristics of most of these materials, which
also affects the choice of the measurement method. Depending on the means of measurement,
methods of analysis of nanomaterials can be divided into two main groups: discrete and en-
semble methods of measurement.

Discrete methods of measuring nanoobjects typically use powerful microscopes, such as
scanning electron microscopy (SEM), transmission electron microscopy (TEM), electron mi-
croscopy (SEM), atomic force microscopy (AFM), and scanning probe microscopy (SPM). EM
and SPM are fairly simple methods and reflect particle shapes, but are insufficient in terms of
statistics [13, 14].

These methods have a resolution much higher than optical microscopy and can detect and
measure discrete particles by scattering a high-energy electron beam (SEM and TEM), or by
detecting through a probe attached to a slightly sprung console (AFM). In figure 2 shows a
comparison of discrete methods of nano measurement concerning the indicators of the speed
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Figure 2: Comparison of discrete methods of nano measurements

of obtaining results and price.
Ensemble methods are usually indirect methods when information from many nanoparticles

is obtained simultaneously. The methods of this group make it possible to establish the average
size of nanoparticles as low-angle X-ray scattering (SAXS) and to detect photon interference.

One of the most frequently used and user-friendly methods for determining the size of
nanoobjects in this group is the method of dynamic light scattering (DRS), which is based
on the principles of coherence of light waves, and metrological characteristics are obtained by
determining the phase difference of these waves after interaction with nanoparticles.

One method that potentially combines the advantages of a group of discrete methods and
an ensemble approach is the nanoparticle tracking method, which involves determining the
position of particles suspended in a liquid by detecting the light they scatter when irradiated
by a laser source and viewing the suspension by using a camera with a charged connected
device.

In figure 3 presents the ratio of the main methods of research of nanomaterials with different
relief characteristics of nanoobjects.

Based on the analysis, it was determined that the most functional and universal in solving
a wide range of problems is the method of scanning probe microscopy. SPM, in turn, covers
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Figure 3: The ratio of the main methods of research of nanomaterials with different indicators of the
relief of nanoobjects

several different experimental methods for studying the structure and properties of the surface,
both at the micro-level and the level of individual molecules and atoms [4, 15].

The indisputable advantage of this method is the fact that with the help of SPM you can get
information directly from a relatively large area of the surface, which allows you to use this
method on-line. Therefore, it is not surprising that they are now widely used for the research,
diagnosis, and modification of surfaces.

Common to all methods is the presence of a pointed probe as a tool for working with the sur-
face of the samples. There are contact, semi-contact, and non-contact modes of operation, as
well as various modes of operation, including tunnel mode, atomic force mode, spectroscopy
mode, Kelvin probe method, electric power, magnetic force, near field, optical, confocal mi-
croscopy, etc.

With these methods, you can measure not only the topology of the structure but also many
special properties, such as modulus of elasticity, distribution of various substances on the sur-
face, the degree of surface roughness, static charge distribution, the orientation of magnetic
domains, etc. [16].

Based on the nature of the applications of existing methods in SPM, they can be classified as
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Figure 4: Methods of scanning probe microscopy at elastic and not the elastic effect of the probe

follows (figure 4).
Despite the variety of types and applications of modern scanning microscopes, their work

is based on similar principles, and their designs differ little from each other.
Another common feature that unites not only sounding instruments, but also other mea-

suring equipment presented in the article for measuring in the nanomaterial range is their
increased sensitivity to external destabilizing factors, such as the composition and properties
of the environment, lighting, potential difference, and magnetic field, temperature, etc. Be-
cause the properties of certain nanomaterials are different from conventional ones, the effect
of destabilizing factors on the measurement results can be completely unpredictable.

Therefore, when choosing an existing or developing a new measurement method, the fea-
tures of the kinetics and mechanism of the interaction of the measuring nanoobject with the
environment should be thoroughly studied, the properties of nanostructures, process parame-
ters, and the model of their mathematical description should be determined.

A necessary condition for the choice of measurement conditions, such assessments, and
subsequent interpretation of the data is the reproducibility of the results and the invariance of
the sample for a set of properties.

When changing the size can change not only the values of certain values but also the nature
of their dependencies on properties, environments, and influences.

The main directions of creation and use of methods of measurement of micro- and nanosys-
tems are defined:

• creation of model representations of connections of topological characteristics and reac-
tion of the object to external influences
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• establishing links between the properties of the element or system and the topology of
the composition, structure, charges, and fields

• establishing links between technological factors, the kinetics of formation, and the prop-
erties of nanostructures

• creation of models that link the functional parameters of devices with the properties of
structures that are determined during their manufacture

Therefore, to obtain more reliable results, the method of nano measurements should take into
account the effects of external destabilizing factors on the nanoobject and ensure the possibility
of correcting the deviations caused by them.

3. Discussion

Based on the analysis, a method for measuring nanoobjects in static and dynamic modes is
proposed. This method will take into account the influence of destabilizing factors for nanos-
tructures of different types. The method consists of the continuous determination of the coor-
dinates of the points on the surface of the nanoobject, their processing, and presented in the
form of a three-dimensional image. A cluster is introduced to determine the compensating link
that corresponds to the tolerance field according to the spectrum of the color image.

The color value of the discrete points of the digital image forms the area, which is represented
as isolines. Mathematical software includes geometric parameters of the reference nanostruc-
ture. As a result, a region of the color image is formed, which corresponds to the deviations
from the shape and location of the surfaces and differs from each other in color (figure 5).

In addition to measuring flat nanostructures, a big task is to determine the topographic fea-
tures of the surface and the angle of rotation of the plane of the nanoobject. This dependence
is formed in the form of a three-dimensional array, in which one column occupies the angle of
inclination of the plane, the second – the topographic features of the surface, the third – the
coordinate. When scanning the surface of the part, a function based on a mathematical model
of the process of traversing the measuring object is used.

The obtained values of the angle of inclination of the plane and topographic features, as well
as the values of the coordinates, are compared with the tolerance field, which is presented in
the color image (figure 6).

The differential-digital method makes it possible to study errors, determine the parameters
of the nanoobject and obtain cross-sections using the developed methods of algorithmic error
compensation, which provides zero offsets for the operating conditions of the measurement
after the training procedure to obtain a statistical result. The development of the differential-
digital method involves the use of an additional information parameter in the mathematical
model in the form of a compensating link. The introduction of additional (a priori) information
leads the problem to the correct according to the method of regularization for the functional

Ω(𝑥, 𝜆) = |𝐴𝑥 − 𝑏|2 + 𝜆|𝑥 − 𝑥0|,
where𝜆 −→ ∞, 𝑥0 – is the a priori solution vector that coincides with the regularization coeffi-
cient.
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Figure 5: The result of measuring the nanostructure using the differential-digital method

Using this approach to the problem of determining the geometric parameters of the avia-
tion part of a complex spatial surface in small segments, using Delaunay triangulation, using
the operation of minimizing the sum of the squares of the deviation, we obtain the following
expression:

Φ(𝛼) =
𝑛
∑
(𝑖=1)

𝛽2𝑖 + 𝑟𝑒𝑔(𝑎, 𝑤),

where ∑𝑛
(𝑖=1) 𝛽2𝑖 – the sum of the squares of the deviation of n measured points, then from the

constructed surface; 𝑎 = 𝑎0, 𝑎1, . . . , 𝑎𝑖 , . . . , 𝑎𝑘 – the required geometric parameters of the aviation
part; 𝑟𝑒𝑔(𝑎, 𝑤) - regulatory member, which includes information about the nominal value of
the geometric parameter and the regularization coefficient 𝑤:

𝑟𝑒𝑔(𝑎, 𝑤) = 𝑤
𝑘
∑
(𝑖=1)

(𝑎𝑖 − 𝑎𝑖𝑦𝑗𝑣 )2.

Thus, we obtain the problem of the regularizing link, which characterizes the deviation of the
parameters of nanoobjects from their nominal values, we can obtain a clear point of minimum
in the minimization function. The obtained results were stable and satisfied the value of the
tolerance field of the measuring part.
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Figure 6: Program window with the results of scanning the surface of the nanoobject

4. Conclusions

There are many advantages and disadvantages in choosing a specific measurement method to
measure the topography of non-objects. There is no best general method. The use of inte-
gration of information provided by different methods is proposed, but the results of different
methods may be contradictory in some cases, namely:

1. Each method is based on the need to study the different properties of nanoobjects
2. The steps of sample preparation can modify the results by further unintentional move-

ments of the particles in the matrix, changing the average diameter detected by the SPM
3. Uncertainty that is not taken into account may also affect the final measurements
4. The use of different weighing in determining the average diameter of the size distribu-

tion. Comparing the results of different measurements of the same methodology will be
less problematic in this sense because the existing error is constant

Comparing the results of different measurements of the same methodology will be less prob-
lematic in this sense because the existing error is constant. Therefore, to test the method, the
error must be accurately measured, and the results must be consistent with other methods.
Therefore, increasing the number of measurement methods used in the metrological analy-
sis of nanoobjects will increase the reliability and accuracy of measurement results and each

118



method will provide additional information. The main condition for correct comparison of the
result is knowledge of the specific parameters on which each method is based. The analysis
was conducted to obtain the most complete information for the development of a computer
program based on a discrete-digital measurement method, which would take into account the
measurement information obtained by different measurement methods, taking into account
the impact of destabilizing factors.
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