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Abstract 
In a high mobility job market, accumulated 

historical sequences information from persons and 

jobs bring opportunities and challenges to person-job 

matching recommendation, where the latent 

preferences may significantly determine the success of 

person-job matching. Moreover, the sparse labels 

further limit the learning performance of 

recommendation methods. To this end, we propose a 

novel serialized knowledge enhancement multi-
objective person-job matching recommendation 

method, namely SMP-JM. The key idea is to design a 

serialized multi-objective method from “intention-

delivery-review”, which effectively solves the problem 

of sparsity through the transmission of information 

and the serialization constraints between objectives. 

Specifically, we design various attention modules, 

such as self-attention, cross-attention and an 

orthogonal multi-head attention, to identify 

correlations between diversified features. 

Furthermore, a multi-granularity convolutional 

filtering module is design to extract personal latent 

preference from the historical sequential behaviors. 

Finally, the experimental results on a real-world 

dataset validate the performance of SMP-JM over the 

baseline methods.  

 

Keywords: person-job matching, multi-objective 

learning, sequential features 

1. Introduction  

According to a job market survey, 35.8% of 

white-collar workers are considering changing jobs, 

and over 70% of persons have already started resumes 

 
1http://www.ce.cn/xwzx/gnsz/gdxw/201809/27/t20180927_303959

52.shtml 

preparation and deliver1. Moreover, the high mobility 

of the job market can be observed, i.e., the rapid 

generation of new jobs and high frequency of persons 

switching jobs, brings new characteristics to person 

and job matching recommendation, especially for 

online recruitment platforms. 

The high mobility job market has accumulated 

affluent historical sequences for the person-job 

matching, such as person's historical work experience 

sequence, resume update sequence, job delivery 

sequence and corresponding job review sequence. 

These historical sequences contain substantial and 

latent preference and attribute information of persons 

and jobs as well as the interactions between them, 

which may contribute in-depth insights of person-job 

matching. Thus, it is promising to design an 

appropriate machine learning method to discover 

knowledge from historical sequential features to 

facilitate effective person-job matching 

recommendation. 

Nevertheless, the high mobility market also 

amplifies the personalization and dynamics of the 

bilateral preferences from both persons and jobs, since 

both of them may have more diverse choices in the 

person-job matching process, which might increase 

the complexity in designing a recommendation 

method. 

In addition to generating more diversified and 

complex bilateral preferences, the rapid change of 

persons and jobs exacerbates the sparsity of labels, i.e., 

more new or updating persons and jobs enter and leave 

the platforms frequently, e.g., leading to more cold 

start cases. Meanwhile, due to a large number of failed 

resume delivery and non-delivery behaviors, i.e., 

resulting into null labelling, the sparsity problem 
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caused by one-class label is quite prominent in this 

context and significantly weakens the 

recommendation performance. 

The above characteristics put forward higher 

requirements for designing an intelligent person-job 

matching recommendation method, which is expected 

to possess three merits. First, it can comprehensively 

analyze the persons’ and jobs’ bilateral and diversified 

preferences from historical sequences. Second, it can 

well cope with reciprocity nature of person-job 

matching problem and output satisfactory 

recommendation for both sides. Third, the 

recommendation model is expected to well cope with 

the sparse labels.  

Related researches have utilized collaborative 

filtering technology (Peng, 2016), content-based 

recommendation technology (Guo, 2014) and pattern 

recognition technology to implement the matching of 

persons and jobs. Except the structured features of 

persons and jobs, some researches started to 

incorporate two types of important unstructured texts, 

i.e., the person resumes and job descriptions (JD), to 

learn more detailed attributes and preferences (Qin, 

2020). 

However, existing person-job matching methods 

have been facing some challenges. First, the textual 

features contain and reflect little persons or jobs’ 

personalized and dynamic preferences, which 

nevertheless can be detected from historical 

interactions. Few existing works take the abundant 

sequential features in historical interactions into 

consideration, which obviously limits the 

recommendation performance. Second, most of them 

only focus on the explicit and manifested information 

(Le, 2019), e.g., listed skills and requirements, while 

lacking the detection of certain important latent 

preferences, such as the preferences reflected from 

mutual clicks between persons and jobs, and the long-

term and short-term preferences changing from 

sequential features, especially in the dynamic and 

diversified context. These latent preferences are also 

the key factors in determining whether the person and 

the job are successfully matched with reciprocity 

(Belavina, 2020). Third, the sparse labels, which is 

aggravated in the high mobility context, cannot be well 

addressed with most of the existing methods. 

Therefore, this paper proposes a serialized 

knowledge enhanced multi-objective person-job 

matching recommendation method, called SMP-JM. 

This method can take the advantage of the historical 

sequences and establish a reciprocal matching 

recommendation in a sequential and multi-step multi-

objective manner, which can not only capture the 

latent and diversified preferences from persons and 

jobs, but also tolerant the labelling sparsity.  

First of all, the profile and auxiliary historical 

behaviors of persons and jobs i.e., the work 

experience, the resume update, the job delivery, and 

the job review, are comprehensively incorporated into 

the method, from which, the latent and diversified 

preferences and attributes of persons and jobs can be 

better learned to facilitate in-depth analysis in a 

dynamic manner.  

Furthermore, since the person-job matching is 

essentially a multi-objective reciprocal process, we 

leverage the historical delivery and review 

information to design a deep learning module with 

both attention mechanism and gating mechanism so as 

to implement the learning of the bilateral latent 

preferences of persons and jobs. In order to further fit 

the dynamic characteristics of personalized 

preferences in the context of high mobility, a multi-

granularity convolutional filtering module is designed 

to identify long-term and short-term personalized 

preferences.  

Finally, to solve the problem of labelling sparsity, 

a serialized multi-objective recommendation is 

proposed, showing its advantage, because the sharing 

and transmission of information between objectives 

can effectively alleviate the problem of sparse 

information in single objective.  

An effective person-job matching can be 

formulated as a multi-objective learning with multi-

step sequential relationship. The first step is to detect 

whether a person have intention to apply for a job, the 

next is to justify whether the person delivers his/her 

resume to the preferred jobs, and the final one is to 

determine whether (the employer of) a job feedbacks 

a positive review to a delivery. Thus, we construct the 

person-job matching into a three-objective learning, 

i.e., the prediction of person’s intention within a time 

window, the prediction of person’s delivery and the 

prediction of job’s review. Among them, the third 

objective reflects the degree of matching of person and 

job, and achieves the goal with reciprocity. 

Furthermore, it’s naturally in alignment with a typical 

multi-step job seeking sequence (intention-delivery-

review), i.e., the delivery will start after the person has 

an intention to apply for a job, and the review will be 

feedbacked after the person has completed the 

delivery. This serialization constraint can be integrated 

to help formulate a serialized multi-objective 

framework to optimize the search space and solve the 

problem with sparsity. 

Along this line, the information and target 

dependencies between the three objectives need to be 

established. For target dependency, we design a 

sequential relationship between multiple objectives, 

which can guide and optimize the complex search 

space, as well as improving the effectiveness of multi-
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objective learning. For information dependency, we 

propose a comprehensive attention mechanism to 

implement the information transfer between inter and 

intra of multiple features. Compared with CNN and 

RNN, the attention mechanism can flexibly capture 

long-distance information dependencies (Tian, 2021). 

Therefore, this paper optimizes and designs an 

orthogonal multi-head attention mechanism to achieve 

efficient integration of the information in each 

sequence. Finally, extensive experiments on a large-

scale real-world dataset validate the effectiveness of 

our SMP-JM method compared with baselines. The 

contributions of the method are summarized as 

follows: 

● Establish a sequential multi-objective 

framework to achieve satisfactory person-job 

matching recommendation, based on which 

the transferring of information and objective 

dependencies can well alleviate the problem 

of one-class label and sparsity. 

● Model the domain characteristics of bilateral 

matching and latent preferences, with which 

the multi-granularity convolutional filtering 

modules are designed to subtly extract 

dynamic personal latent preference from the 

historical resume deliveries and review 

behaviors. 

● Design comprehensive attention 

mechanisms, such as the orthogonal multi-

head attention mechanism, which can better 

support the effective integration and learning 

of interaction relationships and important 

latent preferences.  

The rest of this paper is organized as follows. In 

Section 2, we briefly introduce some related work. 

Section 3 introduces the preliminaries and formally 

defines the problem of person-job matching. Then, 

technical details of SMP-JM framework are presented 

in Section 4. Extensive experiments are discussed in 

Section 5. Section 6 concludes the paper. 

2. Related Research 

2.1. Job Recommendation 

Many existing job recommendation methods are 

the direct migration of traditional recommendation 

algorithms, neglecting domain characteristics (Zhang 

and Cheng, 2015). In recent years, some researches 

have gradually taken into account the specialty and 

characteristics of job recruitment. Almalis (2015) 

integrated structured and unstructured job descriptions 

to calculate the "fitness" between persons and jobs. 

Sato (2017) proposed six kinds of interactions between 

persons and jobs, and assigned different scores to 

different interactions. Yang (2017) found that the 

precision is more important than the recall in the job 

recommendation. 

The reciprocal matching feature has also been 

considered at the algorithm level in recent years. 

Through the matching algorithm, if the person’s skills 

can meet the job requirements without excessive 

waste, the reciprocal recommendation will be 

achieved (Lian, 2017; Dave, 2018). Qin (2018) 

leveraged a Recurrent Neural Network to project 

words into latent representations. Zhu (2018) proposed 

a bipartite Convolutional Neural Network that can 

estimate whether a person fits a job, as well as 

identifying which specific requirements in the job 

have been satisfied by the person. Jiang (2020) fused 

the representations for the explicit and implicit 

preference of persons and recruiters by LSTM to get a 

more comprehensive representation for person-job fit. 

Qin (2020) incorporated two hierarchical topic-based 

ability-aware structures to guide the learning of 

semantic representation and incorporate the global 

meaning for job requirements and person experiences. 

He (2021) grouped the features of resumes and jobs 

into several fields and explored attention as well as 

residual connection. Recurring to gorgeous features, it 

is an effective way to learn the latent correlations 

between each field of features from both resumes and 

jobs. 

Although the characteristics of person-job 

matching have been widely studied, the effect of 

recommendation model still suffered from the sparse 

and one-class label. This paper establishes a sequential 

multi-objective framework, which effectively solves 

the above problems through the interaction of 

information between multiple objectives.  

2.2. Multi-objective Learning 

Multi-objective learning is to train data with 

multiple objectives simultaneously, using shared 

representations to learn the common or specific 

knowledge contained in multiple objectives, as the 

learned features from one objective may be useful in 

learning another related objective (Caruana,1997; 

Vandenhende, 2020). Multi-objective learning has 

been extensively considered in the researches, e.g., 

natural language processing (NLP), speech 

recognition to vision (Krishna, 2018; Chen, 2018).  

One of the widely used multi-objective learning 

models was proposed by Caruana (1997), which has a 

shared-bottom structure. Although this structure 

substantially reduces the risk of overfitting, it easily 

suffers from optimization conflicts caused by the 

differences between multi-objectives. To solve the 

above problem, instead of sharing bottom hidden 
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layers, some recent approaches added different types 

of constraints on objective specific parameters (Misra, 

2016). Cao (2018) designed a multi-objective 

convolutional neural network, in which, four Task 

Specific Networks (TSNets) and one Shared Network 

(SNet) are connected with partially shared structures. 

Inspired by the above idea, expert-bottom pattern was 

proposed to control how expert modules are shared 

across all objectives at the bottom of the multi-

objectives model (Ma, 2018; Tang, 2020). Moreover, 

to solve the problem of negative transferring when 

objectives are not very relevant (Wang, 2021), Google 

proposed MMOE model (Ma, 2018) to construct gate 

control mechanism for each objective. Tencent (Tang, 

2020) split the experts into shared experts and private 

experts, and divided the sample space by loss function 

to resolve the heterogeneous relationship between 

objectives. Therefore, the crucial challenges in multi-

objectives learning are how to model relationships 

among objectives appropriately and how to exploit 

them to improve the performance of each objective 

(Zhao, 2019). 

One direction to model relationships between 

objectives is to transfer probabilities in the output 

layers of different objectives (Wen, 2020). However, 

this treatment can only allocate simple probability 

information via the scalar product, ignoring richer and 

more useful representations, which might result in a 

great loss. Based on domain knowledge, this paper 

relies on the sequence characteristics between multi-

objectives in the job seeking to build information 

transfer relationship and constraints between 

objectives, which can help optimize the search space 

and improve the efficiency and effectiveness of multi-

objective learning. 

3. A Serialized Multi-objective Person-

Job Matching Recommendation 

3.1. Problem Formulation 

Generally speaking, the person-job matching 

recommendation is to, measure the person's intention, 

preference and the degree of matching between person 

and job, in a multi-step sequential manner, so as to 

achieve effective person and job recommendation with 

reciprocal benefit.  

Two types of features will be used to predict the 

matching of person and job: sequential features and 

non-sequential features. The sequential features 

include person’s work experience sequence, resume 

update sequence, delivery sequence, and job’s review 

sequence. The non-sequential features include basic 

attributes of persons: age, school, city, etc., and basic 

attributes of jobs: name, business type, job description, 

etc. Formally, we denote the person set as 𝐶 = 𝑐𝑖 𝑖=1
𝑛𝑢𝑚𝑐 

and the job set as 𝑃 = 𝑝𝑗𝑗=1
𝑛𝑢𝑚𝑝 ,where 𝑛𝑢𝑚𝑐  and 

𝑛𝑢𝑚𝑝  are the numbers of persons and jobs, 

respectively. Further, we denote the non-sequential 

features corresponding to person  𝑐𝑖  as  𝐹𝑐𝑖 , and the 

non-sequential features corresponding to job 𝑝𝑗  as 

𝐹𝑝𝑗. The job descriptions in 𝐹𝑝𝑗 are unstructured text, 

and we denote them as 𝐹𝑑𝑒𝑠
𝑝𝑗

. Historical work 

experience sequence, resume update sequence, the 

delivery sequence and the job’s review sequence of 

person 𝑐𝑖  are denoted as 𝐸𝑐𝑖  , 𝑈𝑐𝑖 , 𝐷𝑐𝑖  and 𝑅𝑐𝑖 , 

respectively, where, the description feature of the 

work experience in 𝐸𝑐𝑖 is denoted as 𝐸𝑑𝑒𝑠
𝑐𝑖    

Therefore, a historical delivery, denoted as H={𝑐𝑖 , 

𝑦1, 𝑝𝑗 ,   𝑦2 , 𝑦3 }, means person 𝑐𝑖  generates intention 

𝑦1, and then delivers resume to job 𝑝𝑗, i.e., generating 

label 𝑦2, as well as gets the review feedback from the 

job, i.e., getting label 𝑦3, where 𝑦1 ∈ {0,1}, 𝑦2 ∈ {0,1} 

and 𝑦3 ∈ {0,1}. The multiple objectives of person-job 

matching are to predict the person's intention 𝑦1, the 

person's preference for the job 𝑦2, that is, whether to 

deliver, and job preference for person, i.e., 𝑦3. For one 

delivery, the generation of three labels are naturally 

endogenous with the multi-step sequential 

relationship, i.e., first generating intention, next 

delivery and then review. Therefore, a partial 

dependency relationship of three label, 𝑦1 ≥ 𝑦2 ≥ 𝑦3, 

can be implanted to improve the search efficiency and 

prediction accuracy. In summary, given sequential and 

non-sequential features, the comprehensive matching 

function M can be learnt, with the mapping of M 

(𝐹, 𝐸,𝑈, 𝐷, 𝑅) →{𝑦1, 𝑦2,𝑦3}. 

3.2. A Multi-objective Learning Framework 

Figure 1 illustrates the overall framework of the 

multi-objective person-job matching recommendation 

method. Concretely, SMP-JM takes two types of 

features, i.e., sequential and non-sequential features, 

from persons and jobs as input. An embedding layer is 

designed to map different types of features into 

vectorization representation. Next, the embedding 

features are fed into expert module. Specifically, all of 

sequential features are input into BiGRU to get 

comprehensive encoding of update, delivery, review 

and work experience sequential features, based on 

which, the potential dependency within the same type 

of features can be learnt.  

For more complex unstructured text features, an 

Orthogonal Multi-head Attention (OMA) mechanism   

is proposed to achieve multi-spatial semantic capture 

and improve the parameters learning efficiency, which 

Page 983



can fully tap the semantic interaction of each potential 

dimension and realize the mining of global and local 

semantic relations. Moreover, for four types of 

sequential features, this paper uses a sequential 

features integration layer and convolution networks 

with different kernel granularity to filter and integrate 

the sequence information with different time lengths.  

Further, the outputs of the above series of expert 

modules are used as the input of three multi-objectives 

towers. For each tower, it uses the attention gate to 

filter the overall diversified signs. The gated 

mechanism can automatically realize the selection of 

information under each tower. Specifically, this paper 

establishes the information dependency between 

output of each tower, which can further optimize the 

search space and improve the efficiency and accuracy 

of prediction. Finally, we generate the intention score, 

preference score and matching score based on the 

above designs. The objective function utilizes label 

loss, reciprocity loss and sequence constraints based 

on three scores to achieve end-to-end multi-objective 

learning. 

 
Figure 1. the framework of SMP-JM. 

4. Method Implementation  

4.1. BiGRU Layer 

Firstly, the numerical features are normalized 

with standard distribution and the categorical features 

are projected into one-hot vectors. Therefore, the 

vectorized representation matrices of four kinds of 

sequential features and non-sequential features can be 

obtained, namely E, U, D, R and F. Among them, each 

item in E contains the basic attribute and description 

text vector of the job. U is the time series matrix of 

resume updates, where the daily update time is 

represented as a row vector of the matrix. The 

sequential basic attribute and description text vector of 

the delivered job are included in D. Each item in F 

contains the basic attribute vector of the candidate and 

the label of the review. 

Encoding layer is composed of a double BiGRU, 

where one is for learning the semantic information of 

text feature, and the other is for encoding sequential 

feature. BiGRU can capture semantics and 

dependencies of sequential information, as well as 

possessing less training parameters and higher training 

efficiency than BiLSTM (Han, 2020). Specifically, 

with the word vectors of  input 𝑥𝑗 ∈ ℝ𝑛∗𝑑 and a pair of 

forward and backward GRU, two sequences of hidden 

states ℎ𝑗
 ⃖  ∈ ℝ𝑛𝑗∗𝑑, ℎ𝑗

    ∈ ℝ𝑛𝑗∗𝑑  can be generated, and 

the final output ℎ𝑗 ∈ ℝ𝑛𝑗∗𝑑 is generated by summing 

ℎ𝑗
 ⃖   and ℎ𝑗

    , where 𝑛𝑗 is the max length of input and d is 

the dimension of hidden states.  

Therefore, the text features of job description 

𝐹𝑑𝑒𝑠 , and the text features of work experience 𝐸𝑑𝑒𝑠 , 

can be integrated into BiGRU, deriving ℎ𝑗𝑑𝑒𝑠, ℎ𝑒𝑑𝑒𝑠. 

The sequential features, which include the text 

features, i.e., experience, delivery and review features, 

E, D and R, are also brought into the isomorphic 

BiGRU for information integration, deriving ℎ𝐸 , ℎ𝐷 

and ℎ𝑅. Furthermore, the update sequential feature U 

is encoded by a heterogeneous BiGRU to get ℎ𝑈. 

ℎ𝑗
 ⃖  = [ℎ𝑗

1 ⃖   , ℎ𝑗
2 ⃖   , ℎ𝑗

3 ⃖   … ℎ𝑗
𝑛 ⃖   ]= 𝐺𝑅𝑈𝑗

 ⃖         (𝑥𝑗)  (1) 

ℎ𝑗
    =[ℎ𝑗

1     , ℎ𝑗
2     , ℎ𝑗

3     … ℎ𝑗
𝑛     ]= 𝐺𝑅𝑈𝑗

           (𝑥𝑗) (2) 

ℎ𝑗 = [ℎ𝑗
1, ℎ𝑗

2, ℎ𝑗
3 … ℎ𝑗

𝑛] = [ℎ𝑗
1     + ℎ𝑗

1 ⃖   ,… , ℎ𝑗
𝑛     + ℎ𝑗

𝑛 ⃖   ] (3) 

4.2. Attention Layer 

With ample features, the comprehensive and 

valuable relationships among them need to be detected 

to learning the potential information supporting multi-

objective decision. Thus, attention layer is designed to 

understand potential dependencies within and between 

each type of features. A biased general alignment is 

adopted for non-sequential features F (Sordoni, 2016) 

to derive 𝐴𝑇𝑇_𝐹, and the formulas are shown in (4) - 

(6), where 𝑊ℎ  and 𝑊𝑜 are projection matrices and 

𝑏𝑟  is the biased term. 

𝑠𝑚
𝑖 = 𝑡𝑎𝑛ℎ(𝑊ℎ ∙ 𝑋𝑚 + 𝑊𝑜 ∙ 𝑋𝑖 + 𝑏𝑟)  (4) 

𝑎𝑛
𝑖 = 𝑒𝑥𝑝(𝑠𝑛

𝑖 ) / ∑ 𝑒𝑥𝑝 (𝑠𝑚
𝑖 )2𝑘−1

𝑚=1   (5) 

𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 (𝑋𝑖 , 𝑋𝑚) = ∑ 𝑎𝑛
𝑖 𝑋𝑛

2𝑘−1
𝑛=1   (6) 

However, single attention inhibits the jointly 

learning from different representation subspaces 

(Vaswani, 2017). Therefore, for text with more 

complex information, the Multi-head Attention (MA) 

s is utilized to learn the comprehensive information 

dependencies. Although multi-head can capture 

effective and robust relevance and improve the 

performance of the model, some researches argued 
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that many of the head projected dimensions are 

redundant and some heads might attend on similar 

feature in input space (Voita, 2019; Cordonnier, 

2020). Therefore, instead of learning projection 

matrices 𝑊𝑄
𝑖  , 𝑊𝐾

𝑖  and 𝑊𝑉
𝑖  of each head 𝑖, separately, 

𝑄𝑊𝑄 , 𝐾𝑊𝐾  and 𝑉𝑊𝑉 are set as three entries to learn, 

and a matrix M is used to transform the original matrix 

into orthogonal multi-head space. Then, the multi 

representations are connected to obtain the final 

orthogonal multi-head attention, as shown in formulas 

(7-8), where M is the eigenvector matrix 

corresponding to the first k eigenvalues of 

𝑋𝑊（𝑋W）
𝑇

= 𝑋W𝑊𝑇𝑋𝑇 , 𝑋 ∈ {𝐾, 𝑄, 𝑉} , and f is 

the attention function. The two types of text 

features, ℎ𝑗𝑑𝑒𝑠 and ℎ𝑒𝑑𝑒𝑠, are input into the orthogonal 

multi-head attention mechanism, and the 

corresponding attention feature representation 

𝑂𝑀𝐴𝑇𝑇𝐹𝑑𝑒𝑠
 and 𝑂𝑀𝐴𝑇𝑇𝐸𝑑𝑒𝑠

 can be obtained.  

𝑂𝑀𝐴𝑇𝑇𝑖 = 𝑓(𝑀𝑄
𝑖 𝑄𝑊𝑄 ,𝑀𝐾

𝑖 𝐾𝑊𝐾) ∙ 𝑀𝑉
𝑖 𝑉𝑊𝑉 (7) 

𝑂𝑀𝐴𝑇𝑇 = 𝑂𝑀𝐴𝑇𝑇1 ⊕ … ⊕ 𝑂𝑀𝐴𝑇𝑇8  (8) 

4.3. Sequential Features Integration 

We take the review sequence as an example to 

depict the integration of sequential features. Based on 

the review sequential features, the latent preferences 

of jobs in sequential form can be obtained, denoted as 

𝑃 , where 𝑃 = [𝑝0, 𝑝1, … , 𝑝𝑚𝑎𝑥𝑟]  and 𝑚𝑎𝑥𝑟  denotes 

the maximum length of the review sequential feature. 

The initial preference is set as  𝑝0=ℎ𝑅,0, and the latent 

preference 𝑃can be calculated by formulas (9)-(12) 

with encoded review sequential featureℎ𝑅 .⊙ is the 

element-wise multiplication, and 𝑊𝑟 , 𝑊𝑧 , 𝑈𝑧 ,𝑈𝑟 , 𝑈𝑢 

and 𝑣𝑧 , 𝑣𝑟 , 𝑏  are related parameters. The tanh() is 

configured as the activation function.  

𝑟 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑣𝑟
𝑇tanh (𝑊𝑟ℎ𝑅,𝑖+1 + 𝑈𝑟 ∗ 𝑝𝑖) (9) 

𝑢𝑝𝑑 = tanh (𝑈𝑢(𝑟 ⨀ℎ𝑅,𝑖+1) + 𝑏)  (10) 

𝑧 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑣𝑧
𝑇tanh (𝑊𝑧ℎ𝑅,𝑖+1 + 𝑈𝑧 ∗ 𝑢𝑝𝑑) (11) 

𝑝𝑖+1 = 𝑧⨀𝑢𝑝𝑑 + (1 − 𝑧)⨀𝑝𝑖  (12) 

Further, to capture the dynamics of latent 

preferences, the review sequence is needed to be 

processed granularly. Although the timestamp is 

considered as one of the key features, the dependency 

on the length of time varies differently with different 

features. Therefore, the inception strategy in image 

processing is adopted to deploy a Multi-granularity 

Convolution Filter (MCF) layer to integrate different 

time-dependent characteristics. Specifically, the 

multi-granularity convolution filter layer takes the 

inherent attributes of time into account and 

characterizes the commonly used time periods 2, 3, 7 

and 12, as kernel sizes to filter. Therefore, a 1D 

convolutional filter with four kernel sizes can be 

designed, and the output 𝑐𝑜𝑛𝑣1∗n can be constructed 

in formula (13) with latent sequential preferences of 

jobs, where f is the convolution kernel function. 

Similarly, the encoded sequential features can be 

learnt by a similar sequential feature integration layer, 

getting 𝒄𝒐𝒏𝒗𝐸 , 𝒄𝒐𝒏𝒗𝑈 , 𝒄𝒐𝒏𝒗𝑃 , 𝒄𝒐𝒏𝒗𝑅  (formula 

(14)), which indicates the comprehensive preference 

of persons and jobs. 

𝒄𝒐𝒏𝒗𝟏∗𝒏𝒖𝒎 = ∑ 𝒇𝟏∗𝒏𝒖𝒎(𝒆)𝒏𝒖𝒎−𝟏
𝒆=𝟎 𝑷 ∗ 𝒆 (13) 

𝒄𝒐𝒏𝒗 =
𝒄𝒉𝒂𝒏(𝒄𝒐𝒏𝒗𝟏∗𝟐, 𝒄𝒐𝒏𝒗𝟏∗𝟑 , 𝒄𝒐𝒏𝒗𝟏∗𝟕 , 𝒄𝒐𝒏𝒗𝟏∗𝟏𝟐) (14) 

4.4. Tower Layer and Loss Function 

Given a set of features handled by the expert 

layers, 𝐴𝑇𝑇_𝐹  𝒄𝒐𝒏𝒗𝐸 , 𝒄𝒐𝒏𝒗𝑈 , 𝒄𝒐𝒏𝒗𝑃 , 𝒄𝒐𝒏𝒗𝑅 , the 

tower layer for each objective is defined as formula 

(15), and the output of each tower can be obtained as 

𝑇𝑜𝑤𝑒𝑟1, 𝑇𝑜𝑤𝑒𝑟2 and 𝑇𝑜𝑤𝑒𝑟3, respectively. The three 

outputs have an endogenous multi-step sequential 

relationship as indicated previously. The step n is 

affected by the output of this tower and the output of 

the previous n-1 tower, as shown in formula (16). The 

latent semantic similarity is proposed to measure the 

current information transmission relationship, as 

shown in formula (17), where d is the dimension of the 

output of tower. Based on the construction of sequence 

dependence, a MLP is used to predict the label for each 

objective, as shown in formula (18). 

𝑇𝑜𝑤𝑒𝑟𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 =

𝑀𝐿𝑃(𝑔𝑎𝑡𝑒( 𝐴𝑇𝑇𝐹 , 𝒄𝒐𝒏𝒗𝐸 , 𝒄𝒐𝒏𝒗𝑈 , 𝒄𝒐𝒏𝒗𝑃 , 𝒄𝒐𝒏𝒗𝑅)) 

(15) 

𝑜𝑛 =
exp (𝑤𝑛)

exp (𝑤𝑛−1)+exp (𝑤𝑛)
𝑇𝑜𝑤𝑒𝑟𝑛 +

exp (𝑤𝑛−1)

exp (𝑤𝑛−1)+exp (𝑤𝑛)
𝑔(𝑜𝑛−1) (16) 

𝑤𝑛 =
𝑔(𝑜𝑛−1)∙ 𝑇𝑜𝑤𝑒𝑟𝑛

√𝑑
  (17) 

𝑦𝑖̂ = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑀𝐿𝑃(𝑜𝑖)) (18) 

Finally, the loss function of in this method 

includes three parts: label loss, reciprocity loss and 

constraint loss (formula (19)). The label loss under 

each objective, 𝐿𝑙𝑎𝑏𝑒𝑙
𝑖 , is the cross-entropy loss 

function of the predicted label 𝑦𝑖̂  and real label 𝑦𝑖  

(formula (20)), and is integrated for three objectives 

by weights (formulas (21-22)) to balance the 

difference of learning rate and loss scale between 

objectives. Reciprocity loss comes from the 

reciprocity particularity of person-job matching, i.e., 

the consistency of job preference and person 

preference in a successful interaction (Xia, 2019). The 

output of the corresponding tower layer is used as the 

latent preference of person and job, and the goal of the 

loss function is to minimize the distance between both 

parties for each delivery with positive review (formula 

(23)). Constraint loss (formula (24)) is used to restrict 
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the dependency of target values between multi-step 

sequential multiple objectives, i.e., 𝑦1 ≥ 𝑦2 ≥ 𝑦3.  
𝐿𝑡𝑜𝑡𝑎𝑙(𝑡) = 𝐿𝑙𝑎𝑏𝑒𝑙(𝑡) + 𝐿𝑟𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑖𝑡𝑦(𝑡) +

𝐿𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡(𝑡) (19) 

𝐿𝑙𝑎𝑏𝑒𝑙
𝑖 = 𝑦𝑖 𝑙𝑜𝑔(𝑦𝑖̂) + (1 − 𝑦𝑖)𝑙𝑜𝑔 (1 − 𝑦𝑖̂) (20) 

𝐿𝑙𝑎𝑏𝑒𝑙(𝑡) = ∑ 𝛼𝑖(𝑡)𝐿
𝑙𝑎𝑏𝑒𝑙

𝑖(𝑡)𝑖∈[[1,2,3]]  (21) 

𝛼𝑖(𝑡) =
𝑒𝑥𝑝 ((𝐿𝑖(𝑡)−𝐿𝑖(𝑡−1)/𝐿𝑖(𝑡−1)))

∑ 𝑒𝑥𝑝 ((𝐿𝑛(𝑡)−𝐿𝑛(𝑡−1)/𝐿𝑛(𝑡−1)))𝑛∈[1,2,3]
 (22) 

𝐿𝑟𝑒𝑐𝑖𝑝𝑟𝑜𝑐𝑖𝑡𝑦(𝑡) = 𝑦3 ∗ 𝑑𝑖𝑠(𝑇𝑜𝑤𝑒𝑟2, 𝑇𝑜𝑤𝑒𝑟3)  (23) 

𝐿𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 = 𝑐𝑜𝑛𝑠(𝑦1̂ ≥ 𝑦2̂ ≥ 𝑦3̂) (24) 

5. Experiments  

5.1. Data Description 

The dataset is from a leading IT enterprise’s talent 

and job database. In order to protect the privacy, the 

resumes have been anonymized and the text 

information in the job experience is desensitized by 

word segmentation tools and word2vector. We 

extracted the delivery records of persons who have 

more than three delivery actions in history and 

corresponding job review information from January to 

March, 2022. In total, the dataset includes 28,558 

persons and 20,231 jobs, with 267,728 pairs of 

delivery records.  

5.2. Evaluation Methods and Baselines 

For comparison, the widely used metrics, i.e., 

accuracy (Accu), recall, precision (Prec), F1 and AUC 

are utilized, i.e., the greater the better. The proposed 

SMP-JM method is compared with several 

mainstream methods, i.e., DeepFM, PJFNN, PJFFF 

and MUFFIN. DeepFM combines the factorization 

machines and deep learning for feature learning in a 

neural network architecture, which emphasizes both 

low- and high- order feature interactions (Guo, 2017). 

PJFNN utilizes a bipartite neutral network to learn the 

joint representation of person-job fitness from 

historical job applications (Zhu, 2018). PJFFF extracts 

features from the resume and job description and 

learns the representation of implicit preference by the 

historical applications (Jiang, 2020). MUFFIN is a 

multi-filed feature based person-job fit method. 

Recurring to gorgeous features, MUFFIN designs a 

solution to learn the latent correlations between each 

field of features from both resumes and jobs (He, 

2021). The features and key modules used by the 

baseline methods and the SMP-JM are summarized in 

Table 1. It can be found that only PJFFF uses historical 

interaction data to learn the latent preferences of 

persons and jobs. However, the impact of the 

sequential nature in the interactions is not considered. 

Moreover, baseline methods are mostly single-

objective works of job recommendation or person-job 

bilateral matching. Therefore, we compare results on 

each objective, and performances are as shown in 

Table 2. 

 
Table 1. A Summary of the features and key module.  

 Unstruc

tured  

text Historical 

interaction  

Key 

module 

Obje. 

DeepFM  √ × × FM 

DNN 

single  

PJFNN  × √ × CNN single  

PJFFF  √ √ √ DeepFM  

CNN 

LSTM 

single  

MUFFI

N 
√ √ × pre-trained 

embedding  

MA 

MLP 

single  

SMP-JM √ √ √ BiGRU 

OMA 

MCF 

multi 

 
Table 2. The performance of SMP-JM and baselines. 

 AUC Recall F1 Accu Prec 
SMP-JM obj 1 0.7769 0.7235 0.7841 0.7100 0.8559 
SMP-JM obj 2 0.9282 0.8226 0.8450 0.8371 0.8685 
SMP-JM obj 3 0.8072 0.7699 0.7890 0.8870 0.8091 
DeepFM obj 2 0.6797 0.6270 0.6250 0.6423 0.6233 
DeepFM obj 3 0.6194  0.5711 0.5678  0.6631 0.5645 

PJFNN obj 3 0.7071  0.6600 0.7039 0.7562 0.7540 
PJFFF obj 3 0.7734 0.6923 0.7355 0.8033 0.7845 
MUFFIN obj 3 0.7354 0.6788 0.7057 0.8007 0.7349 

 

The results show that, the SMP-JM method 

outperforms all the baseline methods on every 

objective, which verifies that the proposed method can 

subtly distinguish preferences of persons and jobs, i.e., 

essentially leading to high-accuracy predictions. 

Especially, DeepFM performs the worst in the 

objective 3, due to the lack of design for bilateral 

matching, which asserts the importance of modeling 

the bilateral information. PJFFF performs better than 

other baselines, since it to some extent captures the 

explicit and implicit features for bilateral matching. 

On this basis, the proposed SMP-JM method well 

deals with the sequential features in a reciprocal 

manner and exquisitely utilizes the multi-step 

sequential relationship between all objectives, which 

further enriches the mutual labelling abundancy. In 

doing so, i.e., by serializing the multi-objectives, 

SMP-JM can better deal with the sparse labels, and 

achieve the prediction outperformance. 

5.3. Ablation Experiments 

The ablation experiments from four angles are 

conducted with results shown in Table 3. First, we 

explore the influence of orthogonal multi-head 

attention mechanism, i.e., SMP-JM - w/o head. It can 

be seen that the performances of objective 1, 2, and 3 
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are slightly reduced (e.g., about 0.5% on accuracy in 

each objective), as the design of the orthogonal multi-

head mechanism is mainly to improve the efficiency. 

With the addition of the orthogonal multi-head 

mechanism, the parameter scale is reducing from 

38230030 to 38035825, i.e., about 230000. Next, by 

removing multi-granularity temporal convolutional 

layer, SMP-JM- w/o multik is compared. It is found 

that the multi-granularity temporal convolutional layer 

contributes an improvement of roughly 3% to 

accuracy, as it is able to better capture diverse length-

dependent sequential features. Then, we verify 

whether the design of attention is effective by 

excluding all of the self and cross attention, that is 

SMP-JM- w/o atten, and the reduced accuracy of the 

objectives 1, 2 and 3 are about 7%, 4% and 12%, 

respectively. Specifically, it is crucial for objective 3, 

as the attention mechanism shows significant 

advantage in capturing the long distances and potential 

dependencies. These results confirm the necessity and 

value of attention modeling. Finally, we verify the 

importance of historical sequential features ， i.e., 

SMP-JM- w/o seq. It is certain that the accuracy of 

objective 1 have dropped significantly to about 54%, 

because sequential features are important source used 

to learn intention of persons. The accuracy of 

objectives 2 and 3 are also reduced by 11% and 20% 

respectively, indicating the important role of the learnt 

latent preferences of persons and jobs based on 

sequential features in improving the accuracy of 

person-job matching.  

 
Table 3. The performance of ablation experiments. 

 AUC Recall F1 Accu Prec 

SMP-JM obj 1 0.7769 0.7235 0.7841 0.7100 0.8559 
SMP-JM obj 2 0.9282 0.8226 0.8450 0.8371 0.8685 
SMP-JM obj 3 0.8072 0.7699 0.7890 0.8870 0.8091 

SMP-JM - w/o head obj 1 0.7747 0.7097 0.7735 0.7086 0.8499 
SMP-JM- w/o head obj 2 0.9097 0.8224 0.8378 0.8296 0.8538 

SMP-JM- w/o head obj 3 0.8048 0.6991 0.7477 0.8739 0.8035 
SMP-JM- w/o multik obj 1 0.7036 0.6977 0.7411 0.6830 0.7902 
SMP-JM- w/o multik obj 2 0.8863 0.8071 0.8141 0.8021 0.8212 
SMP-JM- w/o multik obj 3 0.7822 0.7222 0.7504 0.8506 0.7810 
SMP-JM- w/o atten obj 1 0.6165 0.6039 0.6501 0.6198 0.7040 
SMP-JM- w/o atten obj 2 0.8529 0.7843 0.7864 0.7593 0.7887 
SMP-JM- w/o atten obj 3 0.7143 0.5987 0.6489 0.7402 0.7084 
SMP-JM- w/o seq obj 1 0.4289 0.5037 0.5117 0.5459 0.5199 
SMP-JM- w/o seq obj 2 0.7264 0.7723 0.7496 0.7235 0.7282 

SMP-JM- w/o seq obj 3 0.6788 0.5206 0.5277 0.6888 0.5351 

5.4. Hyper-parameter Sensitivity 

Experiments 

In this section, the sensitivity of four hyper-

parameters of SMP-JM is analyzed. Figure 2 shows 

the AUC when varying the size of hyper-parameters. 

it is obvious that except the number of dimensions of 

hidden-state is too small (less than 32), the AUC 

remains stable with the changes of the dimension. 

Then, it can be observed that the performance is almost 

on horizontal lines when the head move from 4 to 10, 

indicating that SMP-JM is insensitive to the change of 

the number of head.  

Further, we adjust the length of the sequential 

features within a certain range. It can be found that 

with the decrease of the length of the deliver/review 

sequence, the AUC decreases slightly, but the overall 

performance is stable when it varies within a certain 

range, i.e., from five to nine. It shows that a certain 

amount of historical interaction information can bring 

stable effect to the model and a similar conclusion can 

be verified in the update sequence. 

 

 

 

 

 
Figure 2. The AUC with the size varying. 

5.5. Robustness Check 

The serialized multi-objective learning possesses 

a merit on alleviating the labelling sparsity, which is 

quite prominent in the high mobility person-job 
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matching context. Specifically, many jobs have few 

person-review records, and most of persons' deliveries 

are somewhat of cold-start nature. The transferring of 

information between multiple objectives and the 

constraints based on the sequence relationship can be 

well captured in the proposed method, which can 

effectively deal with these problems. Therefore, the 

robustness check is conducted on the serialized multi-

objectives SMP-JM method and the single-objective 

MUFFIN method under different degrees of data 

sparsity in objective 3, that is, the prediction of 

bilateral preferences matching. Referring to Hu’s cold-

start validation method (2018), we divided the dataset 

into 5 equal datasets, and gradually increased the 

training data from one to four, corresponding to 20%, 

40%, 60%, and 80% of the training data. The vertical 

axis of Figure 3 represents AUC, and the horizontal 

axis represents different sizes of training set. The 

results show that the proposed SMP-JM method shows 

stable performance under different sizes of training 

set. However, with the increase of data sparsity, the 

proportion of the training set decreases, the AUC of 

MUFFIN method decreases significantly. It shows that 

the serialized multi-objective learning has a 

satisfactory capability to improve the stability on the 

person-job matching recommendation, effectively 

solving the problems caused by the sparse data and 

labels. 

 

 
Figure 3. The AUC with the training set varying. 

6. Conclusion 

In order to cope with the opportunities and 

challenges brought by high mobility person-job 

matching context, we propose a novel person-job 

matching recommendation method SMP-JM. SMP-

JM is an end-to-end multi-objective learning method, 

which integrates the historical sequences, including 

work experience, resume update and delivery 

sequence of persons, and review sequence information 

of jobs, etc. Through modeling the transferring of 

information between multiple objectives, it realizes 

effective prediction of persons’ intention, preferences 

and bilateral matching. Then, the learning of latent 

preferences is well developed by designing various 

attention mechanisms, self-attention and orthogonal 

multi-head attention. The sequence information can be 

well processed by the design of integration layer with 

a multi-granularity temporal convolution, and the 

problem caused by sparse labels can be carefully 

alleviated by capturing the dependencies and 

information transfer relationships between objectives. 

Extensive data experimental results show the 

outperformance of the proposed SMP-JM method. 

Future studies will investigate the interpretability and 

efficiency of the method. 
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