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Abstract 
       Digital identity platforms, designed to enable 
secure and unique authentication of users, are widely 
depicted as a means to strengthen public service 
systems. Yet, this vision is questioned by studies 
illuminating how digital authentication results in 
exclusions, data violations and other forms of harm 
generated on users. This paper contributes a vision of 
digital identity inspired by the concept of data justice, 
which views data in terms of the fairness with which 
users are seen, represented and treated. Drawing on a 
data justice framework, we study a dataset of web 
sources (2021-2022) in terms of the legal, 
informational and design-related forms of injustice 
stemming from digital identification. By doing so we 
contribute to the emerging literature on digital 
identity, offering a conceptual lens to understand and 
ultimately combat the injustice generated through it. 
 
Keywords: Digital identity, digital platforms, data 
justice, data fairness, digital justice. 

1. Introduction  

      The term digital identity refers to the conversion of 
human identities into machine-readable data (Masiero 
& Bailur, 2021). Consisting of a core repository of 
user data accessible by third-party agencies, digital 
identity platforms act as innovation platforms (Gawer, 
2009; Cusumano et al., 2019) that offer the basis for 
building access to services through a common core. 
Initially seen barely as a means to secure 
authentication, over time digital identity platforms 
have been recognised as a route to reinforce and 
improve public service systems. Through such 
platforms it is indeed possible to subordinate service 
access to authentication (Nyst et al., 2016), 
simplifying recognition of entitled users and hence 
improving the functioning of targeted systems (Mir, 
2020; Mukhopadhyay et al., 2020). 

      The vision of digital identity as a route to service 
improvement soon propagated to socio-economic 
development planning. Subordinating access 
authorisation to successful authentication makes it 
possible to target essential services, such as social 
protection and assistance, to those sections of the 
population that qualify for them. This means 
preventing access from non-entitled parties and 
guaranteeing inclusion of all those entitled, hence 
ensuring proper recognition and assignation of 
entitlements (Gelb & Clark, 2013; Gelb & Diofasi, 
2018). Such a logic has spread to the domain of 
humanitarianism: large humanitarian organisations, 
such as the World Food Programme (WFP) and the 
United Nations High Commissioner for Refugees 
(UNHCR), are partnering with private digital identity 
providers to deliver their services, with a view of 
streamlining their provision (Martin & Taylor, 2021a, 
2021b). 
      Such a positive vision has, however, been widely 
questioned by studies of digital identity. Across 
literatures, with special foci in the fields of 
development studies and humanitarianism, serious 
pitfalls have emerged in the logic that associates 
platforms to better services: exclusions of people, 
entitled to social assistance but not successfully 
authenticated, have caused harm and even death 
(Singh et al., 2019; Bhatia et al., 2021). Profiling of 
refugees, forced to trade their demographic and 
biometric data in change for food, have exposed 
displaced persons to capture and deportations (Pelizza, 
2020). All in all, the idea of a digital identity capable 
to generate better services clashes against a different 
reality: a reality characterised, notes Iazzolino (2021), 
by “infrastructures of compassionate repression” 
rather than digitally-enabled social assistance. 
      The central contribution of this paper is that the 
concept of data justice, meant with Taylor (2017: 1) as 
“fairness in the way people are visualised, represented 
and treated through their production of digital data”, 
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offers the theoretical tools to understand the unfair 
outcomes of digital identity. We apply a data justice 
framework, articulated across legal, informational and 
design-related dimensions (Masiero & Das, 2019), to 
study a dataset of web sources published across 15 
months in 2021-2022. By doing so we illuminate 
injustices that are intrinsic to the conversion of human 
identities into data, questioning the “platforms-for-
development” logic that animates the digital identity 
movement (Bonina et al., 2021; Nicholson et al., 
2021). This contributes a conceptual lens to study data 
injustice in digital identity, offering the basis to 
understand and ultimately combat its formation. 
      This paper is structured as follows. First we 
illustrate the “platforms-for-development” orthodoxy 
that underpins digital identity, illuminating its tenets 
but also its empirical fallacies. We then introduce a 
data justice vision of digital identity, articulated along 
the notions of legal, informational and design-related 
justice previously theorised for anti-poverty schemes. 
Our analysis of a dataset of 48 web sources on digital 
identity platforms is conducted according to such a 
taxonomy, illuminating the injustices perpetrated 
through essential digital identity platform features. 
Our discussion elaborates on how a data justice lens, 
so far absent from the Information Systems (IS) 
literature, is instrumental to understand the detrimental 
outcomes that digital identity produces on users. 

2. The Platforms-for-Development 
Orthodoxy and its Limitations 

      The idea of a “platforms-for-development” vision 
stems from the extension of innovation platforms – 
defined in Gawer (2009) as “technological building 
blocks” for the construction of complements from 
third parties – to the domain of socio-economic 
development. Largely concentrated on commercial 
business models, literature on innovation platforms 
has recently embraced the development field: the same 
logic, argue Bonina et al. (2021), applies to platforms 
that operate in various sides of the development sector. 
Central to such a logic is the notion of generativity, 
which enables third parties to build customised 
complements on the core: such complements can be 
adapted to the needs of diverse global South contexts, 
with their specific features and needs. Platform 
generativity enables, by implication, forms of 
technology development that, differing from their 
global North counterparts, encounter the needs of the 
local populations. 
      Such a logic is reflected into digital identity 
platforms. Central to their functioning is the core- 
complements nexus: in digital identity platforms, a 
core consists of the central database where 

demographic and, increasingly, biometric data of users 
are stored. On the core, third parties can build 
complements of virtually all sorts: public agencies, but 
even private and non-profit actors, can subordinate 
their product or service provision to authentication 
through the platform core (Mir et al., 2020; 
Mukhopadhyay et al., 2020). Through this principle, 
the core-complements nexus enables the fundamental 
linkage between authentication (the check that a user 
is who they claim to be) and authorisation, meaning 
the enablement of access to the good or service, which 
is therefore restricted to all and only those users that 
can prove entitlement through authentication.  
      It is this authentication-authorisation linkage that 
forms the basis of the “platforms-for-development” 
orthodoxy for digital identity platforms. Such a nexus 
embeds, in its very existence, the ability of countering 
two common issues in socio-economic development 
programmes: an exclusion error, on the one hand, 
consists of excluding genuinely entitled subjects from 
service provision. Conversely, an inclusion error is 
committed when subjects who are not entitled to 
service provision are included, thereby diverting 
resources from those who are entitled to them. By 
targeting service provision to all and only those who 
are entitled, digital identity platforms are designed to 
tackle exclusion and inclusion errors simultaneously, 
ensuring a service provision that is accurately targeted 
to those who need it (Gelb & Clark, 2013; Gelb & 
Diofasi, 2018). 
      But while implicit in the very design of digital 
identity platforms, the positive orthodoxy of accurate 
service delivery has found limited confirmation across 
the emerging empirical studies of the platforms-for-
development domain. Though some studies (cf. 
Madon & Schoemaker, 2021) recognise the power of 
user identifiability in development contexts, a 
substantial stream of research focuses on exclusions 
associated to the introduction of digital identity (cf. 
Drèze et al., 2017; Khera, 2019; Hundal et al., 2020). 
The reason for exclusion lies in the very nexus of 
authentication and authorisation: while all those who 
successfully authenticate can be served, the same does 
not hold for those who do not, which includes all those 
who – while genuinely entitled – are excluded due to 
system errors, credential mismatches or misreading of 
fingerprints or other markers. Both quantitative (Drèze 
et al., 2017) and qualitative research (Hundal et al. 
2020; Chaudhuri, 2021) have evidenced the depth of 
exclusions, whose effects can amount to serious harm 
and even death out of failure to receive essential food 
provisions (Singh, 2019; Bhatia et al., 2021). 
      Beyond exclusions, studies in the digital identity 
domain have focused on the policy consequences of 
embracing digital identity in programmes of social 
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protection and assistance. In a recent study of the 
incorporation of digital identity in India’s largest food 
security scheme, the Public Distribution System 
(PDS), Masiero and Arvidsson (2021) find two hidden 
effects of such an incorporation: first, the monitoring 
of actors within the food distribution chain becomes 
entirely concentrated on the last mile, where digital 
authentication of users is performed. In this way, the 
phases of transportation and storage – where most of 
leakage effectively happens (Khera, 2011) – escape 
any form of monitoring, which concentrates on ration 
sellers. Second, digital identity is functional to a 
transition from in-kind to cash transfers, opposed by 
the majority of recipients due, among other causes, to 
the perceived insecurity and volatility of such a 
measure (Drèze et al., 2017). 
      Harmful effects of digital identity are also 
identified in studies of the humanitarian sector. 
Research by Martin and Taylor (2022) focuses on the 
partnership between the WFP and Palantir, built to 
help WFP “use its data to streamline the delivery of 
food and cash-based assistance” through Palantir’s 
software. The dangers of such a partnership stem from 
the double-edged role of Palantir, whose software 
identifies groups that – while in need of social 
assistance – are also perceived as risky by national 
authorities, hence becoming the simultaneous object 
of social assistance and predictive policing. Similarly, 
Pelizza (2020) notes the interoperability of Eurodac, 
the European Union’s platform storing data of asylum 
seekers, with national police authorities across the 
Union, effectively resulting into inseparability of 
protection and policing functions. This concept, 
summarised by Iazzolino (2021) with the idea of 
“infrastructures of compassionate repression”, 
illuminates the profiling affordances of platforms 
designed and marketed as tools for assistance, 
ultimately resulting in structural unfairness towards 
the users it claims to protect. 
      As a result, while based on the grounds of the core-
complements nexus, the “platforms-for-development” 
orthodoxy finds pitfalls that generate exclusions, 
policy redirections and profiling of vulnerable groups. 
This leaves us in need of a lens to make sense of the 
unfair outcomes of digital identity platforms, a lens 
that we find in a data justice perspective. 

3. Digital Identity: A Data Justice Lens 

      The notion of data justice refers, with Taylor 
(2017: 1), to “fairness in the way people are made 
visible, represented and treated as a result of their 
production of digital data”. This concept, Taylor 
(2017: 1) continues, finds its epistemological basis in 
the increasing datafication of populations and the core 

processes in which they engage: to be datafied are 
interactions with governments, service providers, 
private companies, and many actors with which people 
interact on a regular basis. While citizens consciously 
engage some aspects of such a datafication, such as 
registration of demographic and biometric data, 
others, such as capture of data fumes from use of 
mobile devices, are unconscious and prone to capture 
by private entities (Taylor & Broeders, 2015; Mann, 
2018). As a result, to the idea of social justice on which 
the rule of law is based, an idea of data justice needs 
to be juxtaposed to encompass such an increasingly 
datafied world. 
      Moving the notion of fairness to a datafied setting, 
the concept of data justice interrogates the 
visualisation of people through their data, but also 
their representation – e.g. in social protection systems 
– and treatment, e.g. the assignation or not of in-kind 
or cash entitlements based on identity recognition. All 
three aspects of data justice are, therefore, deeply 
relevant to digital identity, which by converting 
humans into data exposes them to forms of treatment 
based on their representation. Examples are found in 
exclusions of users that, while entitled to government 
subsidies or humanitarian aid, are excluded from them 
on grounds of misrepresentation in the digital identity 
system. Similarly, the profiling of groups perceived as 
risky due to their condition of poverty or displacement 
amounts to unfairness caused by data representation, 
making data justice a powerful device to make sense 
of the dynamics in point. 
      Research has engaged diverse taxonomies of 
forms of data justice and, conversely, of the injustices 
that can be produced in a datafied world. In a recent 
instantiation, Heeks and Shekhar (2019) proposed a 
classification in terms of procedural, rights-based, 
instrumental and structural forms of data justice, 
noting how structural aspects are fundamental for the 
realisation of other types of justice. Similarly, Masiero 
and Das (2019) have applied data justice to the domain 
of anti-poverty programmes: focusing of instances 
where justice fails to occur, they find three forms of 
injustice stemming from datafication of such schemes. 
These three forms, referred to as data injustices, are 
articulated as follows: 
 
- Legal data injustice occurs when universal rights, 
such as the right to food and shelter in humanitarian 
contexts, are made conditional to successful 
authentication through digital identity platforms. 
Injustice here lies in the subordination of a universal 
right to a process, i.e. authentication through digital 
identity systems, whose outcome is uncertain. 
Instances of legal data injustice are e.g. the denial of 
food rations to displaced persons missing from state 
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registers, or to below-poverty-line people whose 
fingerprints or eye scans are misread by biometric 
readers (Singh, 2019). 
 
- Informational data injustice occurs when users are 
misinformed, or not informed at all, on the use that 
digital identity platforms make of their data. In the 
case of anti-poverty programmes, the incorporation of 
digital identity into existing schemes is entrenched in 
the transition to different forms of social protection, 
such as cash transfers, that may not be beneficial to 
users (Khera, 2014; Drèze et al., 2017). More at large, 
decisions made on digital identity can be opaque and 
based on data checks that are unknown by citizens: this 
results in decisions that, favourable or not to their 
beneficiaries, do not feature a clear explanation of 
their basis. In her study of Indian social protection, 
Chaudhuri (2021) refers to digital identity-mediated 
sightings of the state as “distant, opaque and seamful” 
due to the informational injustice implicit in them. 
 
- Design-related data injustice results from 
mismatches between digital identity systems and the 
needs of their users. Such an injustice also stems from 
the authentication-authorisation nexus of digital 
identity: while the nexus effectively combats inclusion 
errors, denying access to all those who do not 
successfully authenticate, it does not do the same for 
exclusion errors, magnifying instead the unfair 
exclusions due to errors in authentication. More 
injustices stem, however, from the very design of 
information systems (Costanza-Chock, 2020): these 
include the territorialisation and racialisation of data 
architectures, encoded for example in face recognition 
technologies through which profiling and predictive 
policing are perpetrated (Newell, 2020). When 
encoded into digital identity platforms, design-related 
injustice can result into detrimental outcomes that 
affect the user not only in virtue of their subjectivity, 
but of the broader identity categorisation in which the 
system inscribes them (Martin & Taylor, 2021a, 
2021b). 
 
      Articulated in terms of legal, informational and 
design-related dimensions, a data justice perspective is 
proposed here as a lens for the study of digital identity 
platforms. We adopt this lens to study a repository of 
digital identity platform sources, with the purpose of 
illuminating the different types of unfairness in which 
the application of such platforms results. Doing so 
enables us, at the same time, to visualise routes to the 
making of fair digital identity platforms, to generate 
positive outcomes for users and perpetuate them 
across settings and programmes. 

4. Methodology 

To study digital identity platforms from a data justice 
lens, we collected 48 among blog posts, journal 
articles, non-governmental organisation (NGO) 
reports, media statements and press releases centred 
on digital identity platforms. The core criterion for 
inclusion was that sources should be centred on digital 
identity systems, defined, with Masiero and Bailur 
(2021), as systems for the conversion of human 
identities into machine-readable data. Taking an 
interpretive approach, where access to reality is based 
on social constructions (Saunders et al., 2009), we 
have restricted our sources to 15 months, January 2021 
to March 2022, to simultaneously elicit recent sources 
and allow sufficient time to illuminate a variety of 
experiences from different contexts. Our selection is 
based on the criteria of Avgerou (2008: 5), where the 
pitfalls of vulgar eclecticism and inbreeding are 
consciously avoided. Vulgar eclecticism refers to the 
purposive selection of particular ideas in the literature, 
while inbreeding indicates alignment with one of the 
parties in an underlying debate. The two pitfalls are 
combated by ensuring representativity of our sources 
along three different dimensions: 
 
- Location. Digital identity platforms, increasingly 
adopted across national and supranational spheres, are 
now widely diffused on a global scale. We hence 
sought to select sources from a plethora of countries, 
leading to a dataset that features digital identity 
platforms across 18 national contexts. By doing so we 
have sought to offer a cross-contextual perspective 
through which the core issues and debates around 
digital identity platforms are elicited. 
 
- Actors. Different perspectives, from proponents of 
the platforms-for-development vision to voices 
criticising it, are reflected in the digital identity debate. 
Our data sources consists of media and press releases 
from governments, international organisations and 
digital identity providers, as well as blog posts and 
NGO reports discussing digital identity initiatives, 
journal articles and other academic publications on 
digital identity. These sources allow to reflect diverse 
actor perspectives on the same topic. 
 
- Sector. Digital identity platforms operate across 
private, public and non-profit sectors; however private 
sector platforms (e.g. transaction platforms bringing 
together supply and demand for products) are beyond 
the scope of this study. We have hence restricted our 
study to platforms that operate in the governmental 
and humanitarian sectors, within different country 
contexts but with the common goal of converting the 
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benefits of the authentication-authorisation nexus into 
reality. Some such platforms operate for governmental 
services and others for supranational humanitarian 
purposes: all of them are, however, grouped by a core-
complements architecture where access to services is 
predicated on a user database acting as the core. 
 

Type of 
source 
 

Media and press releases (15); blog 
posts and NGO reports (15); journal 
and academic publications (18)  

Countries  Bangladesh; Colombia; Denmark; 
Dominican Republic; Ethiopia; 
Ghana; Jordan; India; Lebanon; 
Kenya; Morocco; Nigeria; Norway; 
Pakistan; Peru; South Africa; 
Uganda; United Kingdom 

Type of 
system 
 

National digital identity platforms 
(32); supranational platforms (13); 
industry and private sector (3) 

Table 1: Descriptive Statistics on Data Sources 
 
Analysis of the 48 web sources has been conducted 
through the taxonomy of legal, informational, and 
design-related aspects of data justice (Masiero & Das, 
2019). We have chosen this framework because, with 
its data justice focus, it enables the reader to see forms 
of unfairness in digital identity, but also routes through 
which such unfairness can be identified and overcame. 
In our analysis, the three aspects of data justice are 
illuminated, juxtaposing instances of unfairness with 
the measures taken at different levels to combat and 
contrast the injustices produced. 

5. Digital Identity Platforms: A Data 
Justice Analysis 

      Different dimensions of data justice offer a way to 
classify sources on digital identity platforms in the 
public and humanitarian space. In studying our data 
sources we thematically engage legal, informational 
and design-related aspects of data justice. 

5.1. Legal Data Justice 

      In the narratives of governments and humanitarian 
organisations, digital identity platforms have a direct, 
finalistic linkage with the pursuit of fundamental 
rights of the individual. Among these rights is the 
delivery of government services, social protection and 
all that is due to entitled subjects, in a universal or 
targeted way. National providers of digital identity 
insist on the link between correct authentication and 
services, and before that, on the importance of digital 
identity registration to obtain proper service provision. 

The Unique Identification Authority of India (UIDAI), 
whose digital identity platform, Aadhaar, hosts the 
largest database of biometric credentials in the world, 
puts it as follows: 
 

Aadhaar is a strategic policy tool for social and 
financial inclusion, public sector delivery reforms, 
managing fiscal budgets, increase convenience 
and promote hassle-free people-centric 
governance. Aadhaar can be used as a permanent 
Financial Address and facilitates financial 
inclusion of the underprivileged and weaker 
sections of the society and is therefore a tool of 
distributive justice and equality. (UIDAI, 2021) 

 
      A similar logic, portraying a digital identity 
platform as instrumental to “distributive justice and 
equality”, is found in the wording of private 
companies who provide digital identification tools to 
governments and, increasingly, humanitarian 
organisations. The WFP, introducing its partnership 
with the private software company Palantir with the 
purpose to “deliver life-saving assistance using data” 
(WFP, 2019a), launched the partnership with the 
following statement: 
 

The sheer scale of WFP’s operations, assisting some 
90 million people in about 80 countries, means that 
even small efficiencies in operational and supply 
chain management can lead to dramatic savings. (…) 
Making this data accessible across the organization 
will help WFP become even more efficient in 
multiple programme areas, including cash-based 
transfers, supply chain optimization, and nutritional 
requirements. (WFP, 2019a) 

 
      Common across such narratives is a thread linking 
digital identity platforms – with their power of secure 
and unique authentication – to goals of justice, equity 
and cost savings, making national and supranational 
humanitarian schemes more effective and sustainable. 
The same thread pervades the statements of the 
international organisations involved, well-represented 
by WFP’s (2019) statement that “data is helping end 
world hunger” by providing clear mappings of 
populations in need, mappings that perusal of 
Palantir’s Foundry software proposes to make more 
accurate and effective. 
      It is, however, exactly the logic linking digital 
identity to distributive justice that is questioned across 
our data sources. On the one hand, the incorporation 
of digital identity platforms into provision of key 
services is meant to ensure fundamental rights: but on 
the other, failure of the key premise of the 
authorisation-authentication link (i.e. successful 
authentication) undermines the link’s functioning, and 
with it the delivery of essential provisions to users. 
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India’s Aadhaar platform, advocated by UIDAI as a 
guarantor of equality and justice, presumes correct 
authentication of users through biometric credentials: 
should that fail, it may result in cancellation of access 
to essential services. As reported by the Indian 
newspaper The Hindu, writing on starvation deaths in 
the state of Jharkhand:  
 

The ration cards of Savitri Devi [who died of 
starvation in June 2018] and many others were 
cancelled because they did not have Aadhaar 
linkage. They were unable to procure food after the 
Aadhaar-enabled point of sales (PoS) machine could 
not authenticate their biometrics. (Singh, 2019) 
 

      A different, but related, form of injustice affects 
users whose profiles are inscribed in the “end world 
hunger through data” programme of the WFP. The 
private provider of the Foundry software, Palantir, is 
not value-neutral: as noted in our dataset, 
 

Critically, these groups are not only at-risk, but are 
also often considered risky by the same 
governmental actors who hire Palantir for national 
security, immigration enforcement, and predictive 
policing purposes. (…) by engaging with both these 
framings, Palantir’s systems and the company itself 
become the interface between emergency aid and 
national security. (Martin & Taylor, 2022) 

 
      According to Masiero and Das (2019), legal data 
injustice occurs when fundamental rights are made 
conditional to successful digital identity platform 
authentication. Yet, our dataset reveals a dimension of 
injustice where profiling – enabled by the very same 
providers that act as guarantors of services – arises as 
an inevitable consequence of access to social 
protection schemes through digital identity systems. In 
virtue of this, legal data injustice emerges as a 
compound of undue exclusion – resulting in denial of 
entitlements – and adverse digital incorporation 
(Heeks, 2022), a phenomenon for which being 
incorporated in digital systems ends up in detrimental 
outcomes for the user. 

5.2. Informational Data Justice 

      A fundamental premise of fair treatment of digital 
identity users is for beneficiaries to be made aware of 
procedures for data handling. Protection of user data, 
whose strength in digital systems is variable (Privacy 
International, 2021), is a point that recurs in open 
declarations by governments and supranational 
organisations using digital identity platforms. 
Paradigmatically, when starting the partnership with 

Palantir, a public statement came from the executive 
director of WFP: 
 

As one of the largest humanitarian agencies in the 
world, working on behalf of vulnerable populations 
often in very complex environments, we also use 
technology to protect beneficiary information and 
data confidentiality remains the non-negotiable 
cornerstone of our work. WFP’s beneficiary data is 
held in a secure system, hosted on UN premises, that 
is subject to regular, independent stress tests and 
verification. This system is continuously reviewed 
and strengthened to keep up with industry best 
practice. (WFP, 2019b) 

 
      The problem of informational data justice lies 
beyond the sheer protection of user data. Masiero and 
Das (2019) refer to informational injustice in terms of 
the misinformation – or lack of information altogether 
– on the use that digital identity platforms make of user 
data. Opacity on these aspects transcends the issue of 
data protection, pointing instead at how data are used 
and combined to make decisions on user entitlements. 
Rather than from violations of data protection, 
informational data injustice stems from lack of clarity 
on such arrangements. 
       With the time of our data collection coinciding 
with the global COVID-19 pandemic, several sources 
refer to digital identity platforms being integrated in 
subsidy schemes designed for pandemic relief. The 
same sources reveal, however, a process of entitlement 
determination characterised by cross-checking of 
existing databases, combined and used to make 
decisions on subsidies assigned. Two instances of 
social protection schemes for pandemic relief, coming 
respectively from Colombia and Peru, illuminate the 
issue of opacity with reference to governmental data 
use: 
 
- Colombia’s “Ingreso Solidario”. In Colombia, the 
Ingreso Solidario (Solidarity Income) programme 
designed a system of pandemic relief aimed at 
identifying needful households and provide subsidies 
to them. To achieve this purpose, a system of cross-
referencing from existing governmental databases 
(including personal income, property and land 
registry) was adopted to ensure accurate identification 
(UNDP, 2020). Such information was cross-checked, 
notes Privacy International (2021), without provision 
of information to citizens scored, by the Solidarity 
Income algorithm, as entitled to a subsidy or not. The 
algorithm combining this information, notes López 
(2021), leads to systemic silencing of how crucial 
decision on subsidies are made: as noted by Fundación 
Karisma (2021), even households who received 
pandemic subsidies became unaware of how such a 
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decision was made, and on which combination of data 
the decision was based. 
 
- Peru’s “Yo Me Quedo en Casa” and “Bono 
Indipendiente”. In Peru, two subsidy schemes were 
designed for pandemic relief during the first months 
after the World Health Organisation’s (WHO) 
declaration of the COVID-19 pandemic in March 
2021. A scheme named Yo Me Quedo en Casa (I Stay 
at Home) provided a sum of $108 to be transferred to 
2.7 million recipients deemed as needful. 
Simultaneously, a scheme called Bono Indipendiente 
(Independent Bonus) granted the same cash transfer, 
but to an additional 780,000 households, qualified as 
needful through government’s data cross-checking. 
While the system was promoted as a well-functioning 
anti-poverty architecture, combination of data (across 
databases including the Peruvian Census, land 
registries and electricity consumption), again 
presented features of opacity: as noted across studies 
(Cerna Aragon, 2021; Fundación Karisma, 2021), 
limited information became available to users on the 
functioning of subsidy delivery. 
 
      The taxonomy by Masiero and Das (2019) sees 
informational data injustice as lack of transparency on 
how data collected and stored through digital identity 
platforms are used to make decisions that are crucial 
to beneficiaries’ lives. On the one hand, our dataset 
reveals insistence of governmental and supranational 
organisations on data protection arrangements 
guaranteed through digital platforms. What is less 
clearly articulated is how the same data – protected as 
they may be – are used by service providers to make 
crucial decisions on users. It is this lack of 
transparency that resonates in the view of the state as 
“distant, opaque and seamful” (Chaudhuri, 2021), and 
that perpetuates informational injustice rather than 
challenging it. 

5.3. Design-Related Data Justice 

      Along legal and informational dimensions, the 
taxonomy adopted here features a dimension of 
design-related justice referred to the fairness implicit 
in how technologies, here digital identity platforms, 
are designed and incorporated into other systems. On 
the one hand, design fairness is strongly advocated by 
the providers and promoters of the platforms 
themselves, with governmental bodies equating the 
adoption of digital identity to the achievement of goals 
of equality, sustainability and the pursuit of the fight 
to poverty. When incorporating India’s Aadhaar 
platform into a system of pro-poor bank accounts 

known as Jan Dhan Yojana, India’s Economic Survey 
2015-2016 stated: 
 

If the JAM Number Trinity can be seamlessly 
linked, and all subsidies rolled into one or a few 
monthly transfers, real progress in terms of direct 
income support to the poor may finally be possible. 
The heady prospect for the Indian economy is that, 
with strong investments in state capacity, that 
Nirvana today seems within reach. It will be a 
Nirvana for two reasons: the poor will be protected 
and provided for; and many prices in India will be 
liberated to perform their role of efficiently 
allocating resources in the economy and boosting 
long run growth. (Government of India, 2015) 

 
      The case of the JAM Number trinity, consisting of 
the pro-poor bank account system Jan Dhan Yojana, 
Aadhaar and mobile phones, offers a clear illustration 
of the inscription of a digital identity platform into a 
system designed to be fair. At the same time, when 
interrogating the intended beneficiaries (largely, 
below-poverty-line Indian communities) of the 
intervention, surveys reported reactions of suspicion 
and, in several cases, outright fear of cash transfer 
measures (Khera, 2014). Several motivations emerge 
for such fears: while some pertain to the uncertainty of 
cash transfers as compared to food subsidies that have 
long been in place, others point to intra-household 
dynamics that deprive female household members of 
the power to manage cash (Dreze et al., 2017). In the 
case of India’s Aadhaar, an overarching reason for 
concern around cash transfers is the perceived lack of 
security that such an intervention involves, compared 
to the secure materiality of monthly food rations. 
      The case of India’s Aadhaar hence illustrates a 
system where, while the authorities behind the digital 
identity platform put their action forward as fair and 
pro-poor, beneficiaries raise concern around the very 
same action, whose design leads to the unwanted 
decision of transitioning to cash transfers instead of 
food rations. While operating from a viewpoint of 
justice-bringing, positively phrased by the Finance 
ministry, the platform is instrumental to a transition 
whose outcome is described as largely suboptimal 
across surveys of beneficiaries. 
      Illuminated by the Aadhaar case, design-related 
injustice is reflected across multiple sources in our 
dataset. Instances of this form of injustice are grouped 
by the presence of a justifying statement, predicated 
on the authentication-authorisation nexus that affords 
service delivery to subjects targeted by social 
protection measures. At the same time, they reflect 
concerned and, in some cases, outright adverse 
responses from the intended beneficiaries, for whom 
features presented as guarantors of fairness result 
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instead in denial of fundamental rights. Two further 
examples from our dataset speak directly to this form 
of injustice: 
 
- Kenya’s emerging digital identity platform, Huduma 
Namba, is predicated on digitisation of the country’s 
identity card system. While an identity card is needed 
in Kenya to perform close to every function of public 
life, from getting a job to be recognised as a taxpayer, 
NGO research (Haki na Sheria, 2021; Privacy 
International, 2021) reveals the systematic denial of 
Kenyan identity cards to residents of ethnic Somali 
origin, whose ancestors were registered as refugees 
during Somalia’s civil war (Weitzberg, 2020). Against 
this backdrop, the digital identity proposed by 
Huduma Namba crystallises the denial of identity 
rights to residents of Somali origin: for this reason, the 
Huduma Bill sanctioning the digital identity platform 
was recently blocked by the Kenyan high court. 
 
- In the Dominican republic, citizens of Haitian origin 
historically enjoyed the same rights and status of other 
residents of the island. Yet in May 2013 a 
constitutional court ruling denied the possibility for 
citizens of undocumented parents born between 1929 
and 2007 – largely coinciding, as noted by Hayes de 
Kalaf (2021), with residents of Haitian origin – to 
claim Dominican nationality. Such a decision puts in 
peril the ability of over 110,000 Dominican residents 
of Haitian origin to claim citizenship rights (Hayes de 
Kalaf, 2021). Similar to the Kenyan case, the national 
digital identity system does not challenge such 
exclusions: rather, it crystallises them by making 
citizenship conditional to documentation of family 
history, reflecting in the platform the same denial of 
rights that affects the residents in point. 
 
      Legal, informational, and design-related forms of 
data justice offer a framework to understand the 
outcomes of digital identity platforms on users. Taken 
together, the three dimensions offer a data justice 
perspective on digital identity platforms, which 
provides the theoretical tools to understand the unfair 
outcomes of digital identity. 

6. Discussion and Conclusions  

      This paper contributes the vision that data justice, 
viewed with Taylor (2017) as fairness in how people 
are seen, represented and treated through their 
production of digital data, provides fundamental 
theoretical tools to understand the unfair outcomes 
produced by digital identity platforms. Drawing on the 
three-pronged taxonomy of legal, informational and 
design-related dimensions of data justice, we have 

studied a set of sources that juxtaposes governmental 
and supranational justifications of digital identity to 
the lived experience of users across contexts, noting 
injustices produced across all three dimensions. By 
doing so, our analysis opens a creep in the orthodoxy 
of digital identity platforms as tools for development, 
illuminating a side that platform owners, as well as 
public service providers, do not center in their 
narrations. 
     At the more abstract level, these forms of injustice 
are produced specifically with digital identity systems, 
and could not be produced without their advent. 
Enabling the data injustices studied here is indeed the 
architecture of digital identity platforms: based on the 
subordination of authorisation to authentication, such 
an architecture centers on combating inclusion errors, 
but leaves issues of exclusion substantially untouched. 
Combined with the distortion induced in development 
policies, the platforms in point have been found to be 
directly linked to human right violations (Cioffi et al., 
2022). By showing how platform architecture is 
implied in the production of injustice, the data justice 
framework proposed here illuminates the basis of that 
linkage, at the same time enabling the reader to devise 
routes to overcome it. 
      Our analysis has several implications for the study 
of digital identity. First, while featuring multiple 
narrations of injustice, our problematisation is not 
reduced to a pars destruens (Treré, 2018) denying the 
potential of digital identity platforms for socio-
economic development purposes. On the contrary, 
such a problematisation enables a pars construens 
that, identifying the forms of injustice producible with 
digital identity, also equips activists and policymakers 
to combat them, adopting the pro-user philosophy 
embodied, amongst others, by Privacy International 
(2021). Such a philosophy sees the unfair outcomes of 
digital identity as a starting point for the construction 
of infrastructures that, aware of the potential to 
produce injustice, avoid it creating mechanisms that 
help users access key services. A recent example is 
found in the Indian state of Tamil Nadu, where 
Aadhaar-based identification has been replaced by 
smart cards that bypass the requirement of biometric 
information, thereby reducing exclusions at the point 
of sale of food rations (Hundal et al., 2020).   
      Secondly, the taxonomy of data injustices 
proposed here is by no means exhaustive. It integrates, 
for example, the alternative taxonomy proposed by 
Heeks and Shekhar (2019), where a structural 
dimension of injustice underpins all others. Against 
this backdrop, future iterations of this research may 
work with different classifications of the outcomes 
produced by digital identity: to be taxonomised, as 
Taylor (2017) notes, are also the causes producing 
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unfair outcomes on digital identity users. By studying 
outcomes in concomitance with causes, the researcher 
is best equipped to produce a full account of injustice, 
and to link it with the legal discourse – centred on the 
imperative of “do not harm” – that characterises the 
global development agenda (Manby, 2021). 
      In addition, our work problematises a logic that – 
linking digital identity platforms to goals of socio-
economic development – offers an instantiation of a 
broader “platforms-for-development” orthodoxy, 
characterising recent research in the IS field (Bonina 
et al., 2021; Nicholson et al., 2021). On the one hand, 
the platforms-for-development vision finds value in 
broadening research on digital platforms, historically 
centred on commercial business models, to societal 
goals (Nicholson et al., 2021). Yet, work in the 
platforms-for-development space increasingly engage 
what Bonina et al. (2021) refer to as a “dark side”: that 
is, the detrimental outcomes platforms end up 
producing on the very users they are designed to 
benefit. By studying the unfair outcomes of digital 
identity platforms, our work contributes to this 
emerging stream of research, offering a 
problematisation that future IS studies – engaging the 
design properties of platforms, and the ecosystems 
they are part of – may find relevant in exploring the 
digital identity space. 
      In conclusion, this study of web sources 
illuminates forms of injustice that digital identity 
platforms, in virtue of their own properties, can 
produce. Such secondary research should, in future 
works, be complemented with primary field studies of 
how digital identity platforms operate (Hundal et al., 
2020; Madon & Schoemaker, 2021). Setting the basis 
for such primary research, this work offers a map of 
injustices that researchers can augment, problematise, 
or integrate with research on the lived experience of 
digital identity users. 
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