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Abstract 
Fake news has emerged as a significant problem for 
society. Recent research has shown that shifting 
attention to accuracy improves the quality of content 
shared by individuals, thereby helping us mitigate the 
harmful effects of fake news. However, the parts of a 
news story that can influence individuals’ ability to 
discern the true state of information presented are 
understudied. We conducted an online experiment 
(N=408) to determine how different elements (text and 
paratext) of a news story influence individuals’ ability 
to detect the true state of the information presented. 
The participants were presented with the headline 
(control), main text, graphs/images, and sharing 
statistics of true and fake news stories and asked to 
evaluate the story's accuracy based on each of these 
elements separately. Our findings indicate that 
individuals were less accurate when identifying fake 
news from headlines, text, and graphs/images. When 
asked to evaluate the story based on sharing statistics, 
they could distinguish fake stories from real news 
more accurately. Our findings also indicate that 
heuristics that apply to true news are ineffective for 
detecting the veracity of fake news. 
Keywords: Misinformation, fake news, Paratext, 
Accuracy 

1. Introduction  

One of the most significant issues we have in modern 
society is assuring the accuracy and reliability of the 
information we depend on in nearly every aspect of 
our life. Although manipulating information for social, 
ideological, or financial advantage is not a new issue, 
the spread of erroneous information at extraordinary 
speed and scale in the current digital world is a recent 
phenomenon that can cause enormous harm. 
Misinformation, disinformation, and malinformation 
are all ways of describing the information that has 
been distorted and is a version of misrepresentations 
of the truth. This overarching phenomenon can be 
described as “fake news” (Baiyere et al., 2020; Lazer 
et al., 2018). These misrepresentations damage public 

confidence in essential democratic institutions, the 
reliability of scientific findings, and real-world 
communication. They affect democratic processes, 
public health, national security, efforts to respond to 
crises, and civil society overall. 

Being able to infer the true state of 
information in the real world is a highly valuable skill 
to mitigate the harmful effects of fake news (Allcott & 
Gentzkow, 2017). Encouraging individuals to share 
high-quality information can help mitigate the harmful 
effects of fake news. Moving users’ attention to 
accuracy encourages them to share high-quality 
content, thus reducing online misinformation  
(Pennycook et al., 2021). We take a novel approach to 
understanding what affects an individual’s ability to 
infer the veracity of a news story. Past research has 
focused on understanding how beliefs and sharing 
intentions are affected by perceived accuracy 
(Pennycook et al., 2021) or real accuracy (Allcott & 
Gentzkow, 2017). These studies have largely utilized 
headlines as the primary artifact for measuring 
perceived accuracy (Pennycook et al., 2021) or 
focused on how accuracy is affected by demographics 
and how individuals’ inference abilities are affected by 
concordant or discordant news (Allcott & Gentzkow, 
2017). In order to extend accuracy-based research, our 
work focuses on understanding how different elements 
of the fake news story, such as headlines, text, sharing 
statistics, and graphs/images affect an individual’s 
ability to accurately infer if a story is true or fake.  

The primary aim of our study is to determine 
and better understand which elements of a news story 
affect the inference abilities of individuals i.e., the 
accuracy of their perceptions. Understanding the most 
misleading/confusing elements in a fake news story 
can help researchers focus on those elements of a fake 
news story that make fake news harmful overall. 
Therefore, our research question for this study is: How 
is the ability to infer the truthfulness of a news story 
influenced by the text and paratext? We investigate if 
different paratexts and the text have the same role or 
influence the accuracy of individuals’ perceptions 
differently. Additionally, we also investigate if this 

Proceedings of the 56th Hawaii International Conference on System Sciences | 2023

Page 6228
URI: https://hdl.handle.net/10125/103388
978-0-9981331-6-4
(CC BY-NC-ND 4.0)



relationship is moderated by the type of information 
(true or fake) presented to the readers. 

Motivated by the theory of paratext (Genette, 
1997), we divide the elements of the news story into 
text: the main content of the news story, and paratext: 
the peripheral elements of information surrounding the 
text. The paratexts studied in this work are limited to 
story headlines, social media sharing statistics, and 
images/graphs associated with the news story.  
  We conducted an online experiment where 
participants evaluated news stories based on the text 
and paratext. For each story, participants were 
presented with the text and paratext, one at a time, and 
asked to report their overall evaluation of the story- if 
they believed the story was true or fake. We found that 
paratexts affect individuals’ accuracy differently. 
Readers apply heuristics to infer the accuracy; while 
some help detect true news correctly, others help infer 
fake news with higher accuracy.  

2. Prior Theory and Research 

The fake news artifact has lately attracted a strong 
interest (Allcott & Gentzkow, 2017; George et al., 
2021; Moravec et al., 2022; Pennycook & Rand, 2021; 
Vosoughi et al., 2018) due to its particular issues, such 
as targeted news (Moravec et al., 2018). Online fake 
news uses several channels to spread, including 
mobile messenger programs (WhatsApp), social 
media platforms (Twitter, Facebook), and information 
websites, influencing billions of individuals who use 
these technologies daily. Multiple nations have also 
identified the propagation of fake news as a cause for 
worry (Bill 10, 2019). The effect of fake news across 
geographies, demographics, technologies, topics, and 
periods makes it a significant and challenging problem 
with a high social impact that requires substantial 
attention (Allcott & Gentzkow, 2017).  

Information assets such as fake/phishing 
websites have also leveraged a variety of presentation 
elements to fool internet users (Abbasi et al., 2010) 
and manipulate users' beliefs through paratextual 
aspects to affect consumers' purchase intentions 
(Zhang et al., 2016). Fake news and disinformation 
websites employ similar strategies when combining 
text and paratext. Fake news websites imitate 
legitimate websites to convey disinformation, 
deceiving humans (Tandoc et al., 2018).  

Several researchers are aiming to resolve the 
problem of the spread of fake news (Panenghat et al., 
2020). The automated identification of fake news on 
social media platforms has emerged as a critical 
method for improving fact verification (Mithun et al., 
2021; Shu et al., 2017; Suntwal et al., 2019; Thorne & 
Vlachos, 2018). However, these methodologies cannot 

explain why humans spread a specific piece of fake 
news; more significantly, they do not consider what 
elements of fake news deceive or convince humans in 
the first place. By gaining a greater knowledge of 
human behavior about fake news, it may be possible 
to improve automated systems.  

Studies have also engaged in understanding 
the influence of information on attitudes and beliefs. 
Using the theory of engagement (Kahn, 1990), it has 
been found that readability increased source 
credibility, but source credibility did not affect active 
or passive transmission (Maasberg et al., 2018). 
Additionally, only the originality of content 
contributed to the active dissemination of knowledge. 
Maasberg et al. (2018) referred to both individuals and 
organizations as sources, indicating that consumers 
form opinions based on a combination of the 
individual sharing the item and the portal giving the 
information. However, they did not account for the 
personal bias of any individuals (e.g., confirmation 
bias). This was addressed by including confirmation 
bias in fake news research (Kim & Dennis, 2019). Kim 
and Dennis (2019) found that story-style headlines 
were less credible than news-style ones. In addition, 
they found that source ratings had a considerable 
beneficial effect on belief. Using reputation theory, 
they found a strong beneficial influence of 
confirmation bias on believing. They demonstrated 
that believing has a favorable impact on activities such 
as reading, commenting, and sharing.  

For true news, what sounds or appears 
reasonable it is more likely to be categorized or 
perceived as true. This does not, however, imply that 
true news always sounds truthful. Occasionally, truth 
is stranger than fiction. In such circumstances, 
individuals may incorrectly categorize true news as 
fake. Typically, for fake news it is not the case that 
what sounds true is true. Often, fake news attempts to 
make a falsehood sound convincing (Tandoc et al., 
2018). Additionally, the most pervasive fake news 
articles feature FIBs - Factitious Information Blends - 
which blend actual and fraudulent aspects to make a 
narrative appear more credible (George et al., 2021). 
Therefore, when you trust fake news, you incorrectly 
categorize it as true. Fake news seeks to entice people 
to read or access the content. Thus, overall detection 
accuracy can be lower for true news than fake news.  

Because information artifacts such as fake 
news contain textual content, it is necessary to 
comprehend the influence of both text and paratext. 
Comparing text and paratext can help us better 
comprehend what drives high detection accuracy and 
what confuses people. We next review the theory of 
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paratexts to understand how paratexts influence 
behavioral outcomes. 
 
Theory of Paratexts 

Paratexts are peripheral instruments and procedures 
that connect the author, publisher, and reader (Genette 
1997). While paratexts can exist independently, text 
cannot exist without them (Genette 1997, pp. 3). 
Therefore, it is helpful to study the function of 
paratexts to understand better the effect of information 
that is presented to readers. The notion and impact of 
paratexts are fundamental to comprehending the 
consumption of digital material (Cronin, 2014). 
Paratexts may be divided into at least two major 
categories: spatial and temporal (Genette, 1997) 
Genette (1997) classifies spatial paratexts as epitext 
(paratexts that exist outside the book/main text, such 
as an author interview) and peritext (within the text, 
e.g., figures, tables). The temporal paratexts are 
classified as before (appearing before the publication 
of the book), original (appearing at the time of 
publication), and delayed (appearing after the book is 
published). A paratext may fall under one or more of 
these classifications. Paratexts serve several diverse 
functions. They promote readability, therefore 
strengthening the interpretability of text, facilitating 
the reader's movement across the text, enhancing its 
navigability, and notifying the reader of the text's 
commercial value (Birke & Christ, 2013; Cronin, 
2014).  

Not all paratexts are textual. Paratexts can be 
illustrative (e.g., symbols, graphics, emojis) or factual 
(e.g., age, gender, anonymity, and other onymities 
such as pseudonymity). Although Genette (1997) first 
introduced the concept of paratexts with physical 
books as the principal reading device or information 
artifact in mind, the paratexts discussed in Genette's 
work translate very easily into the digital realm.  
Most original paratext features (such as author 
information and titles) are accessible on digital and 
social media platforms. Given the function, scope, and 
magnitude of digital media, understanding the 
influence of online paratexts has attracted 
considerable interest. Research has demonstrated that 
online information consumption is a multidimensional 
experience (Hayler, 2016; Hayles, 2004), suggesting 
that readers do not depend just on text or paratext when 
making decisions but on both. Multiple 
disciplines have examined the influence of paratexts. 
These studies include understanding digital documents 
(Skare, 2021), determining the relationship between 
text and viewers/audience on social media (Völcker, 
2020), studying the influence of paratextual features of 
social networking platforms on viral advertising (Seo 

et al., 2018), determining the role of fan fiction as 
paratext (Leavenworth, 2015), and understanding 
videogame walkthroughs (Bergstrom et al., 2018). 
These fields of study have emphasized paratexts’ 
relevance and influence on various online attitudes.  

However, their impact on information 
processing is understudied, particularly in the arena of 
online disinformation and other malevolent artifacts. 
In the field of study on fake news, automated fake 
news detection methods focus on the text, whereas 
behavioral methods have concentrated on the specific 
epitext paratexts. Given the close relationship between 
text and paratext and the complexity of human 
information processing, it is important to consider the 
role of texts and paratexts together to comprehend 
their influence on several capabilities, such as a 
reader's ability to detect fake news. Paratexts help 
decide the trustworthiness and authenticity of a 
document. However, they are used to different ends 
based on the context (Leavenworth, 2015, p.57). 
Conversely, text is scrutinized more carefully as 
readers judge based on argument quality (Suntwal et 
al., 2020). Based on this, we propose the following 
hypotheses: 
Hypothesis 1A: Headline-based accuracy will be 
higher for true news compared to fake news. 
 
Hypothesis 1B: Text-based accuracy will be higher 
for true news compared to fake news. 
 
Hypothesis 1C: Sharing statistics-based accuracy will 
be higher for true news compared to fake news. 
 
Hypothesis 1D: Graph/Images-based accuracy will 
be higher for true news compared to fake news. 

Human Processing of Information 
Individuals process information through two distinct 
cognitive functions (Kahneman, 2011). Various dual-
process theories and models, such as the Elaboration 
Likelihood Model (ELM) (Petty & Cacioppo, 1986), 
the Heuristics Systematic Model (HSM) (Chaiken, 
1980), and System 1–System 2 thinking (Kahneman, 
2011), explain how information consumers process 
information differently. Nonetheless, they concur that 
there are at least two methods for processing 
information. The first kind of processing involves 
carefully processing information depending on its 
substance or reasoning. This is referred to as the 
primary route in ELM by the systematic method in 
HSM and System 2 in System 1 and System 2 
thinking. During this phase of data consumption, the 
reader engages in greater elaboration, motivation, and 
logical thought. The second processing mode relies on 
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paratexts or cues, which might be derived from the 
information source or the message itself. 

System 1 thinking is spontaneous and 
constant, producing involuntary judgments outside our 
conscious awareness (Kahneman, 2011). System 1 
thinking is "fast thinking," during which simple 
heuristics generate perceptions and behaviors in less 
than one second (Kahneman, 2011). System 1 is the 
instinctive judgment system (Achtziger & Alós-
Ferrer, 2014); when people experience an instinct or 
"gut response," system 1 dominates. When we use 
system 1 to conclude, we make decisions based on the 
emotion and salience of the available information, as 
opposed to a more nuanced, well-researched approach 
(Bellini-Leite, 2013; Kahneman, 2011). System 1 is 
affected by prior memories as well (Moravec et al., 
2022). System 2 is more thoughtful and involves 
deliberation and thoughtfulness (Kahneman, 2011). 
Thus, while processing information based on the 
paratexts, users will apply system 1 thinking, and 
while processing text, they will use system 2 thinking. 
Therefore, we propose: 
Hypothesis 2A: Headline-based accuracy will be 
lower than text-based accuracy for true news 
compared to fake news. 
 

Headlines provide a higher context compared 
to sharing statistics. Inference based on the headline is 
more context and information-driven than sharing 
statistics. When considering the sharing statistics, 
individuals look at the popularity and lack thereof. The 
sharing statistic can be driven due to several factors. 
However, we know that fake news is shared more than 
true news on social media (Vosoughi et al., 2018). 
Previous research has shown that when participants 
saw a rumor-related tweet with a big number of 
retweets, likes, and responses, they tended to view it 
as credible and compelling (Kim, 2018). Therefore, 
individuals are more likely to think viral content to be 
true, thus leading to an incorrect determination about 
the accuracy of the information presented to them. 
Therefore, we propose: 
Hypothesis 2B: Headline-based accuracy will be 
higher than sharing-based accuracy for true news 
compared to fake news.  
 
Graphs are valuable for informing readers succinctly. 
However, graphs can be used to mislead individuals in 
several ways. Simple techniques such as changing 
scales can manipulate the effects’ impact by making 
small effects look big and vice versa. Graphs can also 
omit important context about what they 
represent (Stoffers & Hackett, 2017). Additionally, 
manipulated images have been used to deceive and 
influence public opinions (Shen et al., 2019).  

Headlines are relatively easier to discern through 
easier heuristics such as loud claims, unreasonable 
reading times, or punctuations and hype. Therefore, it 
is harder to determine the accuracy of a story using 
graphs compared to headlines. Based on this, we 
propose: 
Hypothesis 2C: Headline-based accuracy will be 
higher than graph/image-based accuracy for true 
news compared to fake news 
3. Research Method 
Participants 
We recruited 51 undergraduates (Juniors and 
Seniors) from a business course at a large U.S. 
university. All were between 18 and 24 years old, and 
around 55% were female. Regardless of demographic 
background, students use a comparable variety of 
sources to form decisions (Rosenzweig et al., 2019). 
We also collected socio-political demographic 
indicators; see Table 1. 

Description Categories Percentage 

Social media 
visit frequency 

Not everyday 2% 
Once a day 8% 
2-5 times a day 24% 
5-10 times a day 35% 
10+ times 31% 

Social media 
share 

frequency 

Never 23% 
Every few months 31% 
Every few weeks 18% 
Weekly 18% 
Daily 8% 
Multiple times a 
day 

2% 

Political 
affiliation 

Democrat 20% 
Independent 23% 
Libertarian 4% 
Republican 33% 
No Preference 20% 

Table 1. Participant Demographics 

Task 

The participants viewed the text (main content of the 
article) and paratexts (headline, sharing statistics, 
graph, or image) of two news articles and reported if 
they found the story accurate based on the element of 
the article presented to them. Two news stories were 
left-leaning, and two were right-leaning. Half of the 
stories were validated to be accurate at the time of the 
study, while the other half were verified to be fake. We 
used publicly available datasets (Pennycook et al., 
2021) and fact-checking platforms such as PolitiFact 
and Snopes to select true and fake news articles for our 
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experiment. The same datasets and platforms were 
used to assign the partisanship labels to the news 
stories. We eliminated the source name to reduce any 
news source-specific effect (e.g., some sources are 
well known and trusted by some readers, while others 
are not). Similar techniques: using a neutral/unknown 
name for the source for controlling source effect have 
been used in existing studies (Moravec et al., 2022). 
We did not inform our participants explicitly if the 
article was true or fake, similar to the real world. The 
text and paratext were developed to prevent large 
disparities in the type and degree of feelings elicited 
by those appealing to different ends of the 
political spectrum. Headlines were presented as they 
would appear in a news feed. Sharing statistics were 
presented in Twitter’s format. The text was presented 
how it would appear in a news article. Sharing 
statistics for all news articles were similar. The 
graphs/images used in the study were sourced from the 
articles or a popular tweet that had tweeted the image 
concerning the article. Example news article with text 
and paratext (headlines, sharing statistics, and images) 
is presented in Table 2.  
 

Information 
element 

Image 

Headline 

 

Text 

 

Graph/Image 

 

Sharing 
Statistics  

Table 2. Example news story with text and paratext 
elements 

Treatments 

We conducted a within-subject, repeated-measures 
experiment where the participants viewed one left-
leaning and one right-leaning story randomly. The 
headline paratext was our control. Each participant 
was first presented with the headline (control) and then 
presented with the text, sharing statistics and 
graph/image in random order. For each text and 
paratext element, the participants responded to the 
same set of questions. To test that the participants 
thought through their responses, we also asked them a 
follow-up question asking them to explain their 
choice.  

The control condition (headline) is based on 
how news articles appear on the news feed of various 
news aggregators (e.g., apple, google). This is unlikely 
to influence the later treatments because users are 
accustomed to such interfaces. The treatment 
conditions were presented randomly to simulate online 
browsing as some individuals prefer to read the text 
first while others can examine pictures and other 
peripheral data. Figure 3 represents the overall flow of 
our experiment.  

Participants completed the socio-
demographic questionnaire after completing the 
experiment. An attention check question was 
presented during the treatment phase to the 
participants for each article they evaluated. This 
question appeared at a random position for each 
participant. Each participant answered the attention 
check questions correctly. Similar to Pennycook et al. 
(2021), we asked the participants to report the 
importance they placed on sharing accurate 
information online (How important is it to you that 
the only time you share news articles on social media 
is when they are accurate?) and if they had verified 
the stories online (For any of the stories presented to 
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you did you verify the story on the internet?). We also 
measured our participants’ socio-political 
demographic indicators such as social media usage 
frequency, frequency of sharing information online, 
and political affiliation. 

 

 
Figure 3. Experiment sequence and flow 

Dependent Variable 
Participants reported the perceived accuracy of each 
element (text and paratext) of the article through a 
binary variable (To the best of your knowledge, based 
on the {text/paratext element}, is the news story 
accurate? Yes/No). Figure 2 represents an example of 
participants reporting the perceived accuracy of the 
story based on the headline paratext. We constructed 
our dependent variable 𝑦!"# for a person 𝑖, information 
element 𝑒 (headline/text/sharing/graph), and story 𝑠 as 
follows: 
 
𝑦!"# = &1,			𝑖𝑓	𝑖	𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦	𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑠	𝑠	𝑎𝑠	𝑡𝑟𝑢𝑒	𝑜𝑟	𝑓𝑎𝑘𝑒	0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.  

 
We use 𝑦!"# as the dependent variable and a vector 
𝐸!	indicating text/paratext elements, 𝑇" indicates if the story 
s was true or fake in logistic regression: 

𝑙𝑜𝑔𝑖𝑡(𝑦!"#) = 𝛽$𝐸! ∗ 𝛽%𝑇"+ 𝛽& + 𝜖!" 
 

 

 
Figure 2. Example news headline with the headline 

paratext accuracy question. 

4. Results  

Table 3 reports the results of the model testing. We 
calculated the interclass coefficient (ICC) value for the 
model based on the latent variable approach 
(Goldstein, 2011; Goldstein et al., 2002) and the 
logistic distribution’s variance (𝝅𝟐 𝟑⁄ ) using the 
expression: 

𝑰𝑪𝑪 =
𝝉𝟐

𝝉𝟑 +	𝝅
𝟐

𝟑	

 

and determined there was no necessity for multilevel 
logistic regression. Thus, we treated each response as 
an independent data point.  

We report the response ratio, individual 
regression coefficient and significance, standard error 
for the coefficients, Wald chi-square statistics, odds 
ratio, the 95 percent confidence interval of odds ratio, 
model chi-square statistic, Cox and Snell R square, 
and Nagelkerke pseudo-R2.  

The model fits the data better than the base 
model. The better fit is evidenced by the significant 
chi-square test for the difference between the –2LL 
ratios (the base model includes only the intercept). The 
Wald statistic (𝜷/𝑺𝑬𝜷) evaluates the unique 
contribution of each predictor while holding the other 
predictors constant. Each significant predictor in our 
models satisfied the (p<.05) standard for statistical 
significance. The odds ratio indicates the change in 
odds caused by a change of one unit in the 
independent variable. We report the confidence 
interval of 95 percent for this ratio as well. Our 
analysis coded the correct inference with a 1 and the 
incorrect inference with a 0. Suppose both limits of the 
95 percent confidence interval for the odds ratio are 
greater than 1. In that case, it is possible to conclude 
that a one-unit increase in the predictor variable will 
increase the odds of correctly inferring. Next, suppose 
both limits of the interval are less than 1. A one-unit 
increase in the predictor variable will likely increase 
the odds of incorrect inference, i.e., mistaking a true 
story for a fake one and vice versa. 

The response ratio indicates the proportion of 
responses that correctly inferred the story from the 
information element (text/paratext) versus those that 
did not. The results suggest that more participants 
could correctly infer the story from the text/paratext 
element information than those who could not. The –2 
log-likelihood ratio (–2LL) determines if the model's 
predictors impact the dependent variable's prediction. 
Greater -2LL ratio values indicate a model with poor 
fit. Two –2LL ratios were computed: one for the base 
model with no predictors and another for the model 
with predictors. We expect the –2LL ratio to decrease 
as we add more predictors to the model. For this 
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purpose, we also performed a model chi-square test, 
which is the difference between the –2LL ratios of the 
two logistic models. A significant chi-square statistic 
indicates that the model with predictors differs 
significantly from the base model. We reported the R 
square value (Nagelkerke, CoxSnell), indicating the 
model's fit. Table 3 presents the overall results based 
on our model, and Table 4 presents the odds for the 
text and each paratext. 

The odds results are presented in Table 4. 
Hypotheses 1A, 1B, and 1D were supported. 
Hypothesis 1C was not supported. It was statistically 
significant in the opposite direction of the proposed 
hypothesis. We observe that the ability to infer or 
detect fake news decreases based on headline, text, 
and graph/image and increases for the sharing 
statistics paratext. The odds of correctly inferring fake 
news based on headlines, text, and graph/image is 
0.31, 0.06, and 0.11 compared to true news. For 
example, there is a one-third chance of detecting a fake 
news story as fake when compared to determining 
whether a true news story is true. The odds for 
inferring fake news based on just the sharing statistics 
of the story was 8.6. This means that sharing statistics 
could help infer fake news with higher accuracy.  

The true story’s headline was the control 
condition for our study. The odds ratio for this 
condition is set to 1. The results indicate that 
hypothesis 2A was not supported. Compared to true 
story headlines, the accuracy of detecting stories with 
fake news text was significant (p<.05) in the opposite 
direction of the proposed hypothesis. Hypothesis 2B 
was supported. The two-way interaction between 
sharing statistics and news type was significant 
(p<.001, ***). Overall, these interactions inform us 
that it is harder to infer fake news based on text or 
graph/images than headlines. Hypothesis 2C was not 
supported (p=.12, NS); there were no statistically 
significant differences between inferring a true news 
headline and fake news graphs/images. The main 
effect of sharing statistics was statistically significant. 
Overall, the probability of accurately inferring fake 
news was 31% compared to true news. 

𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒐𝒓 𝜷	
(𝑺𝑬𝜷) 

𝑾𝒂𝒍𝒅	
	𝝌𝟐 

𝑶𝒅𝒅𝒔	
𝑹𝒂𝒕𝒊𝒐 

95%	
CI 

𝑷 

𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕 1.29 
(0.3) 

14.36 3.63 0.66,	
2.0 

.001 

𝑻𝒆𝒙𝒕 0.54	
(0.5)	 

1.06 1.72 −0.48
,1.63 

0.30 

𝑺𝒉𝒂𝒓𝒊𝒏𝒈 −2.26	
(0.4)	 

23.81 0.10 −3.21
,	
−1.38 

.001 

𝑮𝒓𝒂𝒑𝒉 −0.21	
(0.4)	 

0.21 0.80 −1.15
,	0.70 

0.64 

𝑭𝒂𝒌𝒆	𝑵𝒆𝒘𝒔	
(𝑭𝑵) 

−1.17	
(0.4) 

7.02 0.31 −2.06
,	-0.32 

0.01 

𝑻𝒆𝒙𝒕: 𝑭𝑵 −1.63	
(0.6)	 

5.80 0.19 −2.99
,	0.32 

0.01 

𝑺𝒉𝒂𝒓𝒊𝒏𝒈:𝑭𝑵 3.32	
(0.6)		 

27.45 27.76 2.10,	
4.59	 

.001 

𝑮𝒓𝒂𝒑𝒉:𝑭𝑵 −0.97	
(0.6)		 

2.34	 0.37	 −2.22
,	0.26	

0.12	

𝑵 408	
𝑹𝒆𝒔𝒑𝒐𝒏𝒔𝒆	 
𝑹𝒂𝒕𝒊𝒐 

229/179	(1/0)	

−𝟐𝑳𝑳 -103.62***	
𝑵𝒂𝒈𝒆𝒍𝒌𝒆𝒓𝒌𝒆 
	𝑹𝟐	 

0.30	

𝑪𝒐𝒙𝑺𝒏𝒆𝒍𝒍	𝑹𝟐 0.22	
Table 3. Overall Model Results	

 
	 𝑇𝑟𝑢𝑒	𝑁𝑒𝑤𝑠	 𝐹𝑎𝑘𝑒	𝑁𝑒𝑤𝑠	
𝐻𝑒𝑎𝑑𝑙𝑖𝑛𝑒	 1.0	 	0.31*	
𝑇𝑒𝑥𝑡	 1.72	 	0.11∗∗∗	
𝑆ℎ𝑎𝑟𝑖𝑛𝑔	 0.10	 	0.86∗	
𝐺𝑟𝑎𝑝ℎ	 0.80	 0.09**	

Table 4. Interaction Odds Ratios	

 

 
Figure 3. Accuracy plot for the text and paratext 

 
5. Discussion 
 

Our quantitative analysis yielded some 
unexpected outcomes. Except for the sharing statistics 
paratext, all other information elements of this study 
showed that they make it difficult for individuals to 
infer or detect true stories from fake stories. Figure 3 
presents the overall plot for text and each paratext of 
our study. The x-axis on the plot represents the two 
levels (true and fake) for the news type factor, and the 
y-axis represents the mean accuracy. 

The headlines paratext was our control as it was 
the first piece of information that users see in a news 
feed. Based on just the headlines alone, participants 
could infer the truthfulness of 65.6% accuracy 
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(identify true news as true and fake news as fake). 
Participants identified true news stories with 78.43% 
accuracy and fake news stories with 52.9% accuracy. 
This indicates that fake news stories confuse 
individuals more than true stories based on headlines 
alone. Some participants provided textual feedback 
indicating why they believed the fake story was true 
based on the headline; they said “there was not a strong 
use of buzz words” in the headline, leading them to 
believe that the story was true. Past studies have 
indicated that fake news packs more in the headline 
and less in the body (Horne & Adali, 2017). Our 
findings show that individuals and institutions that 
create and spread fake news may understand this and 
are probably evolving. Fake news peddlers no longer 
rely on just packing the headline with buzz words and 
loud claims.  

When participants analyzed the stories based on 
the text, their ability to detect truthfulness dropped to 
56.8%. The participants correctly identified true news 
based on the text with 86.28% accuracy and fake news 
with only 27.4% accuracy. This finding is 
counterintuitive because we expected readers to judge 
the information more critically, using system 2 
processing, and reach a correct conclusion based on 
the details provided in the text. However, we observe 
that individuals were not able to determine the 
truthfulness of the fake stories compared to how they 
inferred the true news stories. This indicates that fake 
stories may sound very believable and provide 
convincing arguments, thus making it hard for 
individuals to identify fake news based on the text. 
Over the years, fake news propagators have likely 
invested in the quality of content to make fake news 
more believable. Therefore, our findings show that if 
a fake news peddler can make the user click on the 
headline and read the story, they can deceive the reader 
with even higher odds. For example, a participant who 
correctly identified a fake story as fake reported “it 
says "2 minute" read and makes major allegations” 
(sic) as their reason for finding the story fake; for the 
same story, the participant reported “Words seem 
aligned with presidency reputation” and reported the 
story to be true based on the text. While individuals 
have developed heuristics to detect fake news better 
based on the headlines, fake news peddlers have 
developed better arguments to convince the readers. 

Based on graph/image paratext, participants 
inferred the correctness of the overall story with 50% 
accuracy. Participants could correctly infer a story's 
truthfulness with 74.5% accuracy when the overall 
story was true. When the story was fake, the accuracy 
dropped to 25.4%. Again, this finding shows that fake 
news peddlers use such paratexts to confuse the 
readers. An individual who incorrectly inferred a fake 

news story as true reported, “The data is from credible 
sources and also has credible dates.” (sic); this shows 
that fake news articles are using more credible 
information to convince the readers by taking care of 
the subtle details that readers pay attention to. Users 
have developed their own heuristics to judge news 
stories, those heuristics may work for true news stories 
(74.5% accuracy), but if they apply the same heuristics 
to true news then they fail to recognize fake news 
(25.4%). For the same story, another individual who 
incorrectly reported the fake news story as true after 
verifying the content on the original website on their 
own reported, “It was probably a true screenshot at 
the time, but the website is now probably able to load 
and is complete.” This shows individuals may form 
beliefs that are hard to change even if counterevidence 
is provided, linking our finding to the existing 
literature on confirmation bias (Nickerson, 1998) and 
fake news (Kim & Dennis, 2019; Moravec et al., 2018; 
Suntwal et al., 2020).  

The sharing statistics were the final paratext of 
our study. Here, we observed that individuals were 
able to determine true news with lower accuracy 
(27.4%) compared to fake news (76.4%). While it is 
difficult to judge the truthfulness of the story based on 
the sharing statistics alone, it is important to 
understand the influence of this paratext. The average 
likes and retweets for all the stories that were 
presented to the users were 280 and 230, respectively. 
We observed several heuristics that individuals used to 
arrive at their decisions. These heuristics were largely 
around three themes: a) Fake tweets get more likes 
than real ones, b) If something is true, there would be 
motivation for it to be spread c) likes or retweets 
cannot determine the accuracy of the story. Some 
readers reported the story was true because of the high 
number of likes and shares, and for the same story, 
users reported that the story was fake because the 
number of likes and shares was low. Virality is a key 
focus in the fake news literature (Vosoughi et al., 
2018). However, our findings indicate that the virality 
of information is subjective and causes people to 
inaccurately infer a true story as fake. 

Our findings contribute to the literature in several 
ways. First, our findings show that there is a 
statistically significant difference between text and 
different paratexts and how they differ in helping infer 
real-world true and fake information. This suggests 
that beyond headlines, there is a need to investigate 
other paratexts as well. Dual-process theories argue 
that spending time and evaluating is a part of the 
system 2/systematic model/central route evaluation. 
However, when readers evaluate fake news content 
critically, the fake news content manages to convince 
and confuse them into believing that it is true. This 
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indicates that there is a need to better understand how 
information processing occurs for fake news and true 
news content. There is a need for better understanding 
items in the perceived argument quality construct and 
evaluate if certain items can inform us about the 
specific areas of perceived argument quality that are 
similar and different for true news and fake news. 
Understanding the differences will aid several areas of 
research such as electronic word of mouth (eWom) 
literature as well where the argument quality is used to 
rate user reviews.  

6. Limitations and Future Directions  

Our story investigates the role of text and paratext 
in spreading information. There are a few limitations 
of our study. First, we focused on only three paratexts. 
Several other paratexts such as source names, 
comments from other readers, and more on social 
media platforms should be investigated to further 
understand the impact of paratexts on individuals’ 
ability to infer the truthfulness of the information 
presented to them on social media platforms. Second, 
we focused on one set of sharing statistics. Future 
research may consider large and very large sharing 
statistics and study if the sharing and like statistics 
behave similarly. Third, we used the sharing statistics 
from one platform (Twitter). Some users may find 
everything on the platform as fake or true if they 
dislike or like the platform itself. Future studies should 
further investigate the platform effect of the statistics 
to understand the interaction effect of platform and 
sharing statistics on fake news detection accuracy 
(Krafft & Donovan, 2020). In the future, we aim to 
study how learning styles (e.g., visual, reading, 
hearing) affect participants’ reading patterns and 
ability to infer the true state of information presented. 
Future studies can also investigate government 
mistrust, bias, and other factors that influence 
individuals’ political ideology.    

7. Conclusion 

We conducted an online experiment to understand 
how text and paratext differ in their impact to infer the 
state of information presented to the reader. Our 
readers were presented with true and fake news stories 
and asked to evaluate whether the story was accurate 
based on the text or paratext. Participants identified 
true with as true news with high accuracy based on the 
text, headline, and graph/image presented to them. 
Sharing statistics paratext helped in identifying fake 
news with high accuracy. Our study shows that some 
paratexts aid in detecting true news correctly while 

others help identify fake news correctly. Heuristics 
that apply to true news don’t apply as efficiently to 
fake news and vice versa, necessitating a need to 
understand how these elements affect people’s 
abilities to judge. The critical evaluation of different 
news based on the text shows that fake news is 
evolving and still manages to confuse readers.  
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