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Abstract 
As a promising platform for political discourse, so-

cial media becomes a battleground for presidential can-

didates as well as their supporters and opponents. 

Stance detection is one of the key tasks in the under-

standing of political discourse. However, existing meth-

ods are dominated by supervised techniques, which re-

quire labeled data. Previous work on stance detection is 

largely conducted at the post or user level. Despite that 

some studies have considered online political communi-

ties, they either only select a few communities or assume 

the stance coherence of these communities. Political 

party extraction has rarely been addressed explicitly. To 

address the limitations, we developed an unsupervised 

learning approach to political party extraction and 

stance detection from social media discourse. We also 

analyzed and compared (sub)communities with respect 

to their characteristics of political stances and parties. 

We further explored (sub)communities’ shift in political 

stance after the 2020 US presidential election.  

 

Keywords: political party, stance, presidential election, 

zero-shot learning, ensemble learning 

1. Introduction  

Social media becomes a promising platform for po-

litical discourse. Political candidates and their advocates 

use social media platforms to promote themselves and 

their policies and to attack their opponents and their pol-

icies (Darwish et al., 2017). The openness of social me-

dia platforms also encourages a broad participation of 

citizens who can express their opinions or state their po-

sitions, get feedback from peers, and understand diverse 

viewpoints on emerging issues (AlDayel & Magdy, 

2021). Stance is the expression of standpoint and judg-

ment toward a given proposition (Biber & Finegan, 

1988), such as a political party, candidate, or policy. 

Since people including social media users can take dif-

ferent stances on a political matter, their discussion 

greatly enriches the political discourse. Therefore, so-

cial media can serve as a platform for collaboration and 

discussion on political matters by exposing its users to 

various political stances to better inform the users’ po-

litical choices (Rathi et al., 2021) and promote depolar-

ization (Wojcieszak et al., 2020). On the other hand, 

there has been a major concern about the role of social 

media in political polarization (Kubin & von Sikorski, 

2021). Additionally, social media political advertising 

may evoke negative responses (Boerman & Kruike-

meier, 2016). The differing effects of social media fur-

ther highlight the importance of understanding the polit-

ical discourse via the lens of social media communities. 

The politics-related discussion on social media cul-

minates around presidential elections in the U.S. For in-

stance, social media was an integral part of the political 

campaign strategy of a former President Barack Obama 

for the 2008 election, which not only helped him in-

crease campaign fundraising but also empowered vol-

unteers (Aaker & Chang, 2009). Another former Presi-

dent Donald Trump utilized social media to drive atten-

tion (Bickart et al., 2017). The 2020 U.S. presidential 

election was no exception, engendering heated discus-

sions on social media. Thus, we chose the presidential 

election as the context of this research. Existing studies 

of the presidential election in social media data have ad-

dressed the issues of election outcomes prediction, sen-

timent analysis, fake news detection, and the impacts of 

the presidential election. Stance detection can contribute 

to these issues because people tend to take positions on 

political issues. In view of the controversial nature of 

many political issues, the US presidential election in-

vites debates and argumentation to help the public better 

understand the candidates’ agendas and policies.  

Prior work on stance detection has primarily used 

supervised learning techniques. Such techniques rely on 

labeled data which remains scarce and of varying qual-

ity. In addition, the analysis of stance in social media 

data has been mainly conducted at the user or post level 

(Al-Ghadir et al., 2021), which tends to require multiple 

and even a large number of posts from the same users, 
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and/or the information extracted from user profiles or 

interactions to perform well (e.g., Darwish et al., 2020; 

Dey et al., 2017; Ghosh et al., 2019; Li et al., 2021; Wei 

et al., 2018). Studies have approached other political is-

sues in social media discourse from the perspective of 

(sub)communities, simply referred to as sub-communi-

ties hereafter. However, these studies assumed that in-

dividual contents from the same communities share the 

same political stance (e.g., De Francisci Morales et al., 

2021; Jungherr et al., 2022). This does not reflect the 

complexity of real political discourse such as implicit 

expression of political stance and change of opinions. 

Further, like the traditional news sources that differ in 

partisan bias as left-leaning, center, or right-leaning 

(AllSides, 2019), there could be differences in the polit-

ical stance across different social media platforms and 

even different sub-communities on the same platform. 

However, the latter has received much less attention in 

the stance detection literature. 

Stances are expressed toward targets, such as pres-

idential candidates and/or political parties that the can-

didates represent in the context of our research. In some 

cases, stances are explicitly linked to tailored targets, 

such as debates (Murakami & Raymond, 2010) and 

news (AllSides, 2019). However, in other cases such as 

online public discussions, complex content may involve 

one or more targets. Without heeding specific targets 

within content, the expressed stances can be obscure. 

Therefore, target extraction, and more specifically polit-

ical party extraction, becomes a relevant and challeng-

ing research problem, which needs to address the variant 

and/or implicit references to the political parties in so-

cial media discourse. However, this problem has not 

been explicitly studied in the literature. 

To address the above-mentioned limitations, this 

research is aimed at exploring the social media dis-

course pertaining to the U.S. 2020 presidential election 

via analyzing political stances and parties. Specifically, 

we answer the following research questions: Can we de-

velop unsupervised learning techniques to extract polit-

ical parties from social media discourse effectively? 

How about political stances? How homogeneous are 

sub-communities in terms of their expressions of politi-

cal parties and political stances? How does the social 

media discourse of Republican Targeted sub-communi-

ties (RTC) compare with Democrat Targeted sub-com-

munities (DTC)? Did sub-communities experience a 

shift in the overall political stance after the 2020 U.S. 

presidential election? We collected data from Reddit to 

answer these research questions.  

This work makes multifold research contributions. 

First, we propose a zero-shot ensemble learning model 

to extract target political parties and detect political 

stances from social media discourse for the first time. 

Specifically, we enhance the zero-shot model by incor-

porating ensemble techniques such as meta-modeling 

that integrates multiple types of knowledge, including 

terms associated with latent topics extracted from the 

social media discourse and noisy labels generated by the 

zero-shot model. Second, the findings of this study in 

the context of the 2020 U.S. presidential election un-

cover the differences in stance diversity and post-elec-

tion shift between social media communities targeting 

the two main political parties. Third, we provide evi-

dence challenging the common assumption of stance co-

herence of online communities in the political domain. 

Last but not least, unlike previous studies on stance de-

tection that are dominated by using tweets, we build 

stance detection models with Reddit posts. Compared 

with tweets, Reddit data presents unique challenges to 

stance detection partly because it does not use hashtags. 

In addition, we propose a multi-step approach to collect-

ing relevant data from Reddit, including sorting-based 

post collection, sub-community selection and stance an-

notation, and sub-community-based data collection and 

filtering.  

2. Background and related work 

2.1. The role of social media in political dis-

course 

There are two main political parties in the US: the 

Democratic Party and the Republican Party. They often 

take different political positions on the matter that can 

be characterized as left-wing vs. right-wing stances. 

Liberals generally vote Democrat and conservatives 

vote Republican, and thus liberal and conservative have 

also been used to refer to the ideologies of the two par-

ties respectively. Social media has been used to promote 

political campaigns, share political opinions, discuss 

controversial issues, and predict election outcomes. Alt-

hough there is a concern that social media may exacer-

bate political polarization partly due to selective expo-

sure (Kubin & von Sikorski, 2021) and fake news and 

propaganda (Olaniran & Williams, 2020), there is coun-

ter-evidence of the depolarization effect owing to expo-

sure to diverse information or different viewpoints 

(Wojcieszak et al., 2020). One study shows that follow-

ing social media platforms and the activeness of politi-

cal parties in using social media platforms influence po-

litical choice-making (Rathi et al., 2021). Another study 

finds that social media may influence certain groups’ 

voting decisions (Fujiwara et al., 2020). In addition, 

there are significant differences in political polarization 

across different social media platforms (Yarchi et al., 

2021). For instance, Facebook was found to be the most 

heterophilic platform in terms of political polarization, 

and depolarization was shaped over time on WhatsApp 
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(Yarchi et al., 2021).  Thus, social media can serve as a 

great lens for examining political stances. 

2.2. Stance detection in online discourse 

Stance detection is a process of determining the au-

thors’ stance (supportive, opposing, or neutral) towards 

a target within the text (AlDayel & Magdy, 2021; Sob-

hani et al., 2017). In the case of political discourse, the 

target can be a presidential candidate, a policy, a propo-

sition, and a social movement. In other words, stance 

detection requires two inputs (Li et al., 2021): a target 

that must be defined and an argument or comment that 

expresses a stance tendency toward the specific target.  

In view of the large body of work on stance detec-

tion, we focus our review on studies of online discourse. 

Stance detection has been performed on data collected 

from online platforms, such as online discussion boards 

(Murakami & Raymond, 2010), Twitter (Mohammad et 

al., 2016), and websites (Murakami & Raymond, 2010). 

The SemEval 2016 stance detection task provides la-

beled Twitter data (Mohammad et al., 2016), triggering 

a growing body of research on stance detection. Unlike 

Twitter, which is a microblogging site, Reddit is classi-

fied as a social news aggregation site where contents are 

moderated and rated. The rating is based on different 

factors such as vote counts. Reddit is made up of user-

created ‘subreddits’, which are sub-communities cen-

tered on specific topics such as political advocacy or op-

ponent groups. In addition, each sub-community has its 

own goals and community norms which set the stage for 

user interactions. Given the unique characteristics of 

Reddit, it creates new opportunities for understanding 

the political stance. 

2.3. Stance detection techniques 

Existing machine learning techniques for stance de-

tection can be categorized into three types (AlDayel & 

Magdy, 2021): supervised, weakly-supervised, and un-

supervised learning techniques. First, supervised tech-

niques can be further grouped into traditional classifica-

tion techniques, such as Naive Bayes (NB), SVM (Dey 

et al., 2017; Wei et al., 2018), and KNN (Al-Ghadir et 

al., 2021), and deep learning techniques, such as RNNs 

(Benton & Dredze, 2018), Bi-LSTM and nested LSTMs 

(Siddiqua et al., 2019), LSTM + attention (Sun et al., 

2018), bidirectional gated recurrent unit network 

(BiGRU) (Wei et al., 2018), and BERT (Li et al., 2021). 

The deep learning models consist of attention-based, 

convolution-based, word embedding-based, and trans-

former models (e.g., BERT) (Ghosh et al., 2019). The 

results of a comparative analysis of representative mod-

els in each category show that the selected transformer 

model achieved a significantly superior performance to 

other competing models due to the former model’s abil-

ity to capture contextual information of the text (Ghosh 

et al., 2019). The supervised learning algorithms domi-

nate existing methods for stance detection.  

Weakly-supervised learning for stance detection 

can take many forms, such as leveraging a small amount 

of labeled data for different tasks, shared topics between 

the different targets, and label dependencies (AlDayel & 

Magdy, 2021; Benton & Dredze, 2018). For instance, 

the weakly supervised task in the SemEval 2016 task 

(Mohammad et al., 2016) provides a large number of 

tweets related to a single target but no training data.  

Unsupervised learning techniques do not rely on la-

beled datasets. It can apply to the targets that have no or 

little training data. One study demonstrates a superior 

performance of unsupervised methods to traditional su-

pervised counterparts (Darwish et al., 2020). However, 

the method works well only on highly active Twitter us-

ers, who tweet frequently on a target but perform poorly 

or very poorly on less active users. Additionally, they 

mainly use clustering algorithms, which do not reflect 

the state-of-the-art unsupervised techniques.  

2.4. Zero-shot learning 

Zero-shot learning is the latest development in the 

field of transfer learning, which treats supervised classi-

fication problems as unsupervised Natural Language In-

ference (NLI) tasks (Yin et al., 2019). Any NLI model 

takes as inputs sequence pairs (e.g., sentences, para-

graphs), naming a premise and a hypothesis, and then 

determines whether the hypothesis supports, contradicts 

the premise, or neither. Zero-shot learning is usually 

used to learn noisy labels on vast amounts of data, since 

researchers believe that training models on large da-

tasets with noisy labels are more generalizable, com-

pared to traditional classification methods using accu-

rately labeled but smaller datasets (Pushp & Srivastava, 

2017). Specifically, zero-shot learning has been used in 

various Natural Language Processing (NLP) tasks, such 

as topic detection, emotion detection, and situational 

analysis.  

Zero-shot learning treats the classification task 

(usually binary) as finding the relatedness between the 

texts and the classes. Although most zero-shot learning 

systems tend to be expensive to train, it is still consid-

ered more cost-effective compared to the extensive re-

sources needed for data labeling. Additionally, leverag-

ing pre-trained models (e.g., transformers) can largely 

lower the training costs. Because of the pre-training of 

the embedding and entailment models, it is recom-

mended that both classes (i.e., words) and hypotheses 

(e.g., definitions, prompt texts) are used in zero-shot 

learning problems (Yin et al., 2019). 
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Zero-shot learning aims to scale classifying algo-

rithms to discover new classes (label-partially-unseen) 

or transfer to new datasets (label-fully-unseen). In label-

partially-unseen problems, different types of knowledge 

are used to assist the model decision-making process. 

For instance, Zhang et al., (2019) proposed a method 

combining ensemble learning on coarsely-grain labeled 

data, label hierarchy, and label-to-word paths to assist 

the zero-shot learning process. However, in the context 

of this study, the coarse labels (at the subreddit level) do 

not translate well to finer granularity (at the post level). 

In label-fully-unseen problems, the classifiers are una-

ware of the labels, and do not have any access to labeled 

data for task-specific training. In the context of this 

study, we employed models that are pre-trained on ge-

neric tasks such as NLI and datasets such as the Multi-

Genre Natural Language Inference corpus (Williams et 

al., 2018), where the specific labels of political parties 

(e.g., democrat vs. republican) and stance (e.g., support-

ive vs. opposing) are unseen to the models. Thus, this 

study is categorized as a label-fully-unseen problem, 

which is more challenging but also more generalizable 

to the real world (Yin et al., 2019). 

3. The proposed methods 

We design two key artifacts: 1) methods for politi-

cal party extraction and stance detection in the context 

of the US presidential election, and 2) a multi-step 

method for data collection and preparation.  

3.1. Data collection and preparation 

As discussed earlier, existing studies on stance de-

tection in social media mainly used Twitter data. De-

spite a host of studies on using Reddit data to understand 

political discourse, they considered a few subreddit 

communities that were known to have distinct political 

stances. There is a separate stream of research on detect-

ing rumor stances (Gorrell et al., 2019), but it does not 

explicitly address stance detection in the political dis-

course. To address the limited availability of labeled 

data, we propose a multi-step approach to collecting and 

preparing data from Reddit, which consists of three 

main steps: sorting-based post collection, sub-commu-

nity selection and stance annotation, and sub-commu-

nity-based data collection and filtering. 

Sorting-based post collection. We first collected 

Reddit posts on the presidential election from the lists of 

top and relevance posts on a daily basis over the course 

of nine months around the Election Day (November 3, 

2020) using the Reddit APIs (i.e., PRAW and Push-

shift). The platform’s top sorting mechanism shows 

posts with the highest votes from the most recent 24 

hours, and its relevance sorting mechanism fetches posts 

that are most relevant to any user’s search query. For 

each post, we collected its contents as well as the 

metadata such as subreddit community and post time. 

Sub-community selection and stance annotation. 

After grouping posts by the sub-communities (843 to-

tal), we selected those sub-communities with five or 

more posts for stance annotation. The annotation task 

was focused on three types of information:  

• political domain (whether the sub-community 

belongs to the political domain or not?) 

• political party (is the sub-community targeted at 

Democratic, Republican, both or neither par-

ties?)  

• political stance (does the sub-community state a 

supportive, opposing, neutral, or no stance to-

ward the target party?)  

Two coders analyzed the selected sub-communities 

independently based on the latter’s purpose statement 

and sample posts. The coders resolved the inconsistent 

results through discussion to reach a consensus. Based 

on the annotation results, we selected those sub-commu-

nities that belong to the political domain, target at Dem-

ocratic, Republican party, or both; and take a stance to-

ward the target party. As a result, 35 sub-communities 

met the inclusion criteria, among which 21 subreddits 

(e.g., r/JoeBiden and r/Conservative) explicitly stated 

their political stances in their purpose statements and 

thus were selected for data collection. 

Sub-community-based data collection and filter-

ing. We collected one-year worth of data from the se-

lected sub-communities centering on the Election Day. 

We filtered the data using keywords related to the US 

presidential election, including political parties such as 

‘Democrat’, ‘Republican’, ‘GOP’, and ‘dems’, and po-

litical candidates such as  'Joe', 'Biden', 'Donald', and 

'Trump', resulting in 138,291 posts. We further filtered 

the data by removing the redundant, forbidden, bot-gen-

erated, and non-English posts, and posts with fewer than 

five words. The final dataset contains 9,717 posts (5,991 

posts before and 3,726 posts after the presidential elec-

tion).  

 

 
Figure 1. The temporal distribution of post counts 
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The distribution of post counts over the timeframe 

of data collection is shown in Figure 1. As expected, the 

volume of posts peaked around the Election Day. There 

are also two other noticeable peaks. One occurred before 

the election (i.e., October 2nd, 2020) when former Presi-

dent Trump and the first lady tested positive for 

COVID-19, and the other post-election (January 6th - 7th, 

2021) when the capital riot took place. 

3.2. Stance detection and party extraction 

Both stance detection and party extraction can be 

considered as a multi-label, multi-class classification 

problem. We propose an ensemble-based method utiliz-

ing zero-shot learning, namely Ensemble Zero-Shot 

Classifier (EZClass), to extract political parties and de-

tect stances from social media discourse. The architec-

ture of the member models utilizing zero-shot learning 

is shown in Figure 2, whereas the ensemble methods are 

illustrated in Figure 3.  

 

 
Figure 2. The zero-shot learning model 

 

3.2.1. Zero-shot learning 

 

To formulate text classification as a zero-shot learn-

ing problem, the texts to be classified are treated as 

premises and the classes as hypotheses. For instance, in 

the context of party detection, a sample premise is “as a 

long-time Biden supporter, I would consider voting for 

Trump in this election”; and the hypothesis is that the 

political party of this post is Republican/Democrat. For 

each of the hypotheses, the method assesses it against 

the three relationships, namely entailment (E), contra-

diction (C), and neutral (N)) by calculating the corre-

sponding probabilities. The entailment process is to im-

itate how humans decide the true class(es) from any as-

pect of a text (Yin et al., 2019). In the case of single-

label classification, the probabilities of the entailment 

relationship are fed into a softmax function to determine 

the most favorable class; while in multi-label classifica-

tion, the probabilities of all three relationships are cal-

culated for each label independently, to select all identi-

fied labels. In this study, we adopted the multi-label en-

tailment model since our problem is to determine both 

party and stance of each post. We first conducted a pilot 

study with a small subset of the data to determine the 

labels and hypotheses for the entailment model. Based 

on the results of the pilot study, we selected party labels 

as “democrat”, “Biden”, “republican”, and “Trump”, 

because they yielded the best performance, with the hy-

pothesis template of “The political party of the post is 

{}”. For stance detection, we selected “supportive” and 

“oppose” as labels, along with “The political stance of 

the post is {}” as the hypothesis template. 

The entailment model requires the premises and the 

hypotheses to be represented in the same embedding 

space. Transformers, as the latest development in NLP, 

are widely used to learn text embeddings. Given that 

zero-shot learning is an NLI task, it is reasonable to se-

lect the transformer models that are pre-trained for NLI 

tasks. Thus, we adopted the seven most popular models 

(based on a popular model repository (Models - Hug-

ging Face, n.d.). Before feeding the posts to the embed-

ding models, we performed standard text preprocessing 

tasks, including removing URLs, phone numbers, num-

bers, whitespace, hyphenated words, and quotation 

marks, as well as normalizing text encoding. 

The pre-processed texts are then fed into the mem-

ber models. To maintain the generalizability of the pro-

posed method, we employed small-, medium-, and 

large-sized pre-trained models as the member models. 

We found that larger models tend to be better at detect-

ing political parties from text content. In addition, the 

original softmax function appeared to be insufficient for 

both party and stance classifications using the entail-

ment model. For instance, party extraction is a multi-la-

bel classification problem, as discussed earlier. Based 

on the results of our pilot study, including class labels 

such as “both” and “neither” can heavily impact model 

outputs. As a result, we chose to use initial labels (Dem-

ocrat vs. Republican) and proposed a customized soft-

max function to accommodate the multi-label classifica-

tion. First, we summed the probabilities of “democrat” 

and “Biden” as well as “republican” and ”Trump” as the 

normalized classification probabilities, respectively. If 

only one of the probabilities (Democrat/Biden vs. Re-

publican/Trump) from the original softmax function 

was greater than a given threshold (e.g., 0.5), then the 
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associated label would be selected; if both probabilities 

were greater than the given threshold, then post would 

be classified as “both”; otherwise the post would be 

classified as “neither”. For stance detection, we custom-

ize the softmax function in a similar way. If probabilities 

of both supportive and opposing stances were either 

greater than or less than the threshold, the post would be 

classified as “neutral”. 

 

3.2.2. Ensemble and knowledge enhancement 

 

Although our tweaking of the premises and hypoth-

eses and customized softmax function enhanced the 

model performance, the individual learning models are 

considered “weak learners” due to the nature of the NLI 

tasks (Zhang et al., 2021). Therefore, ensemble learning 

has the potential to boost classification performance. In 

this study, we designed two types of ensemble learning 

models: majority vote and knowledge-enhanced meta-

modeling (see Figure 3). Besides the internal knowledge 

enhancement in zero-shot learning (with noisy labels 

from party extraction to stance detection), we propose a 

topic modeling-based knowledge enhancement method. 

 

 
Figure 3. Ensemble learning and knowledge en-

hancements 

 

Voting-based methods (bagging) are widely used to 

boost the performance of classifier ensembles by reduc-

ing the variance of the results across the member mod-

els. We selected the majority vote in this study since the 

results from our pilot study indicated weighted voting 

(using the entailment probabilities) did not show a sig-

nificant difference in performance, but a significant dif-

ference in computational complexity.  

One way for knowledge enhancement is to use the 

noisy labels from zero-shot learning for both classifica-

tion tasks in EZClass (e.g., party labels for party extrac-

tion, and both party/stance labels for stance detection) 

before performing zero-shot classification. The ra-

tionale for such a design decision is that party labels are 

helpful for stance detection since the latter is dependent 

on the former. Compared to the traditional meta-model-

ing methods, which only utilize the outputs from the 

member models (i.e., political party and stance labels), 

our model is able to learn from the post contents as well. 

To this end, we employed the bart-large-mnli model 

(Lewis et al., 2019) as the meta-model. 

Compared to the majority vote, the meta-modeling 

technique is suggested as the more appropriate ensem-

ble method for zero-shot text classification problems 

(Puri & Catanzaro, 2019). In addition, a voting-based 

ensemble requires all member models to perform (rela-

tively) well on the classification task, which however is 

hard to determine in zero-shot learning. On the other 

hand, meta-modeling ensembles (stacking) can relax the 

above assumption on modeling results. To incorporate 

domain knowledge into the meta-models, we first ap-

pend the class labels (e.g., political party and/or stance) 

to the post texts. 

To further enhance knowledge fusion in EZClass, 

we also decided to append topical terms to the original 

posts. To extract the topical terms, we leveraged a trans-

former-based topic modeling approach, BERTopic 

(Grootendorst, 2022), to extract topics from the posts. 

Compared to traditional topic modeling techniques, 

such as Latent Dirichlet Allocation or Non-negative Ma-

trix, BERTopic is more context-dependent, position-

aware, representative beyond the word level, and better 

at handling out-of-vocabulary words. We extracted the 

topic with the highest probability for each post, and then 

selected the top-N (e.g., 5) words associated with the 

topic (ranked by the relevance score) and appended 

them to the original posts. Finally, we combined the two 

meta-modeling strategies by appending both labels and 

topical terms to the original posts. 

3.3. Sub-community and comparative analysis 

To address the research questions about sub-com-

munities, we used stance diversity and party diversity as 

variables. The diversity of sub-community s, 𝐷(𝑠), was 

defined as entropy (see eq. (1)), where 𝑝(𝑐) denotes the 

probability of class c in all posts from s, and P and S 

denote the set of political parties or stances, respec-

tively. To operationalize the diversity measure, we lev-

eraged the output classes of the best models for political 

party extraction and stance detection (see Section 3.2).  

𝐷(𝑠) = − ∑ 𝑝(𝑐) 𝑙𝑜𝑔2 𝑝(𝑐)𝑐∈𝑃,𝑆  (1) 

To compare the different types of sub-communities, 

we used the focal political party of a sub-community 

(DTC vs. RTC) as the independent variable and stance 

diversity and party diversity as the dependent variables 

respectively, and performed independent-samples t-

tests. We repeated the above test by using the political 

stance of sub-communities (supportive vs. opposing) as 

the independent variable. 

To address the research questions about stance 

shift, we compared the distributions of political party 

and stance in sub-communities between the pre-and 
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post-election periods using the Chi-squared test. In ad-

dition, we performed this test for RTC and DTC sepa-

rately.  

4. Results and discussion  

4.1. Party and stance detection 

We prepared datasets in multiple steps to support 

the evaluation of our proposed models. First, we con-

ducted a pilot study by randomly selecting a subset of 

258 posts from the sorting-based post collection (see 

Section 3.1). Two researchers manually reviewed those 

posts to determine the expressed political party and 

stance independently. The inconsistent coding results 

were resolved via group discussion consisting of the two 

coders and a third researcher as an adjudicator. Based 

on the analysis results and our experience with the pilot 

study, we developed instructions for data annotation. 

Then, we randomly sampled 50 posts from the final sub-

reddit data collection (see Section 3.1) to validate our 

labeling instruction. Finally, we selected another ran-

dom set of 200 posts for manual annotation, and the re-

sulting dataset was used for our formal evaluations.  

We adopted the seven most popular models based 

on a popular model repository (Models - Hugging Face, 

n.d.). In addition, we performed ablation experiments by 

incrementally incorporating different components of 

our proposed methods, including majority vote and 

knowledge-enhanced meta-modeling.  The latter further 

consists of three different settings, posts+labels (ap-

pending party labels to posts), post+terms (appending 

terms to posts), and post+terms+labels. 

Given the imbalanced stance distribution in our da-

taset, we selected the weighted average F1 score (see eq. 

(2)) as the evaluation metric, where the F1 score is a 

harmonic mean of precision and recall. The F1-scores of 

individual classes (𝐹1(𝑦𝑐 , 𝑦̂𝑐),  𝑐 ∈ 𝐶) are derived as the 

average of the support of 𝑦𝑐 (|𝑦𝑐|/ ∑ |𝑦𝑐|𝑐∈𝐶 ), where 𝑦𝑐 

⊆ 𝑦 is from class 𝑐, and 𝑦̂𝑐 is the predicted class labels 

for 𝑦𝑐. 

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐹1 =  
1

∑ |𝑦𝑐|𝑐∈𝐶

∑ |𝑦𝑐|
𝑐∈𝐶

𝐹1(𝑦𝑐 , 𝑦̂𝑐)   (2) 

The model performances are reported in Table 1. 

The best result for each setting is highlighted in bold. 

The results of party extraction show that the post+terms 

model outperforms other alternative models with a 

weighted F1 score of 0.8. For the detection of political 

stance, posts+labels yield the best performance, with a 

weighted F1 score of 0.55.  

To further validate the model performances in stance 

detection, we compared the overall stances between 

supportive and opposing sub-communities based on the 

stances of their individual posts. The overall stance of 

each sub-community was measured as the ratio of posi-

tive to negative stance in its posts. The results of the in-

dependent-sample t-test show that the overall stance of 

supportive communities (mean=.589) is significantly 

higher (p<.01) than that of opposing counterparts (mean 

=.218). Similarly, we validated the performances in 

party extraction by comparing the overall targeted par-

ties between DTC and RTC based on the information 

extracted from their individual posts. The overall tar-

geted party was measured as the ratio of posts targeting 

democrats to those targeting republicans. The results 

show that the value of DTC (mean=1.390) is signifi-

cantly higher (p<.001) than that of RTC (mean =.225). 

The above results validate the effectiveness of our pro-

posed models. 

 
Table 1. Model performances on party extraction 

and stance detection 

EZClass Models Political Party Political Stance 

Majority Vote 0.76 0.52 

Post+Labels 0.73 0.55 

Post+Terms 0.80 0.47 

Post+Terms+Labels  0.78 0.46 

4.2. Sub-community analysis 

The descriptive statistics of the party diversity and 

stance diversity are reported in Table 2. Based on the 

outputs of party extraction, we plotted the party diver-

sity and distribution in Figure 4, which were sorted in 

ascending order of party diversity. The figure shows that 

party diversity varies widely across different sub-com-

munities, with the maximum value nearly doubling the 

minimum value. It can also be observed that the low di-

versity end (e.g., bottom 5) is dominated by RTC 

whereas the high diversity end (e.g., top 7) is mostly 

DTC except for r/AskThe_Donald. These observations 

suggest that the RTC is more likely to either target a sin-

gle party or no party, whereas DTC is more likely to ei-

ther target both parties or not mention any party than 

targeting a single party.  

 
Table 2. Descriptive statistics (mean[sd]) of party 

and stance diversity 

Target Party Party Diversity Stance Diversity 

Democrat 1.45 [.156] 1.31 [.177] 

Republican 1.20 [.204] 1.32 [.214] 

 

We produce a plot of stance diversity and distribu-

tion based on the stance detection outputs in Figure 5. 

The figure shows that those sub-communities ranked to-

ward the high-diversity end (e.g., top-5) are all RTC. 

They imply that some RTC tend to express mixed 
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stances that both promote their own viewpoints and crit-

icize those of the opposing parties. However, the sub-

communities with low stance diversity consist of a mix-

ture of DTC and RTC. In addition, most of the sub-com-

munities, particularly those with low stance diversity, 

are dominated by the opposing stance, which expresses 

criticism of the target parties of their interests. 
 

 
Figure 4. Political party distribution and party diversity of sub-communities 

 

 
Figure 5. Political stance distribution and stance diversity of sub-communities

4.3. Comparative analyses 

The t-test results of comparing party diversity be-

tween DTC and RTC reveal a significant difference 

(p<.01), with DTC showing a higher level of party di-

versity than RTC. The analysis of stance diversity did 

not yield any significant difference between DTC and 

RTC (p>.05).  

The analysis results of stance diversity between 

sub-communities with different political stances show 

that the sub-communities with a supportive stance 

(mean=1.39, std = .155) have a higher stance diversity 

than those with an opposing stance (p<.01; mean=1.17, 

std=.217). They suggest that the advocacy sub-commu-

nities tend to use mixed stances, whereas opposition 

sub-communities tend to adopt a consistent stance.  

The Chi-square test results show that stance distri-

bution in DTC shifted significantly (p<.05) after the 

presidential election, while there was only a slight 

change in stance distribution for RTC (p<.1). Specifi-

cally, there was an increase in the percentage of positive 

stances in DTC, and a slight drop in the percentage of 

negative stances in RTC following the election. 

5. Conclusion and future work 

The main findings and research implications of this 

study are summarized as follows. First, using zero-shot 

and ensemble learning techniques, we built models to 

detect political stances and extract target parties from 

social media posts. The empirical results demonstrate 

that our proposed model — EZClass yields reasonable 

performance for both party extraction and stance detec-

tion. In addition, knowledge enhancement contributes to 

model performance. Second, our analysis of social me-

dia discourse at the sub-community level reveals within-

community variances with respect to political parties 

and stances. Such findings challenge the assumption 

that individual contents in a sub-community are uni-

formly aligned with the stated political purposes of the 

sub-community. Third, the results of our comparative 

analyses uncover some interesting cross-community 

differences with respect to the characteristics of their 

political party and stance, and shifts in political stance 

following the presidential election.  

The findings of this study have practical implica-

tions for social media platforms, community moderators 
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and members, and political stakeholders. Social media 

platforms may leverage EZClass to facilitate stance cat-

egorization and summarization (Al-Ghadir et al., 2021) 

and even identify relevant arguments for different 

stances. In addition, community moderators may use our 

proposed models to support content moderation to en-

force community norms and rules. The models can also 

help community members reduce information overload 

through the detection of political parties and stances. 

Further, the deep understanding of the complex political 

discourse this study provides can help political stake-

holders formulate effective strategies for using social 

media to achieve their political goals.   

This work has several limitations, which motivate 

future research issues. First, the data used in the model 

evaluation was relatively small due to its reliance on 

manual annotation. It would be desirable to validate our 

proposed models with a larger dataset. Second, we 

adopted the seven most popular pre-trained models in 

learning text embeddings. Another promising direction 

is to incorporate a self-training strategy using reinforce-

ment learning into zero-shot learning (Ye et al., 2020). 

In addition, semi-supervised learning (e.g., combining 

zero-shot learning with traditional classification) may 

help boost the performance of stance detection models. 

Third, we used the post content and lexical terms to im-

prove model performance in stance detection and party 

extraction. Our model architecture can be extended to 

incorporate other forms of knowledge such as 

knowledge graphs (Chen et al., 2022). Fourth, we 

treated different political parties as independent to gen-

erate model outputs. However, a single social media 

content may express political stances toward multiple 

parties. In other words, neither political stance nor party 

categories are mutually exclusive. One possible solution 

is to develop multi-label stance detection models (Sob-

hani et al., 2017), which can leverage the information 

about the relationships between different targets. 
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