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Abstract 
Strategic conversations involve one party with an 

informational advantage and the other with an interest 

in the information. This paper proposes machine-

learning based measures to quantify the degrees of 

evasiveness and incoherence of the informed party 

during real-time strategic conversations. The specific 

empirical context is the questions and answers (Q&A) 

part of earnings conference calls during which 

managers endure high pressure as they face analysts’ 

scrutinizing questions. Being reluctant to disclose 

adverse information, managers may resort to evasive 

answers and sometimes respond less coherently due to 

increased cognitive load. Using data from the earnings 

calls of the S&P 500 companies from 2006 to 2018, we 

show that the proposed measures predict worse next-

quarter earnings. Moreover, the stock market perceives 

incoherence as a negative signal. This paper contributes 

methodologically by developing two novel machine-

powered measures to automatically evaluate behavioral 

cues during real-time strategic conversations. The 

proposed analytical tools are particularly beneficial to 

resource-constrained and informationally 

disadvantaged parties such as retail investors who may 

not be able to effectively trade on signals buried deep in 

unstructured conversational data. 

 

Keywords: conversation analytics, topic modeling, 

deep learning, conference calls. 

1. Introduction  

We humans are good at, and often proud of our 

ability to listen between the lines — that we can infer 

information implicitly conveyed and sometimes 

inadvertently revealed by a speaker. Being able to 

discern subtleties in conversations is such a unique 

human skill that we generally consider it as an important 

aspect of intelligence that machines can hardly emulate. 

This, however, is changing, as we witness a new 

technology revolution. 

With the rapid advances in machine learning 

methods and computing power over the past few 

decades, the performance of computer programs has 

increased so dramatically that we now routinely refer to 

them as artificial intelligence, or AI. Not surprisingly, 

companies in almost all industries are racing to augment 

their human intelligence with machine intelligence. 

Indeed, if we think of human intuitions and experiences 

as algorithms embodied in biological rather than 

artificial neurons, it is only logical that AI algorithms, 

equipped with faster computation and more data, may 

eventually surpass where our intuitions and experiences 

can take us.  

The broad context of this paper is real-time strategic 

conversations where one party has an informational 

advantage while the less informed party typically has an 

interest in such information. Our objective is to measure 

the degrees of evasiveness and incoherence during such 

real-time conversations using machine learning 

algorithms. We believe these two measures are 

particularly meaningful in such contexts because of the 

following three ingredients: the incentives of the two 

parties are not aligned; the informed party usually has 

certain flexibilities in whether, to what extent, and how 

to reveal information; and the informed party often 

needs to improvise in answering unexpected questions 

due to the real-time nature of the conversation. As social 

psychologists (Goffman 1959) have long recognized, 

there are two types of expressions during social 

interactions: expressions given and expressions given 

off. Expressions given are the verbal or non-verbal 

signals we intend for others to receive while expressions 

given off are those we do not intend for others to receive. 

Traditionally, the less informed party relies on their 

shrewdness and acumen to detect expression given off. 

This paper is based on the premise that the performance 

of modern machine learning algorithms has reached the 

tipping point of being able to detect expression given off 

and may sometimes even do so better than humans. 

The specific context for our empirical evaluation is 

earnings conference calls where managers of a public 

company discuss the financial results of a reporting 

period. Unlike the management discussion part of an 

earnings conference call which is typically scripted and 

well-prepared, the questions and answers (Q&A) part is 

conversational and impromptu. Managers need to 

improvise in answering questions posed to them, which 

are often difficult to predict. They must also do so under 
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time constraints without real-time support from their 

staff members. Such a “conversational dance” between 

managers and analysts is an example of real-time 

strategic conversation. Moreover, once we measure the 

degrees of evasiveness and incoherence of such a 

conversation, we can study their implications using 

objective quantities such as stock market reactions and 

next-quarter earnings. 

Using the earnings conference calls of the S&P 500 

companies from January 2006 to December 2018, we 

find that both evasiveness and incoherence forecast 

worse next-quarter earnings, and incoherence also 

predicts worse next-day abnormal stock return. These 

results demonstrate the value of our proposed measures 

and also provide clear policy implications for regulators 

to mitigate information processing inequalities between 

institutional and retail investors which otherwise may 

“deter stock market participation and impede economic 

growth” (Lev, 1988, Blankespoor et al. 2020, page 21). 

2. Conversation analytics: literature 

foundation 

Conversation analysis focuses on what speakers do 

to deliver and interpret information in oral interaction 

(Liddicoat 2021). Using recorded service conversations 

or live comments on video streaming platforms 

respectively, Li et al. (2020) and Zhang et al. (2020) are 

the only studies exploring the interaction or responses 

between content providers and receivers. Though its 

application in business research is still in its infancy, 

conversation analytics can potentially help manage 

customer service conversations to improve satisfaction 

(Li et al. 2020) and predict sales (Zhang et al. 2020). 

Lacking reliable tools to analyze strategic conversations 

limits the development of this line of research. 

 The nascent field of non-cooperative/semi-

cooperative dialogues in computer science and 

computational linguistics shed some light on analyzing 

conversation strategies. This literature explores 

conversations when an agent tries to manipulate her 

adversary (Lewis et al. 2017). Such a setting has been 

barely explored but is particularly relevant for gauging 

information proactively, persuading, negotiating against 

by hiding information (Cuayáhuitl et al., 2015) or 

learning and thus playing tactics (Zhou et al., 2019), and 

even deceiving other players (Lewis et al., 2017). A 

growing interest in the studies of strategic conversation 

also explores reasoning together with strategy 

generation (Lewis et al., 2017). These works learn 

conversation strategies from dialogues by mostly using 

(deep) reinforcement learnings with a reward function 

that provides positive feedback only when it meets the 

user’s goals. Our paper is in the same spirit because we 

try to quantify two specific aspects of real-time strategic 

conversation. However, instead of assisting humans in 

non-cooperative conversations with algorithms, our 

approach focuses on human-augmented AI measures of 

strategic conversation, rather than AI-augmented human 

interactions. In our empirical setting, analysts are well-

trained and experienced investors with insightful 

questions in mind. We aim to construct scalable 

methods to evaluate strategic conversations elicited by 

expert intelligence, including the aspects of evasiveness 

and incoherence. 

The notion of evasiveness in conversation analytics 

is inspired both by the literature and by the conventional 

wisdom. An evasive answer occurs when the informed 

party uses shifting & refocusing tactics by, for example, 

briefly commenting on the thorny aspect but dwelling 

on the favorable parts, or replacing the original question 

with a related but different one. The strategy of 

providing an evasive answer, although intuitive, has its 

theoretical root in the classical work of Crawford and 

Sobel (1982) and a class of game-theoretical models 

called the persuasion games. In a persuasion game, the 

sender, who has an information advantage, can withhold 

information, but cannot lie because the receiver can 

verify any information reported. Under some mild 

conditions, Milgrom (1986) showed that the receiver’s 

unique equilibrium strategy is the so-called “assume the 

worst” strategy in which the receiver infers that leads to 

the least favorable decision for the sender, conditional 

on the information available. This result confirms the 

intuition that an evasive strategy should be negatively 

interpreted by a rational receiver. 

For our particular empirical context, such a strategy 

is often formulated as the management obfuscation 

hypothesis. The hypothesis argues that managers 

obfuscate information when firm performance is 

unsatisfactory so that the processing cost of adverse 

information would increase, which may delay or even 

prevent an adverse stock market reaction to the 

information. Because outright lying and silence during 

the Q&A of an earnings call are out of the question, 

answering in an evasive way that clouds, disguises, or 

even distorts private information could be a feasible 

option for some managers (Khalmetski et al. 2017). 

Indeed, there are empirical evidences suggesting that 

managers sometimes present less relevant information 

to avoid giving a direct answer (Larcker and 

Zakolyukina 2012). Naturally, analysts and investors 

are interested in evaluating behavioral or linguistic cues 

that suggest evasiveness. In fact, the value proposition 

of some companies is exactly their expertise to uncover 

deceptive behavior, including the detection of 

executives’ evasive responses. For example, Business 

Intelligence Advisors (BIA), a hedge-fund consulting 

firm, hires former Central Intelligence Agency (CIA) 

employees to analyze language clues (Javers 2010). 
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Specialists at BIA try to gauge whether managers 

directly answer questions rather than dancing around the 

topics. An important type of behavioral cues they look 

for is “management replies larded with irrelevant 

specifics.” For example, by analyzing how managers of 

UTStarcom diverted questions during one earnings call, 

BIA successfully predicted their profitability. In 

accounting practice, the Public Company Accounting 

Oversight Board (PCAOB) also has emphasized that 

auditors should consider observing or reading 

transcripts of earnings calls, as a part of the procedure 

when assessing material misstatement (PCAOB 2008). 

Besides revealing information about firm fundamentals, 

how definitive and direct managers answer questions 

during conference calls also seems to influence stock 

price movement. For example, on July 20, 2015, Jim 

Cramer from CNBC credited  Google’s share surge after 

its conference call to its new CFO Ruth Porat for being 

more down-to-earth in answering questions than her 

predecessors. 

To construct the evasiveness measure, we use the 

Latent Dirichlet Allocation (LDA) (Blei et al. 2003), an 

unsupervised algorithm that relies on a set of parametric 

assumptions and the co-occurrence patterns of words in 

different documents to uncover latent topics in each 

document. Using the LDA output, we summarize each 

question or answer using a topic vector where each 

element of the numerical vector indicates the proportion 

of the corresponding topic being covered in that 

document. Once we represent each document as a topic 

vector from the same topic space, we compare the topic 

vectors of a pair of question and answer to measure how 

“thematically matched” they are. The more similar an 

answer is to the corresponding question in terms of their 

topic coverage, the less evasive the answer is. 

Our incoherence measure is motivated by theories 

and evidences from the psychology literature on 

deception. According to this literature, deception 

induces greater cognitive load out of a need to avoid 

contradicting former statements or facts that the 

observer may know about. As a result, deceptive 

accounts appear less coherent (Hauch et al. 2015). In our 

empirical context, managers who hide or distort some 

adverse information will experience a greater cognitive 

load which may lead to less coherent answers. To 

construct the incoherence measure, we quantify how 

smooth a manager’s thoughts flow within the answer. 

This is inherently a challenging task, if possible at all, 

because thought is a very abstract construct. Luckily, 

recent advances in deep learning research allow us to 

encode the thought carried by a sentence using a 

numerical vector. In particular, we rely on a state-of-the-

 
1 By semantic level, we meant compositional 

semantics. 

art deep learning model which is native to coherence in 

text tasks (Lan et al. 2019) to measure the smoothness 

of the thought flow. Our incoherent measure learns 

representations of conversations by maximizing the 

likelihood of sentences orders which is similar to Yarats 

and Lewis (2018). 

3. Measure constructions 

3.1. Evasiveness 

Our measure of evasiveness is designed for 

conversational data and is based on statistical language 

modeling. It can be computed in real-time without 

human involvement, hence is scalable. Moreover, the 

measure is domain agnostic because the underlying 

topic space is not pre-defined.  

Before describing our approach, we first review 

how current business literature measure concepts that 

are related to our notion of evasiveness. The first related 

concept is informativeness which is often measured by 

the number of words, i.e., length (Lee 2012, Miller 

2010, Ertugrul et al. 2017, Loughran McDonald 2014). 

We believe such a crude measure is too noisy and 

inaccurate to capture evasiveness because evasiveness 

answers can be long and direct answers can be short. 

Two more closely related concepts are readability and 

vagueness. Readability is often measured by word 

complexity (Biddle et al. 2009, Miller 2010, Lehavy et 

al. 2011, Lawrence 2013) and the presence of 

grammatical errors (Hwang Kim 2017), while 

vagueness is typically measured by the proportion of 

words from a pre-defined vagueness lexicon: a category 

of words that indicate uncertainty (Loughran McDonald 

2013, Ertugrul et al. 2017, Dzieliński et al. 2017). The 

underlying motivation for this approach is that these 

function words (e.g., may, might, could) may reflect the 

attitude or mood of the manager. A big drawback of this 

approach, however, is that a person’s use of these 

function words can also result from the need to be polite. 

According to one of the most influential politeness 

theories (Brown et al. 1987), speaking indirectly is a 

strategy to mitigate face threats directed to the listener 

during social interaction. Thus, the use of words from 

the vagueness lexicon may alternatively reflect the need 

to reduce face threats whenever a disagreement arises 

rather than indicating an evasive strategy. 

Our approach is fundamentally different from the 

abovementioned approaches all of which are 

implemented at the lexical level. We aim to evaluate 

evasiveness directly at the semantic level1 which is how 
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we humans detect evasiveness. Of course, the challenge 

is to use an algorithm to evaluate how the content of an 

answer “matches” that of the corresponding question. 

Intuitively, we need to represent a question and an 

answer as two topic vectors where each element of a 

vector indicates the proportion or weight of that topic 

covered by the question or answer. We can then measure 

how “relevant” an answer is in terms of properly 

touching on each topic in the corresponding question by 

comparing the similarity of their topic vectors. 

While this semantic-level approach can be 

implemented using any algorithm that returns a topic 

vector for each document (i.e., a question or an answer), 

a natural choice is the LDA topic model, which allows 

us to represent each document as a dense topic vector 

once we specify the number of topics in the topic space. 

The LDA model has been widely applied in a variety of 

domains. In the IS literature, researchers have used LDA 

to compare content similarity between documents. For 

example, Shi et al. (2016) use LDA to represent each 

company’s textual description on CrunchBase as a topic 

vector, and then use those topic vectors to compute a 

business proximity measure between each pair of 

companies. The measure is then validated using an 

application of mergers and acquisitions in the U.S. high 

technology industry. Chen et al. (2021) compare an 

executive’s job description and the executive's tweets 

using LDA in order to gauge the job relevance of those 

tweets which is then used to construct a measure of 

social media personal branding. They then study 

whether social media personal branding improves a job 

candidate’s labor market performance in the context of 

executive employment and compensation. Along this 

line of work, we also measure the relevance between 

two documents: a financial analyst’s question and a 

manager’s answer, in order to measure the degree of 

evasiveness in the manager’s response. 

Technically, the LDA model assumes a two-step 

document generative process using a Dirichlet 

distribution for topic proportion per document and 

another Dirichlet distribution for topic generation per 

corpus, where a topic is defined as a distribution over a 

fixed vocabulary and each document is assumed to 

cover a mixture of topics. For each document, LDA 

draws a topic proportion from the first Dirichlet 

distribution. Then, for each word of that document, it 

first draws a topic based on the realized topic proportion 

and draws the word based on the topic definition which, 

shared by all documents in the corpus, is drawn from the 

second Dirichlet distribution. Once we feed the 

algorithm with a collection of textual documents, the 

algorithm estimates all model parameters, including the 

topic vector for each document. 

In our context of business conversation, suppose the 

topic vector of the 𝑗 -th question document for the 

informed party 𝑖  is  𝑇𝑖,𝑗
𝑄

, and the topic vector of the 

corresponding answer is 𝑇𝑖,𝑗
𝐴 . We calculate 𝑒𝑖,𝑗 , the 

evasiveness of the 𝑗-th answer as the cosine distance of 

the two corresponding topic vectors of the question and 

answer, i.e., 

𝑒𝑖,𝑗 ≡ 1 −
𝑇𝑖,𝑗

𝑄 ⋅ 𝑇𝑖,𝑗
𝐴

||𝑇𝑖,𝑗
𝑄 || ⋅ ||𝑇𝑖,𝑗

𝐴 ||
 

The evasiveness of an entire conversation is then 

calculated by averaging 𝑒𝑖,𝑗  over all questions. To 

reduce noise, we ignore trivial questions which are 

defined as those routine greetings or checking (e.g., a 

check for connections during conference calls). To 

overcome the limitation of LDA for short documents, 

we also apply the following heuristic rules: If the 

response from the informed party is short and definite, 

i.e., less than 5 words and containing words such as yes, 

sure, correct, you bet, yeah, right, no, we set its 

evasiveness measure to 0. 

 

3.2. Incoherence 

Linguistic research on text coherence and cohesion 

has exploited the connection of neighboring text for 

measurement (Hobbs, 1979; Halliday and Hasan, 1976; 

Grosz et al., 1995; Foltz et al. 1998). Recent 

advancements in natural language processing often train 

deep learning models by predicting words in adjacent 

sentences (Kiros et al. 2015;  Devlin et al. 2019), 

predicting following sentences (Gan et al. 2017) and 

discourse markers (Jernite et al. 2017). Among these, 

BERT (Devlin et al. 2019) has stirred the machine 

learning community by presenting state-of-the-art 

results in a wide variety of NLP tasks. 

Our incoherence measure is based on a variant of 

BERT called the lite BERT for self-supervised learning 

of language representations, or ALBERT which aims to 

address the “ineffectiveness of the next sentence 

prediction (NSP) loss proposed in the original BERT” 

(Yang et al., 2019; Liu et al., 2019). The ALBERT 

model introduces a loss for sentence-order prediction 

(SOP), which focuses on inter-sentence coherence to 

boost the performance of BERT in predicting the next 

sentence. Different from BERT which combines topic 

prediction and coherence prediction in constructing 

loss, ALBERT focuses primarily on coherence, which 

guides the model to “learn finer-grained distinction 

about discourse-level coherence properties” (Lan et al. 

2019), resulting in a drastic improvement in capturing 

text ordering. More specifically, ALBERT models 

achieve this goal by using natural sequences and 

swapped ones as positive and negative examples rather 

than treating sentences from different documents as 
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negative examples.  

Because ALBERT specializes in sentence order 

prediction with a focus on inter-sentence coherence 

(Lan et al., 2019), we build our incoherence measure 

based on this algorithm. Our use of the BERT 

framework is native because the training of BERT is 

based on a combined loss function of the Masked 

Language Modeling (MLM) and the Next Sentence 

Prediction (NSP), which captures coherence and 

cohesion on word and sentence level respectively. In 

other words, measuring incoherence is a native task for 

the BERT-family models. Consequently, this fact not 

only improves the interpretability of our measure of 

incoherence, but also offers some face validity at the 

algorithmic design level, which also differentiates our 

use of the BERT network structure from other 

applications of BERT. 

Furthermore, we modify the loss using human 

perceptions rather than crude and artificially constructed 

negative examples, and take the last layer hidden state 

of the first token of the sequence (the CLS token) and 

further process it by a linear layer followed by a softmax 

activation function. The linear layer weights are learned 

from the next sentence prediction (classification) 

objective during fine-tuning. We define incoherence as 

one minus the output probability of being coherent. 

Thus, we extend ALBERT to integrate human 

intelligence with inter-sentence coherence. 

 

4. Measure validations 

4.1. Evasiveness 

We validate the proposed evasiveness measure by 

comparing our algorithm-based evasiveness measure 

and human perception. 

We compare whether and to what extent humans 

agree with answers considered evasive or direct by our 

measure. We recruited 30 undergraduate business major 

students from a large U.S. university and asked them to 

rate the degree of evasiveness of each answer on a scale 

from 0 to 9 for 335 pairs of questions and answers (161 

conversations) from our data. Again we examine both 

linear and rank-order correlations between our measure 

and human perceptions. We found that in both cases the 

correlation is reasonable and statistically significant 

(Pearson correlation=0.166 with p = 0.036 and 

spearman correlation= 0.178 with p=0.024). 

4.2. Incoherence 

To validate our incoherence measure, we compare 

incoherence measured by our method and incoherence 

perceived by humans using conference calls. We invite 

16 business major undergraduate students from a public 

university in the U.S. to label 347 earnings call 

responses. Table 1 reports a significant positive 

correlation between student rating and our measure. 
Table 1.  Comparing human perceived incoherence 
and the incoherence measures using earnings calls 

sample 
Domain Earnings Call 

Total data num 347 

Train pos num 50 

Train neg num 50 

Batch size 64 

Epoch num 8 

Test num 247 

Corr Coef 0.411*** 

Note. *** 𝑝 < 0.01, ** 𝑝 < 0.05, * 𝑝 < 0.1. The 

same notations apply to all tables in this paper.  

In summary, we find that deep learning based 

incoherence measure captures the human perception of 

incoherence well in various domains. 

5. Application: deciphering conference 

calls 

In this section, we analyze conference calls using 

our proposed measures. Conference calls are held in 

conjunction with earnings announcements as a form of 

voluntary disclosure. There is typically a management 

presentation part during which managers share their 

interpretations of company performance and provide 

any additional information, followed by a Q&A session 

during which analysts may question those 

interpretations and request additional information. We 

use our proposed measures to evaluate the evasiveness 

and incoherence of the Q&A session and investigate 

whether such information predicts next-day abnormal 

stock return and next-quarter earnings surprises. 

5.1. Data and variables 

We obtained transcripts of all earnings conference 

calls held by S&P 500 companies between January 2006 

and Dec 2018 from the Factset database. To construct 

our key measures, we first organize the transcript of 

each conference call into document pairs where each 

pair consists of one document containing a question 

raised by an analyst and another document containing 

the corresponding answer given by a manager. Our 

evasiveness measure is based on how matched the two 

documents are on the topic level.  

Although our results are robust to different numbers 

of topics (e.g., 50), we set it to 30 for two reasons. First, 

this model best describes the text we observed according 

to the model perplexity. Second, the topics learned seem 

meaningful based on human reading. With a very large 
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number of topics, keywords often overlap significantly 

across topics, making them less interpretable. For 

incoherence, we apply the fine-tuned ALBERT model 

to managers’ responses.  

Our two dependent variables are the next-day 

abnormal stock return and next-quarter earnings 

surprise. We obtained stock returns data from the CRSP 

database, and analysts’ forecast data from the I/B/E/S 

database. We also obtain firm balance sheet information 

from the Compustat database. After removing earnings 

calls with missing data, we obtain our final sample of 

6,812 earnings calls. 

5.2. Abnormal return 

We first investigate how the stock market responds 

to managers’ evasiveness and incoherence during the 

earnings conference call. To do so, we predict the next-

day stock abnormal return using these measures along 

with many control variables. We measure abnormal 

return based on the three-factor model (Fama French 

1993). Like other papers in this literature, we do not 

claim strong causality in the sense of randomized 

experiments or quasi-experiments. 

To control for the earnings shock, we include the 

earnings surprise of the quarter just ended. We also 

control for firm characteristics and risk factors that are 

often considered in the literature. More specifically, we 

include: (1) the abnormal return of the earnings call day 

( 𝐹𝐹𝐶𝐴𝑅0,0 ), the prior day ( 𝐹𝐹𝐶𝐴𝑅−1,−1) and the 

previous two days (𝐹𝐹𝐶𝐴𝑅−2,−2) to control for short-

term stock returns; (2) the abnormal return of the 

previous month (𝐹𝐹𝐶𝐴𝑅−30,−3) to control for medium-

term stock returns; (3) the momentum effect from the 

past year; (4) the firm size and book-to-market ratio to 

control for the priced factors (Fama and French 1992); 

and (5) the trading volume. 

Due to the conversational nature of our data, we 

also account for question complexity using the 

logarithm of the number of topics with positive 

probabilities in a question.  Moreover, we take the 

content information and sentiment into consideration 

using the log of total words delivered by executives and 

its percentage of negative sentiment measured by 

Loughran and McDonald (2011).    

Table 2 reports the estimation results of four 

different specifications. The results show that 

incoherence consistently predicts lower stock returns at 

least the 5% level of statistical significance. Comparing 

the results from column 1 and 2, in terms of economic 

magnitude, the two language cues boost the adjusted R2 

by 20.78% when we predict the next-day abnormal 

return (𝐹𝐹𝐶𝐴𝑅1,1). An increase of incoherence by one 

standard deviation lowers the abnormal stock return by 

about 0.05 standard deviation. Clearly, managers’ 

failure to answer coherently during the earnings calls is 

negatively perceived by investors. Investors understand 

managers’ informational advantage and interpret 

incoherence as negative signals. However, evasive 

answers did not trigger a statistically significant 

decrease in the next-day abnormal return. These 

findings remain robust if we include year and/or firm 

fixed effects, as we report in columns 3 and 4. 

As for control variables, we find, not surprisingly, 

that the just-announced earnings surprise strongly 

explains the abnormal return. Since the earnings 

announcement is the most informative event in many 

cases, we expected and find that the same-day abnormal 

return 𝐹𝐹𝐶𝐴𝑅0,0  is insignificant after controlling for 

earnings surprises. The long-term momentum 

demonstrates a reversal. We also find that the total 

information content and negative sentiment to be 

informative in predicting returns. Not surprisingly, quite 

a few control variables are insignificant because, in a 

highly efficient stock market, few variables would 

contain information that can predict stock returns. 
Table 2. Predict stock returns 

DV: Risk-
Adj Returns 
(𝐹𝐹𝐶𝐴𝑅1,1) 

(1) (2) (3) (4) 

Incoherenc
e 

 
-

0.0492**
* 

-
0.0468**

* 

-
0.0397** 

  (0.0137) (0.0138) (0.0200) 

Evasivenes
s 

 -0.0116 -0.0124 -0.0053 

  (0.0128) (0.0128) (0.0140) 

𝐹𝐹𝐶𝐴𝑅0,0 -0.0104 -0.0111 -0.0119 -0.0175 

 (0.0133) (0.0133) (0.0133) (0.0136) 

𝐹𝐹𝐶𝐴𝑅−1,−1 0.0044 0.0046 0.0037 0.0070 

 (0.0137) (0.0137) (0.0137) (0.0140) 

𝐹𝐹𝐶𝐴𝑅−2,−2 0.0150 0.0148 0.0149 0.0165 

 (0.0134) (0.0133) (0.0134) (0.0136) 

𝐹𝐹𝐶𝐴𝑅−30,−3 -0.0078 -0.0104 -0.0144 -0.0256* 

 (0.0143) (0.0144) (0.0146) (0.0150) 

𝐹𝐹𝛼 
-

0.0355** 

-
0.0379**

* 

-
0.0391**

* 

-
0.0545**

* 
 (0.0141) (0.0141) (0.0148) (0.0160) 

Earnings 
Surprises 

0.1365**
* 

0.1346**
* 

0.1383**
* 

0.1673**
* 

 (0.0225) (0.0225) (0.0225) (0.0240) 

log(Market 
Equity) 

0.0018 -0.0029 -0.0006 
-

0.2069**
* 

 (0.0160) (0.0160) (0.0161) (0.0597) 

log(Book 
/Market) 

-0.0067 -0.0007 0.0005 0.0159 

 (0.0132) (0.0133) (0.0134) (0.0561) 

log(Share 
Turnover) 

0.0254 0.0203 0.0315* 0.0415 
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 (0.0156) (0.0157) (0.0164) (0.0329) 

log(total 
words) 

0.0640**
* 

0.0598** 0.0499** 0.0775** 

 (0.0243) (0.0243) (0.0254) (0.0315) 

Sentiment 
-

0.0490**
* 

-
0.0466**

* 

-
0.0460**

* 

-
0.0775**

* 
 (0.0164) (0.0164) (0.0166) (0.0218) 

Question 
Complexity 

-0.0078 -0.0122 -0.0136 -0.0147 

 (0.0128) (0.0129) (0.0131) (0.0144) 

Year FE   Yes Yes 

Firm FE    Yes 

Observation
s 

6,808 6,808 6,808 6,807 

Adjusted R-
squared 

0.0077 0.0093 0.0094 0.0071 

5.3.  Earnings surprises 

To understand whether trading on evasiveness and 

incoherence detected during earnings conference calls is 

well-grounded in firm fundamentals or merely results 

from market overreaction, we further investigate 

whether evasiveness and incoherence actually predict 

worse next-quarter earnings surprises. To do so, we 

follow the accounting literature and assess firm 

fundamentals using the standardized earnings surprise 

based on analysts’ forecast errors (AFE) which is 

calculated as the median of the forecast errors by all 

equity analysts of a firm’s quarterly earnings using each 

equity analyst’s most recent forecast. Following the 

literature, we adjusted AFE by the volatility of seasonal 

changes in earnings which are calculated using seasonal 

changes in earnings in the past up to 18 quarters. 

We include as control variables the lagged 

dependent variable, firm size measured by the logarithm 

of its market equity, and the logarithm of its book-to-

market ratio, the last two of which are evaluated at the 

end of the preceding year. We control for the trading 

volume, which is the logarithm of annual shares traded 

adjusted by outstanding shares at the end of the previous 

year. 

To remove the predictive power from past returns, 

we include three control variables for a firm’s recent 

returns which are calculated from an earnings 

announcement event study using the benchmark returns 

based on the three-factor model (Fama and French 

1993). In particular, denoting the earnings call date as 

day 𝑡  and the next quarterly earnings announcement 

date as day 0 , we include the cumulative abnormal 

return during the trading window [-30, -3] 

( 𝐹𝐹𝐶𝐴𝑅−30,−3 ) and the abnormal return on day -2 

(𝐹𝐹𝐶𝐴𝑅−2,−2). These two variables capture the return 

information for the past 29 trading days prior to the next 

earnings announcement, which should have 

incorporated the most recent information about firm 

fundamentals. To control for the firm’s return 

momentum (Jegadeesh and Titman 1993) over the 

previous year before the earnings call, we include the 

control variable 𝐹𝐹𝛼, which is the estimated intercept 

from the event study regression. It measures the in-

sample cumulative abnormal return of the previous year. 

To remove the predictive power from analysts’ 

forecast dispersion and forecast revision before the next 

earnings announcement, we control for both variables. 

To construct forecast revision, we sum the median of the 

scaled moving changes in earnings forecast within the 

past three months: 𝑅𝐸𝑉𝑖,𝑡 = ∑2
𝑗=0 (𝑓𝑖,𝑡−𝑗 − 𝑓𝑖,𝑡−𝑗−1)/

𝑝𝑖,𝑡−𝑗  where 𝑓𝑖,𝑡  is the median analyst’s quarterly 

forecast of firm 𝑖 in month 𝑡. The monthly revision is 

scaled by the stock price, 𝑝𝑖,𝑡−𝑗. We calculate forecast 

dispersion as the standard deviation of the most recent 

earnings forecasts before the next earnings 

announcement, scaled by the volatility of seasonal 

changes in earnings. 

We estimate a pooled OLS model with and without 

year fixed effects. In accordance with earnings surprise 

literature (Mayew and Venkatachalam 2012; Kelley and 

Tetlock 2013; Chen 2014), we did not include firm fixed 

effects since the firm trend in earnings is already 

adjusted. Indeed, since the earnings surprise measures 

analysts’ forecast error, any persistent under- or over-

estimate of the earnings for a firm over years cannot 

exist in equilibrium. 

Table 3 reports the estimation results. We find that 

both incoherence and evasiveness predict unexpected 

lower future earnings. In terms of magnitude, the 

conditional expectation of SAFE will be 0.0172 × 

4=0.0688 standard deviation lower when the 

incoherence measure increases from two standard 

deviations below its mean to two standard deviations 

above. Similarly, the predicted next-quarter earing 

surprise will be 0.0724 standard deviations lower as the 

evasiveness measure moves from two standard 

deviations below to two standard deviations above the 

mean. Among the control variables, we find that lagged 

earnings surprise, return momentum, and recent returns 

are strong predictors for future earnings surprises. We 

also find analyst forecasts dispersion to be informative 

in predicting earnings surprises in both specifications. 

To summarize, after controlling for factors 

commonly suggested in the literature that predict 

earnings, we find that evasiveness and incoherence still 

contain additional information on a firm’s future 

earnings surprise. 
Table 3.  Predict earnings surprises 

 (1) (2) 

Incoherence -0.0172** -0.0198** 
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 (0.0087) (0.0088) 

Evasiveness -0.0181** -0.0175** 
 (0.0081) (0.0081) 

Earnings Surprises 
(lagged) 

0.2178*** 0.2128*** 

 (0.0143) (0.0143) 

Forecast Dispersion 0.1507*** 0.1518*** 
 (0.0081) (0.0082) 

Forecast Revision 0.0084 0.0133 
 (0.0139) (0.0141) 

log(Market Equity) 0.0172* 0.0145 
 (0.0102) (0.0102) 

log(Book/Market) -0.0158* -0.0145* 
 (0.0085) (0.0086) 

log(Share Turnover) 0.0087 -0.0016 

 (0.0100) (0.0104) 

𝐹𝐹𝛼 0.0452*** 0.0519*** 

 (0.0083) (0.0086) 

𝐹𝐹𝐶𝐴𝑅−30,−3 0.0351*** 0.0382*** 
 (0.0085) (0.0085) 

𝐹𝐹𝐶𝐴𝑅−2,−2 0.0235*** 0.0223*** 
 (0.0078) (0.0078) 

log(total words) -0.0003 0.0151 
 (0.0154) (0.0161) 

Sentiment -0.0100 -0.0141 
 (0.0104) (0.0105) 

Question Complexity 0.0113 0.0084 
 (0.0082) (0.0083) 

Year FE  Yes 

Observations 6,812 6,812 

Adjusted R-squared 0.1092 0.1129 

Combining results in Table 2 and 3, we find 

evidence that, both evasiveness and incoherence reveals 

additional information about firm profitability, but only 

incoherence is currently well captured by investors.  

6. Conclusion 

In this paper, we proposed two machine learning 

based measures to quantify evasiveness and incoherence 

in real-time strategic conversations. We validated these 

measures in different contexts, and demonstrated their 

business value through a concrete business application 

where we analyze managers’ responses to questions 

during earnings conference calls. We showed that both 

measures provide additional information about a firm’s 

earnings in the following quarter, and the incoherence 

measure also predicts a lower next-day stock abnormal 

return after the firm’s earnings call.  

This paper contributes methodologically to the 

literature by proposing and evaluating a novel measure 

of evasiveness based on semantics which differs from 

the lexicon-based vagueness measure previously used, 

and by introducing the measure of incoherence which is 

new to that literature. The paper also contributes to the 

emerging field of FinTech by demonstrating how 

financially valuable information can be extracted from 

conversations between managers and analysts during 

conference calls, a type of data mostly overlooked by 

FinTech algorithms. Finally, this paper also pioneers the 

development of combining machine learning with asset 

pricing, a direction potentially with a high impact given 

the rapid advances of AI.  

This research has important practical implications. 

From the perspective of stock traders and investors, our 

proposed measures of evasiveness and incoherence can 

be incorporated to form profitable trading and 

investment strategies. In particular, retail investors can 

benefit from such information which used to be 

accessible almost exclusively by institutional investors 

with in-house information acquisition and professional 

financial expertise. Therefore, technology can be “the 

ultimate empowerment of the individual” (Pettit and 

Jaroslovsky 2001). More broadly, the idea of using 

machine learning to analyze the “conversational dance” 

between a party with more information and another with 

an interest in such information, could be particularly 

fruitful. In this cat-and-mouse game of information 

seeking, machines may ultimately win, leaving only one 

viable option for managers: be honest and be forthright. 

Finally, from the perspective of financial analysts, our 

results highlight the evolving role of equity analysts in 

probing every subtle detail of earnings conference calls. 

Machine learning algorithms are encroaching on many 

territories that are traditionally considered uniquely 

operated by human intelligence. In this looming new age 

of AI, we believe analysts who are open to and can 

harness new technologies to augment their abilities are 

likely to survive and thrive.  
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