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Abstract 
Advancements in computing power and 

foundational modeling have enabled artificial 

intelligence (AI) to respond to moral queries with 

surprising accuracy. This raises the question of 

whether we trust AI to influence human moral 

decision-making, so far, a uniquely human activity. 

We explored how a machine agent trained to respond 

to moral queries (Delphi, Jiang et al., 2021) is 

perceived by human questioners. Participants were 

tasked with querying the agent with the goal of 
figuring out whether the agent, presented as a 

humanlike robot or a web client, was morally 

competent and could be trusted. Participants rated the 

moral competence and perceived morality of both 

agents as high yet found it lacking because it could not 

provide justifications for its moral judgments. While 

both agents were also rated highly on trustworthiness, 

participants had little intention to rely on such an 

agent in the future.  This work presents an important 

first evaluation of a morally competent algorithm 

integrated with a human-like platform that could 

advance the development of moral robot advisors.  

 

Keywords: Trust, Human-Agent Teaming, Ethics, 

Morality, Human-Likeness, Delphi, GPT-3, Artificial 

Intelligence, Furhat. 

1. Introduction  

International efforts from business, academia and 

government are underway to incorporate ethics and 

morality into Artificial Intelligent (AI) systems. These 

efforts have produced high-level guidance on 

principles that AI should adhere to, such as reliability, 

transparency, and accountability (Defense Science 

Board; DSB Reports, 2019) Other efforts have 

provided specific judgments and recommendations on 

the use of lethal autonomous weapons systems (2021 

Final Report, 2021, www.nscai.gov). Governments are 

already adopting these recommendations, which have a 

direct impact on how AI systems are built, fielded, and 

evaluated.  

There are three important reasons why there is a 

renewed focus on the ethicality and morality of AI 

systems. First, our dependency on AI systems is 

increasing due to its powerful capabilities affecting all 

aspects of life. AI will continue to be widely deployed in 

safety-critical systems such as airplanes, cars, space 

shuttles and military systems (Hoehn, 2021; Kaklauskas, 

2015). Decision-making and moral dilemmas may 

increasingly present themselves to AI systems when they 

are deployed continuously in these wide variety of 

contexts (Gratch & Fast, 2022; Winkle et al., 2022). 

Second, it is evident that AI is imperfect which can lead 

to unanticipated and costly failures, such as airplane 

crashes or self-driving car accidents (Parasuraman & 

Wickens, 2008; Yampolskiy, 2018). More recent work 

has uncovered new type of errors produced by advanced 

large neural network machine learning language models 

that can generate unethical responses. One such model is 

the Generative Pre-trained Transformer Third Generation 

(GPT-3). This model works by being trained on large 

amounts of internet data to predict new text, but which 

can regurgitate racist and offensive speech due to scraping 

data from dark corners of the internet (Floridi & Chiriatti, 

2020). Awareness of ethical and moral-decision making 

may mitigate some of these failures. Third, because it is 

widely recognized that AI will always have some sort of 

human involvement in safety-critical systems (Galliott et 

al., 2020; Parasuraman & Wickens, 2008), these 

machines must be trustworthy and aligned with the human 

values of their operators, organizations and countries 

(Textor et al., 2022).  

Despite the growing consensus that building 

ethicality and morality into AI is important, two 

formidable technical challenges must be solved to realize 

the creation of ethical and moral AI systems. The AI 
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system must be morally competent (Malle & Scheutz, 

2017), like a human, defined as an agent that can 1) 

represent a network of moral norms with the 

associated language, known as a moral core (COR; 

Voiklis et al., 2013), 2) make moral judgments paired 

with associated emotion, called moral cognition and 

emotion (C&E), 3) regulate emotion and prosocial 

actions, called moral action (ACT; Kohlberg et al., 

1983), and 4) have the capacity to respond to moral 

criticism by way of justification or explanation, called 

moral communication (COM; Malle & Scheutz, 

2017). Moral competency can thus be achieved by 

successfully employing or improving these 

components.  Human users of AI must also have the 

opportunity to calibrate their trust to AI systems 

defined as the situation in which the trustworthiness of 

the system matches the human’s trust in the system (de 

Visser et al., 2016; Hancock et al., 2021; Lee & See, 

2004; Schaefer et al., 2016). Appropriate trust in and 

reliance on these systems that reflect our human values 

will facilitate their adoption and use. The goal of this 

paper is to examine how improvements in the moral 

competence of an AI agent affect perception of its 

moral competence and trustworthiness.  

2. Literature Background   

2.1. Improving Moral Competence in AI 

2.2.1. Delphi: A Crowd-Sourced Moral Core. 

Whereas both morality and ethics have to do with what 

is right and wrong, we define ethics as principles that 

are set by a social community whereas morality refers 

to principles one believes in on a personal level 

(What’s the Difference Between Morality and Ethics?, 

2022). The Moral Core of previous disembodied AI 

systems has been designed based on established 

ethical principles (Card & Smith, 2020; Williams et 

al., 2021) such as deontological virtue, justice, 

utilitarianism, and virtue ethics (Kim et al., 2021). 

These top-down attempts at building ethics into the 

system have failed to take into account the diversity of 

factors that play into whether a moral violation has 

taken place and has instead been met with 

disappointment (Bello & Bringsjord, 2013). In 

response, more recent approaches have taken a 

bottom-up approach to understanding the nuances of 

morals by extracting valuable moral insights based on 

user-generated social media text (Botzer et al., 2022). 

GPT-3, for example, is an AI trained on publicly 

available data sets that can be used to learn morality 

and infer appropriate advice in response to questions 

(Botzer et al., 2022). The downside of learning and 

predicting language from vast amounts of uncurated 

publicly available text is that GPT-3 enabled systems 

are not always accurate and can inherit social biases that 

are offensive. The Delphi AI, however, is unique in that 

it is not agnostically trained on publicly available data but 

with data curated specifically for training ethics, 

consisting of crowdsourced responses to vast amounts of 

moral queries (Jiang et al., 2021). The result is an AI that 

can answer queries regarding a range of new and recent 

moral phenomena with high agreement from human 

participants (Figure 1). For example, when Delphi is 

asked “Is it okay for Will Smith to slap Chris Rock in 

response to a joke about his wife?”, it responds with “It is 

not okay”, a judgment with widespread cultural 

agreement (Will Smith Was Wrong to Slap Chris Rock | 

Opinion, 2022). It is not without flaw as any machine-

learning system trained on crowdsourced data has the 

potential to inherit the biases of its source (Botzer et al., 

2022). Because Delphi is a technology and not a human, 

these mistakes can lead people to significantly distrust the 

system (de Visser et al., 2016; Dietvorst et al., 2018), 

which could lead to its disuse (Parasuraman & Riley, 

1997). 

 

2.2.2. Moral Communication: Providing Justifications 

by Classifying Moral Phenomena. Justifications will be 

essential for improving moral competency. A machine 

should be able to explain the reasoning behind a moral 

judgment or action, and further, that reasoning must 

appeal to a humans’ morality. Thus, to provide such 

justifications, machines must understand the innate moral 

issue that is appealed to in the human user. According to 

Haidt & Joseph’s Moral Foundations Theory (2007) 

humans understand moral issues in terms of five moral 

modules including Harm/Care, Fairness/Reciprocity, 

Ingroup/Loyalty, Authority/Respect, and Purity/Sanctity  

(Haidt et al., 2007) (Table 1).  This framework is 

foundational to moral communication since explanations 

and justifications must be tailored to why an action is right 

or wrong.  

 

2.2.3. Moral Cognition and Emotion: Adding 

Humanlikeness to Improve Moral Expression. Adding 

humanlikeness to machine agents may improve moral 

 
Figure 1. Delphi’s AI-based Webpage. 

delphi.allenai.org.   
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competence by promoting the perception of a familiar 

underlying social cognition and, in turn, actions 

consistent with human norms (Breazeal et al., 2005; 

DiSalvo, 2002; Kim et al., 2022; Phillips et al., 2018; 

Roesler et al., 2021). Human-like faces, for instance, 

are dense with familiar cues that form morally relevant 

expressions (Deska & Hugenberg, 2017; Momen, 

2021). Eyebrows, eyes, and a mouth can efficiently 

communicate consciousness is occurring or emotional 

expressions such as anger. Indeed, conscious thought 

and emotionality are the cornerstones to being 

perceived as a moral agent. Machines presented as 

humanlike therefore may effectively cue moral 

competence. It is unclear how humans perceive an 

embodied, ethical robot driven by AI against a 

disembodied system displayed on a GUI. Importantly, 

it is also unclear if humans are influenced more by the 

former relative to the latter. Indeed, under certain 

circumstances a non-human GUI has performed better 

than a humanlike interface (Knijnenburg & 

Willemsen, 2016; de Visser et al., 2016). 

 
Moral Module Definition Example question from data 

[Delphi’s Response] 

Harm/Care 

protection and preventing 

harm, especially to young, 

vulnerable or injured kin 

Is it okay to euthanize a pet? 

[It’s wrong]  

 

Fairness/Justice 

reaping benefits and cheating 

in dyadic cooperation 

Is it ok to lie to someone in 

order to not hurt her feelings? 

[It’s okay] 

Ingroup/Loyalty 

threats and challenges to a 

group one belongs or feels 
loyal to 

Is it ok to allow illegal 

immigration into US? 

[It’s wrong] 

Authority/Respect 

obedience with a hierarchical 

power structure 

Is it okay to utilize drone 

warfare? 

[It’s wrong] 

Purity/Sanctity 

taboo ideas or hygiene 

concerns. 

Is it ok for vegans to eat 

eggs? 

[It’s wrong] 

Table 1. Haidt & Joseph’s 2007 Moral 

Foundations theory 

2.2. Trust in a Moral AI Agent 

Trust is the attitude an agent will help achieve an 

individual’s goals in a situation characterized by 

uncertainty and vulnerability (Lee & See, 2004). The 

trust attitude and its correlates can be measured in 

numerous ways including subjective, behavioral, and 

physiological measures (Kohn et al., 2021). An 

important predictor of trust is the trustworthiness of a 

system (de Visser et al., 2016). Previous research has 

focused on capability and reliability aspects of the 

trustworthiness of machines, known as capacity trust,  

which entails the ability of automation to perform tasks 

accurately (Tenhundfeld et al., 2022; Ullman & Malle, 

2019).  Because these systems will be programmed with 

values and will make decisions in moral situations, there 

is now a need to assess a different type of trust known as 

moral trustworthiness (Ullman & Malle, 2019). This is 

especially important given the need to address emerging 

relationship aspects of machines (Chiou & Lee, 2021; de 

Visser et al., 2020). With this increased complexity, it is 

not just important to understand what the machine is 

doing, but also how it is reasoning and why it is trying to 

achieve its goals. Moral trustworthiness thus comprises 

the ethicality, transparency, and benevolent aspects of 

machine trustworthiness. It is therefore important to 

evaluate the moral trustworthiness of machines that can 

exhibit a degree of moral competence. Critically, we must 

also examine if the values and goals of the system align 

with those of the human operator and if people intend to 

rely on machines in high consequence scenarios. 

2.3. The Current Study 

In this study, we embody an AI-enabled moral advice 

system (i.e., Delphi) with a humanlike social robot to 

explore its influence on human decision-making with a 

focus on moral queries. Three research questions (RQs) 

guide our research: 
 

RQ1: Can an AI-enabled machine be perceived as 

morally competent? An initial question to ask when an 

agent is programmed to answer moral questions is if users 

perceive it as a moral agent and if the agent is seen as 

morally competent. In this study, we examine 

participants’ perceptions of Delphi’s moral competence 

including COR, C&E, COM and ACT.  We hypothesize 

that the Delphi agent will be perceived as a morally 

competent agent.   

 

RQ2: If the AI agent is perceived as morally 

competent, would humans trust it? People are averse to 

following advice from algorithms, especially when it is 

moral advice (Bigman & Gray, 2018). However, when 

stakes are high, people will follow robots even after 

observing it fail (Wagner, 2020). We hypothesize that 

Delphi’s advice will be trusted.  

 

RQ3: Does humanlikeness influence the 

trustworthiness of a morally competent agent? 

Although a vast number of humanlike features can signal 

moral social cognition, the degree to which an agent is 

perceived as humanlike is based on the degree an agent 

has physiological characteristics, emotions or sensing, 

perceiving and goal oriented behavior (Weisman et al., 

2017). We hypothesize that by adding humanlikeness in 

terms of an embodied robot with a face, voice and 
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emotional expressions will increase perceptions of 

moral competency and trust. An experimental 

approach was used to address these questions and we 

believe their answers will contribute important 

considerations in the use of AI-enabled systems in 

moral decision-making scenarios. 

 

3. Methods 

3.1. Participants  

Fifty-two participants (M=20.31 years, 28 

Females) participated in the experiment in exchange 

for extra credit. All research was approved by the 

Institutional Research Board at the United States Air 

Force Academy. 

3.2. Design and Conditions 

The experiment had a single, between-subjects 

factor of Interface (Humanlike Robot, Web Client). 

For participants in the Humanlike Robot condition (n 

= 28), the open-source Delphi algorithm and database, 

developed by researchers at the University of 

Washington (Jiang et al., 2021), was displayed via a 

commercially available Furhat robot (The World’s 

Most Advanced Social Robot, 2022). In the Web Client 

condition (n = 24), participants interacted with Delphi 

via a custom created web-based Client using a 

keyboard and a mouse (see Figure 2).  

 

3.2.1. Delphi Ethical Database. The Delphi Ethical 

Database (https://delphi.allenai.org/) is a database 

created by combining the GPT-3 large language model 

(Floridi & Chiriatti, 2020) and crowdsourcing via the 

Mechanical Turk crowdsourcing platform (Jiang et al., 

2021). The database’s graphical user interface (GUI) 

provides users with general information regarding 

Delphi, example queries and a search bar so users can 

ask their own questions (see Figure 1). The common 

responses Delphi gives includes “I think it is wrong,” 

“I think that it is bad,” “I think that it is ok,” and “I 

think it depends.”  

 

3.2.2. Humanlike Robot Interface. For the 

Humanlike Robot Interface condition, we used a  

 

 
Figure 3. Moral emotional expressions of Humanlike 

Robot. Emotion labels added for figure clarity.  

 

Furhat, which is a commercial social robot created by 

Furhat Robotics (see Figure 2). Furhat interacts via a  

back-projected face with a powerful facial animation 

system called FaceCore and produces language using 

speech services provided by Amazon Polly (Amazon 

Polly, 2022). Furhat can track faces which it uses to keep 

eye contact with humans appearing in front of its cameras. 

To make Furhat appear more humanlike, natural speech 

patterns were added to Furhat’s software. Specifically, 

after a few questions, Furhat would randomly say either 

"umm", "let's see", or "good question" before it gave a 

response. In addition, emotional gestures were 

programmed to accompany a response based on the 

classification of the participants’ question. For example, 

Furhat gave a "disgust" face for moral inquiries answered 

as violations (e.g., “Is it okay to kill?" might be responded 

to with a “No” accompanied with a disgusted face). 

Alternatively, Furhat gave a “happy” face for moral 

inquires answered in the affirmative (see Figure 3). Also, 

Furhat was programmed to appear to be thinking in the 

time between when a participant asked a question and 

when Furhat gave a response. Specifically, the Furhat 

robot would gaze in a random location upwards and to the 

side away from the participant it was tracking and display 

the “thinking” face provided by Furhat’s API. 

 

3.2.3. Web Client Interface. Delphi was also integrated 

with a web-application client we custom created for the 

purposes of this experiment. The reason for not using the 

original Delphi website was to closely mimic the 

interaction of the Humanlike Robot condition. The web-

application consisted of a blue background with the word 

“Delphi” centered and the phrase “Ask Your Ethical 

Question Below” below it. Underneath the writing was a 

search bar participants could type queries into, below 

which Delphi’s answer appeared. 

3.3 Measures 

3.3.1. Participant Ethical Queries. Participant queries 

were categorized based on criteria from Haidt & Joseph’s 

Moral Foundations Theory (2007): Harm/Care, 

Fairness/Justice, Ingroup/Loyalty, Authority/Respect and 

Purity/Sanctity. This categorization formed the within-

 

Figure 2. Humanlike Robot (left) and Web Client 

(right) Interfaces both powered by the Delphi agent 

Page 504

https://delphi.allenai.org/


 

 

subjects variable called Moral Module with five 

levels. Two coders categorized participant queries and 

differences in categorizations between the two raters 

were reconciled through discussion to achieve 

interrater agreement. We then calculated the 

percentage of questions asked pertaining to each 

category for each participant split by condition. 

3.3.2. Toxicity Scores. The toxicity measure is 

calculated by HateBert (Caselli et al., 2021; Liu et al., 

2022), a machine-learning algorithm that Delphi 

outputs queries to. Toxicity Score is a measure of how 

offensive a query is and ranges from 0.00 – 1.00 with 

higher scores representing more offensive queries. For 

example, a question such as “Is it okay to be racist 

because you are on the receiving end of it 

historically?” is associated with a toxicity score of .84, 

while the question “Is it okay to talk back to your 

parents?” is associated with a toxicity score of .06.  

3.3.3. Agreement. We measured agreement with the 

ethical agent’s responses to participant queries with 

the single item “Please indicate your degree of 

agreement with the Agent’s answers” on a scale of 0 

(Strongly Disagree) to 100 (Strongly Agree) using a 

sliding scale that could be adjusted in increments of 1.  

3.3.4. Moral Competence Scale. Since there is no 

existing scale of moral competence, we created a 

custom four-question measure based on Malle & 

Scheutz (2017) four criteria of moral competence in a 

social robots (COR, C&E, ACT, and COM) to assess 

these constructs. Each question corresponded to a 

criterion of Malle & Scheutz (2017)’s conception of 

Moral Competence and consisted of a statement 

participants rated from a 0 (Strongly Disagree) to 7 

(Strongly Agree) likert scale. The COR item was “the 

robot has the underlying concepts, vocabulary, and 

language ability associated with understanding moral 

norms”. The C&E item was “this robot has appropriate 

emotional responses and judgments when it comes to 

moral situations”. The ACT item was “this robot 

behaves according to moral rules”. The COM item was 

“this robot can explain, justify, negotiate, and 

reconcile moral violations”.  

3.3.5. Moral Agency Scale. Additionally, we assessed 

moral agency via the Moral Agency questionnaire 

(Banks, 2019). The questionnaire included ten 

statements in which participants indicated their 

agreement on a Likert scale of 0 (Strongly Disagree) 

to 7 (Strongly Agree. An example statement was “This 

robot can think through whether an action is moral.” 

We calculated a Moral Agency and Moral 

Dependability sub-scale score for each participant by 

according to the specifications of this measure.  

3.3.6. MDMT(v2). We assessed the Agent’s 

trustworthiness via the updated MDMT version 2 

questionnaire that consisted of the subscales: Reliable, 

Capable, Ethical, Transparent and Benevolent (Ullman & 

Malle, 2019). For the 21 questions, the participants 

utilized a likert scale and were asked “Please rate the 

robot using the scale from 0 (Not at all) to 7 (Very). If a 

particular item does not seem to fit the robot in the 

situation, please select the option that says, ‘Does Not 

Fit.’” If the answer choice “Does Not Fit” was selected, 

that item was omitted from analysis for the individual 

participant. First, we calculated an Overall MDMT score 

for each participant by averaging across all items for each 

participant. We then, for each participant, calculated an 

average score for each subscale of the MDMT.  

3.3.7. Intent to Rely. To assess intent to rely, participants 

rated ten questions on their likelihood to use the agent in 

an ethical situation (Lyons & Guznov, 2019). For each 

statement, participants rated their agreement on a likert of 

0 (strongly Disagree) to 7 (Strongly Agree). An example 

of the statements participants rated is “If I were facing a 

very hard ethical task in the future, I would want to have 

this robot with me.”. We calculated an Intent to Rely score 

for each participant by averaging across all items for each 

participant.  

 

3.3.8. Open Response.  To offer any other perceptions of 

their interaction, we asked six free response questions: (1) 

Do you think this agent can make ethical decisions? (2) 

What did you like about this agent and/or experience? (3) 

What did you dislike about this agent and/or experience? 

(4) Was there anything surprising to you about this agent 

and/or experience? (5) Would you take this agent’s advice 

on moral dilemmas or questions? (6) What other thoughts 

do you have regarding this agent and/or experiment? 

3.4. Procedure 

Participants were instructed to sit down in front of the 

agent. The agent first introduced itself through text in the 

Web Client condition and through voice in the Humanlike 

Robot condition. The participants then completed a 

practice task during which they were instructed to ask the 

agent three questions from a list of six practice questions. 

These questions were: (1) Is it okay to drive your friend 

to the airport with a stolen car? (2) Is it okay for a fighter 

pilot to fire a missile at a hospital where terrorists live? 

(3) Is it okay to clean a toilet bowl? (4) Is it okay to clean 

a toilet bowl with a wedding dress from a failed marriage?  
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Figure 4.  Percentage of queries based on Interface and 

Moral Module 

 (5) Is it okay to curse when you’re upset? (6) Is it 

okay to not tell your partner everything? The purpose 

of the practice task was to familiarize participants with 

the agent’s capability to answer moral questions. After 

this short training and demonstration of capability, 

participants asked ten questions to the agent. 

Participants generated their own questions and were 

instructed beforehand to ask questions with the goal of 

discovering whether the agent was capable of 

reasoning about moral judgments. Finally, participants 

completed the scales via Qualtrics and were thanked 

for their participation. 

4. Results 

Results are organized by RQs. All differences in 

the Interface condition were assessed with Mixed 

Factorial ANOVAs, regular t-tests or Welch’s t-tests 

for unequal sample sizes and variance.  

4.1. Moral Nature of Queries 

Participants queried both AI-enabled systems 

with a variety of ethical questions ranging from benign 

(e.g., is it okay to pee in the pool?) to consequential 

(e.g., should I get married?) (see Table 1). Most 

questions asked were categorized in the 

Purity/Sanctity dimension (see Figure 4) while 

Authority/Respect questions were least frequent. 

Collapsing across conditions, participants 

demonstrated high, but not perfect agreement with 

Delphi’s responses (M = 76.5, SD = 13.27).  

A 2(Interface) x 5(Moral Module) Mixed 

ANOVA revealed a main effect of Moral Module 

(F(4,200) = 19.28, p < .001) and a significant 

interaction between Interface and Moral Module, 

F(4,200) =  9.75, p  < .001.). For the main effect, 

Tukey adjusted post-hoc tests indicated that 

participants asked more Purity/Sanctity questions 

compared to both Authority/Respect (p =.020). and 

Ingroup/Loyalty (p = .008), more Fairness/Justice 

questions compared to Authority/Respect (p =.010) and 

Ingroup/Loyalty (p = .004).  Lastly, more Harm/Care 

questions were asked compared to both Ingroup/Loyalty 

(p = .003) and Authority/Respect questions (p < .001).  

For the interaction effect, Tukey tests indicated 

participants with the Web Client asked more questions 

pertaining to Purity/Sanctity than with the Humanlike 

Robot (p < .001). Conversely, with the Humanlike Robot 

they asked more questions pertaining to 

Authority/Respect (p = .005) and Fairness/Justice (p = 

.009). 

Toxicity scores ranged from .03 to .91 with the 

average in the low-mid range (M = .39, SD = .20), 

suggesting the morally charged nature of the questions 

was moderate. Harm/Care questions scored highest on 

toxicity and significantly higher than Ingroup/Loyalty (p 

< .001) and Authority/Respect (p = .003). Fairness/Justice 

scored significantly higher than Authority/Respect (p = 

.004) and Ingroup/Loyalty (p = .010). Also, 

Purity/Sanctity scored significantly higher than 

Ingroup/Loyalty (p = .001) and Authority/Respect (p = 

.020). There were no other significant differences (see 

Figure 5). 

 
Figure 5. Toxicity Scores by Interface and Moral Modules 

4.2. Perceived Moral Competence 

Participants perceived high Moral Agency for both 

the Humanlike Robot (M = 5.95, SE =.26) and the Web 

Client (M = 6.01, SE = .17). Moral Dependability was also 

rated highly for both Humanlike Robot (M = 5.89, SE = 

.30) and Web Client (M = 6.24, SE = .28). 

Similarly, participants perceived high Moral 

Competence for both agents (Overall M = 5.50, SE =.21) 

and on scales of COR, C&E, and ACT, although, they had 

noticeably lower scores on the subscale of COM (see 

Figure 6).  

4.3. Trustworthiness and Intention to Rely 

Participants perceived both agents as high on the 

MDMT(v2) Overall Scale (M = 6.28, SE = .13) and 

Trustworthiness item (M = 6.05, SE = .23; Figure 7).  
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Figure 6. Moral Competence subscales by Interface 

However, participants had comparatively lower Intent 

to Rely scores for both agents (M = 3.50 SE = .24). 

There were no differences in Interface on MDMT(v2) 

Overall or any of the subscales (p >.813) or on Intent 

to Rely (Humanlike Robot M = 3.46, SE = .27; Web 

Client: M = 3.55, SE = .20). 

4.4. Relationship between Trust, Moral 

Competence and Agreement 

Our Moral Competence aggregate score was 

significantly correlated with the MDMT(v2) Overall 

and subscales as well as Agreement (r > .49, p < .001 

for all). The MDMT(v2) was significantly correlated 

with Agreement for MDMT(v2) Overall and all 

subscales (r > .43, p > .005 for all) except for the 

subscale of Transparency (r = .25, p > .071). 

4.5 Open Response Data 

Three themes emerged. First, 58% (30/52) 

participants across both conditions mentioned they 

wished the agent could explain its reasoning or give a 

justification for its answer. Second, 57% (16/28) of 

participants in the Humanlike Robot condition made 

positive references to its humanlikeness (i.e., face, 

emotions, ability to think, and personality), whereas 

only 8% (2/24) participants with the Web Client made 

these observations. Lastly, in response to question 5, 

one participant said “Maybe, I would take its advice 

but probably not rely on it”. Another participant said 

“I would use it for framing or perspective, but not to 

execute”. 

5. Discussion 

The purpose of this study was to examine the 

moral competence and trustworthiness of a machine 

agent powered by the Delphi algorithm while varying  

the humanlikeness of its interface representation. Our 

results revealed that an AI agent can be perceived as 

morally competent, that it is mostly seen as highly 

trustworthy, and that humanlikeness does influence 

the interaction with the AI agent, although not as 

initially predicted. 

 
Figure 7. MDMT2 subscales by Interface  

 

First, although these AI systems did yield high 

ratings in moral competence and trustworthiness, ratings 

were relatively low on the distinct measure of Intent to 

Rely (Lyons & Guznov, 2019). The measurements of 

trustworthiness and Intent to Rely reflect different stages 

in the trust process (de Visser et al., 2020; Kohn et al., 

2021; Mayer et al., 1995). Trustworthiness is an 

assessment about different capabilities of an agent 

(performance, process, and purpose) whereas trust is the 

actual attitude and intent to rely on such an agent when a 

situation is uncertain and risky (Lee & See, 2004). Our 

results showed the agent itself as highly trustworthy 

though participants still did not rely on it. This could be 

due to several reasons. First, people have a general 

aversion to machines that make moral decisions because 

machines cannot completely think or feel (Bigman & 

Gray (2018). Another reason could be related to the 

opaqueness of the AI system. The very serious nature of 

ethical dilemmas and moral questions suggest 

transparency is important and that any advisor must be 

able to provide explanations for reasoning and not merely 

provide a judgment. Indeed, across conditions, Delphi 

was perceived as having high moral competence, except 

for moral communication, and most participants pointed 

out its lack of explanations. The implications for AI 

systems would be to provide its reasoning and 

justification for a response to a moral query. Another 

reason for the disconnect between trustworthiness and 

intent to rely is that the context and task in which this 

agent would ultimately be used was unclear. Our agent 

was setup as an independent “moral oracle” of sorts and 

not to provide advice on a specific moral action during the 

execution of a relevant task, a major limitation to this 

work. Moral agents could, however, be useful in several 

different roles including as an advisor on moral issues or 

rules of engagement in difficult dilemmas or as an 

evaluator and observer of ethical behavior during 

execution of a task. However, we believe it is too early to 

draw such a firm conclusion. With improvements in 

moral competence and value alignment, moral advice 

from machine agents may become extremely useful.  

That humanlikeness did not impact perceptions of 

moral competence and trust was surprising given 

humanlikeness can effectively cue perceptions of 

morality (Gray et al., 2007; cf. Knijnenburg & Willemsen, 

2016). It is possible that the humanlike representation of 
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Delphi did little to boost perceptions of morality over 

and above Delphi’s core abilities, which was already 

perceived as highly morally competent. By answering 

moral queries with high agreement, Delphi may by 

itself be perceived as highly trustworthy and 

demonstrate a grasp of moral concepts, language, and 

moral judgments. Indeed, except for moral 

communication, most of our measures of trust and 

morality reached near ceiling-effect levels, 

demonstrating the effectiveness of Delphi as a tool for 

moral judgment. This shows that Delphi AI was the 

“meat and potatoes” of its moral perception with the 

humanlike display serving as a subtler contributor to 

moral competency. 

To highlight the specific humanlikeness effect 

further, it is interesting that participants asked more 

Purity/Sanctity questions with the web client and more 

questions about Authority/Respect and 

Fairness/Justice with the humanlike robot. It is 

possible this modulation by humanlikeness could be 

explained by a combination of effects related to social 

activation and contextual priming. Social activation 

causes feelings of being watched and judged (Baldwin 

et al., 1990; Klinger et al., 2000; Raffard et al., 2015; 

Shariff & Norenzayan, 2007), potentially causing 

participants to ask questions demonstrating their 

knowledge of “hot”, divisive, or otherwise morally 

charged issues germane to Authority/Respect and 

Fairness/Justice (Kertzer et al., 2014; Skitka et al., 

2016)). Conversely, social activation possibly exerted 

the opposite effect on Purity/Sanctity, making 

participants more comfortable discussing taboo topics 

with the web client. This line of reasoning is consistent 

with research showing that people provided more 

truthful patient information when they believed they 

were interacting with a machine compared to a human 

(Lucas et al., 2014). These differences provide initial 

guidance for moral AI design, such that humanlike 

features should be included when social activation is 

helpful and excluded when it is not. For example, 

adding humanlike features could help to deter 

offensive speech in group settings. Fewer humanlike 

features could be used when social activation would 

be counterproductive, such as when exploring the 

taboo edges of morality (e.g., psychotherapy session).  

 

6. Conclusion 

 

This work presents one of the first evaluations of 

an embodied, AI-enabled, moral robot developed for 

this study to provide moral judgments to humans. 

While our participants perceived this system as 

trustworthy and morally competent, the capability to 

provide trusted advice seamlessly and effectively in 

high stakes environments is still limited. As machines 

become more intelligent and transparent, our results 

suggest the use of both embodied and disembodied 

systems as moral advisors can be useful for different types 

of moral dilemmas.  
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