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Abstract 
A rich body of research examines the cybersecurity 

behavior of employees, with a particular focus on 

explaining the reasons why employees comply with (or 

violate) organizational cybersecurity policies. 

However, we posit that this emphasis on policy 

compliance is susceptible to several notable limitations 

that could lead to inaccurate research conclusions. In 

this commentary, we examine the limitations of using 

cybersecurity policy compliance as a dependent 

variable by presenting three assertions: (1) the link 

between policy compliance and organizational-level 

outcomes is ambiguous; (2) policies vary widely in 

terms of their clarity and completeness; and (3) 

employees have an inconsistent familiarity with their 

own organization’s cybersecurity policies. Taken 

together, we suggest that studying compliance with 

cybersecurity policies reveals only a partial picture of 

employee behavior. In response, we offer 

recommendations for future research. 

 

Keywords: Cybersecurity, information security, policy, 

compliance, violation, employee behavior. 

1. Introduction 

Organizational policies have long played a central 

role in behavioral cybersecurity research (Cram et al., 

2017; Moody et al., 2018). Indeed, past research points 

to employee compliance1 with cybersecurity policies2 as 

an important tool to reduce risky employee behaviors 

that can lead to negative downstream consequences such 

as data breaches and network intrusions (Balozian & 

Leidner, 2017; Ormond et al., 2019; Yazdanmehr & 

Wang, 2021). Although there is little dispute that 

accidental, inadvertent, and malicious employee 

behavior can contribute to cybersecurity incidents (IBM 

 
1 In keeping with past literature, such as Cram et al. (2019), we use the 

term “cybersecurity policy compliance” to refer to compliance 
research, as well as studies considering violation, non-compliance, 

misuse, and abuse. 
2 Consistent with past views (e.g., Baskerville & Siponen, 2002; 
Whitman, 2008), we recognize the existence of three broad types of 

Security, 2021; Verizon, 2021), we assert that there are 

certain limitations that stem from relying on measures 

of policy compliance as a proxy for an employee’s 

overall cybersecurity behavior. Specifically, we argue 

that the current focus on cybersecurity policy 

compliance as a dependent variable has the potential to 

lead to inaccurate research conclusions. 

Behavioral cybersecurity research has reached a 

high level of maturity in recent years, as evidenced by 

recent literature reviews that encompass over 100 

publications, including Balozian and Leidner (2017) 

and Cram et al. (2019). This body of research has relied 

heavily on employee compliance with cybersecurity 

policies as its most common dependent variable (refer 

to Table 1 for a sample of prominent papers published 

over the past five years). This research focus allows 

insights to be gleaned in regard to the individual-level 

characteristics (e.g., personal ethics, attitude, self-

efficacy) that are associated with policy-compliant 

behavior, as well as the potential links between 

managerial actions (e.g., management support, rewards, 

training) and compliance. Although we do not dispute 

the valuable contribution that this research has made or 

the significant cumulative tradition it has established, 

we submit that the line of inquiry has laid bare some 

opportunities for reflection and potential improvements 

in the future.  

Recently, scholars have begun to evaluate the 

various approaches used to study policy compliance. 

This includes highlighting the relative benefits of 

examining actual policy compliance compared to 

intended policy compliance (Jenkins et al., 2021; Vance 

et al., 2014), as well as the differences between 

compliance with specific versus general policies 

(Aurigemma & Mattson, 2019; Cram et al., 2019; 

Siponen & Vance, 2014); however, our view is that it is 

the study of policy compliance in any form that is 

cybersecurity policies: enterprise policies (i.e., a strategic direction for 

cybersecurity), technical policies (i.e., security maintenance and 
configuration), and issue-specific policies (i.e., guidelines for 

employee behavior related to organizational technology resources). 

Our focus in this paper is on issue-specific policies. 
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subject to a number of fundamental limitations. In 

particular, we point out three specific shortcomings 

associated with the study of policy compliance as a 

dependent variable. First, we suggest that the links 

between policy compliance and tangible, 

organizational-level outcomes (e.g., data breaches) are 

ambiguous, at best. Even though we acknowledge that, 

generally speaking, increased policy compliance and 

decreased policy violation is “good”, we also suggest 

that researchers cannot definitively conclude that 

compliance will reduce the frequency or severity of 

cybersecurity incidents. Second, we argue that the 

quality of cybersecurity policies varies widely across 

organizations in terms of their clarity and completeness. 

Therefore, where groups of employees have divergent 

perceptions of what exactly compliant behavior entails, 

research results may draw unreliable conclusions. 

Finally, we contend that employees often have an 

inconsistent knowledge of their own organization’s 

cybersecurity policies (regardless of their quality), 

which potentially makes their own compliance 

assertions unpredictable. 

Taken together, we suggest that these three 

shortcomings could lead researchers to draw inaccurate 

conclusions. For example (pertaining to the 

“inconsistent knowledge” shortcoming pointed out just 

above), a typical behavioral cybersecurity study collects 

data from several hundred survey participants and asks 

questions to solicit responses such as “I intend to 

comply with the requirements of my organization’s 

cybersecurity policy”. Although researchers implicitly 

assume that participants have a full understanding of 

their organizations’ policies, practitioner reports suggest 

that this is true for only about 12% of employees 

(Kaspersky Lab, 2018). Consequently, in cases where a 

sizable portion of survey participants have not recently 

read their organization’s policy or do not fully 

understand the policy contents, the resulting data may 

be indicative of a participant’s (potentially inaccurate) 

perception of the cybersecurity policy, rather than their 

company’s actual policy. As a result, employees may 

inadvertently overestimate their compliance intentions 

due to their flawed understanding of the policy 

requirements (e.g., new requirements could have been 

added to the policy since the participant last read it) or 

underestimate their compliance intentions (e.g., a 

participant has only ever skimmed the company policy, 

but assumes it is difficult to follow). The ensuing 

theoretical insights could therefore overlook significant 

relationships or reveal erroneous relationships. 

 
3 In a comprehensive review of the cybersecurity literature, Cram et 

al. (2017) identified 114 publications associated with organizational 
cybersecurity policies. Of these, 81 papers examined the 

Despite this perspective, we do not call for 

researchers in the field to abandon their study of 

cybersecurity policy compliance behavior; however, we 

suggest that compliance behavior as an outcome 

variable might be better suited for specific situations, 

such as when participants all belong to a single 

organization with a single cybersecurity policy or where 

researchers can control for policy-specific variability. 

Outside of those situations, we propose several 

alternative paths for researchers to consider and offer 

some actionable recommendations for future research. 

2. Conceptual background 

Early studies in the behavioral aspects of 

cybersecurity, beginning with Straub (1990) and Straub 

and Nance (1990), focused on employee actions referred 

to as “computer abuse” and considered the resulting 

cybersecurity incidents and the associated financial 

losses experienced by organizations. It was not until 

later work, such as Harrington (1996), when researchers 

began to move away from the actual organizational-

level consequences and oriented their focus towards 

adherence to organizational policies. Since that time, the 

majority3 of research associated with cybersecurity 

policies has focused on employee compliance as a 

dependent variable. 

Past reviews, such as Balozian and Leidner (2017) 

and Cram et al. (2019), have thoroughly synthesized this 

literature, which has primarily sought to uncover the 

various antecedents to compliant or non-compliant 

behavior. These antecedents are consequently viewed as 

opportunities for managers to improve organizational 

security (e.g., hire employees with stronger ethics). 

However, the connection between compliance with 

cybersecurity policies and actual downstream 

consequences such as data breaches, has been strongly 

inferred, but not robustly validated. In the few studies 

that do consider the connection, results are mixed, with 

some studies supporting the relationship, while others 

find no significant link (e.g., Doherty & Fulford, 2005; 

Wiant, 2005). However, researchers have called for 

more work in this area. For example, Cram et al. (2017) 

specifically note, “There is a paucity of empirical 

studies that clearly establish that compliance directly 

results in desirable organizational objectives. Although 

this relationship is widely assumed to exist, few studies 

investigate the tangible benefits that can result” (p. 618). 

A range of theoretical bases have been employed in 

the existing cybersecurity policy compliance research, 

including the frequent use of theory of planned 

organizational and individual factors associated with policy 

compliance. 
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behavior, deterrence theory, and protection motivation 

theory (Moody et al., 2018). Although each of these 

theories employ different main constructs, behavioral 

intention is the primary predictor in each case. Recently, 

scholars have begun to highlight certain limitations 

regarding the field’s approach to studying policy 

compliance, including the focusing on an individual’s 

behavioral intention to comply rather than on their 

actual compliance behavior (Jenkins et al., 2021; Vance 

et al., 2014), as well as the difference between 

measuring an employee’s intention to comply with a 

formal policy versus a broader, more discretionary 

intention to protect information assets (Burns et al., 

2018; Hsu et al., 2015). Literature has also pointed out 

the differences between focusing on employee 

compliance with a general cybersecurity policy versus a 

specific policy (Aurigemma & Mattson, 2019; Siponen 

& Vance, 2014). However, despite the concerns, policy 

compliance remains a core dependent variable in recent 

research. 

Table 1. Recent Cybersecurity Policy 
Compliance Publications 

Publication 
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Barlow et al. (2018) - X 

Farshadkhah et al. (2021) - X 

Feng et al. (2019) X - 

Goel et al. (2021) X - 

Gwebu et al. (2020) - X 

Herath et al. (2018) - X 

Hina et al. (2019) X - 

Jaeger et al. (2021) X - 

Jenkins et al. (2021) X - 

Jeon et al. (2020) X - 

Ormond et al. (2019) X - 

Rajab & Eydgahi (2019) X - 

Sarkar et al. (2020) - X 

Sharma & Warkentin (2019) X - 

Silic & Lowry (2020) X - 

Trang & Nastjuk (2021) - X 

Yazdanmehr et al. (2020) X - 

Yazdanmehr & Wang (2021) X - 

Yoo et al. (2018) X - 

 
4 We follow the approach adopted by Grover et al. (2020), who 

utilize conjectures as “theory-free suppositions formed on the basis 

of the currently incomplete information…and its potential impact. 
Our conjectures represent a ‘prescientific’ understanding along with 

related explanations and predictions…essentially presenting our best 

assessment of the likely consequences…given our understanding of 
how research knowledge is currently produced in our field” (p. 271). 

The aim of this research is to consider the potential 

concerns surrounding the use of the cybersecurity policy 

compliance construct and, where alternatives exist, offer 

a proposed path forward. 

2.1. Concerns with the cybersecurity policy 

compliance construct 

Based on the approaches adopted in past research, 

as well as recent practitioner accounts, we note three 

primary concerns with the use of cybersecurity policy 

compliance as a dependent variable. We detail these 

concerns below, in the form of conjectures.4 

2.1.1. Ambiguous links exist between policy 

compliance and organizational outcomes. 

Fundamentally, researchers examine policy compliance 

(both actual and intended) as an indicator of the extent 

that employee behavior will lead to consequential 

organization-level outcomes, such as data breaches or 

intrusions. Such behavior-incident links are well 

established and commonly referred to in behavioral 

cybersecurity publications (e.g., Balozian & Leidner, 

2017; Bulgurcu et al., 2010; Herath & Rao, 2009). 

However, nearly all research stops at the measurement 

of policy compliance and does not formally connect 

employee behavior to downstream outcomes (i.e., 

policy violations lead directly to data breaches). For the 

few papers that do extend their analysis to the 

consequences of having cybersecurity policies in place, 

the findings are underwhelming. For example, Doherty 

and Fulford (2005) surveyed 219 IT managers in the 

United Kingdom and found no statistically significant 

relationship between the adoption of cybersecurity 

policies and the incidence or severity of breaches.5  

Inferences are commonly drawn by researchers 

between policy non-compliance and security incidents 

by pointing to a recent security incident and an 

associated employee behavior (e.g., the data breach was 

enabled by an employee who disclosed their password 

during a phishing attack). However, this assertion is 

grounded in the risky employee behavior (the password 

disclosure) and not whether there happened to be a 

password policy in place that was violated.  

Other work (e.g., Burns et al., 2018; Hsu et al., 

2015) has highlighted the distinction between in-role 

expectations (i.e., a user’s compliance with the policy-

specified guidelines) and the extra-role behaviors (i.e., a 

user’s broader, discretionary behaviors that go beyond 

5 We acknowledge that both the rate of policy adoption and breach 

incidence/severity were provided by the same source (IT Managers) 

in this study. This relationship might be better tested with an 
objective measurement of data breaches, given that IT managers 

would seemingly have incentive to not report data breach incidents. 
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the formal policy guidelines). That is, employee 

compliance with policies is neither a necessary nor a 

sufficient condition to reduce the frequency or severity 

of organizational cybersecurity incidents. For example, 

employees may always comply with the organizational 

cybersecurity policy, but when a new attack vector 

emerges (e.g., a new vulnerability is discovered in the 

approved cloud storage system software) that the policy 

does not address, it is possible that an incident occurs 

through no fault of the employee. Likewise, employees 

may regularly violate policies (e.g., frequent use of 

prohibited cloud storage software), but no 

organizational-level incidents result. Although the study 

of employee compliance with cybersecurity policies 

provides important clues to the risk factors that can lead 

to organization-level issues, it is insufficient by itself to 

draw definitive conclusions pertaining to how protected 

or vulnerable an organization is to attack. This blind 

spot may help explain the common refrain in behavioral 

cybersecurity research papers that recognize the rising 

frequency of cybersecurity incidents, despite our ever-

improving understanding of what leads employees to 

comply with policies. That is, we know the factors that 

lead employees to comply/violate organizational 

policies, but the factors that lead to cybersecurity 

incidents are—at least partly—different.  

As an illustrative example, consider that Brad’s 

company includes a policy that requires employees to 

only use the approved cloud-based data storage service 

for company data. Although Brad always adheres to the 

policy, a software vulnerability is discovered by 

hackers, who download and post all of his files to the 

internet. In comparison, consider that Lisa’s company 

includes a policy that requires employees to only use the 

approved cloud-based data storage service for company 

data. Lisa dislikes the service’s interface and violates the 

policy by using a non-approved service instead. Her 

service of choice did not contain a software 

vulnerability and her files remained safe. When 

considering the two scenarios from a research 

perspective, Brad complied with his company’s policy, 

but ended up experiencing a data breach, whereas Lisa 

violated her company’s policy, but did not experience a 

breach. As such, assuming that employee compliance 

with the cybersecurity policy will always correspond 

with reduced data breaches is inaccurate in these 

scenarios. As a result, we suggest:  
 

Conjecture 1: Individual-level cybersecurity 

policy compliance is not a completely reliable 

predictor of organizational-level consequences 

(e.g., data breaches).6  
 

 
6 We recognize that this conjecture suggests the absence of a 
relationship, rather than the existence of a relationship; however, we 

2.1.2. Variance in the clarity and completeness 

of cybersecurity policies. Cybersecurity policies within 

organizations are designed, implemented, and 

monitored to highly varying degrees (Doherty et al., 

2009; Karlsson et al., 2017; Siponen & Vance, 2014). 

This variance includes core elements of policy quality, 

including static versus regularly updated policies; 

concise versus wordy policies; and clear language 

versus highly technical language. A recent practitioner-

oriented commentary pointed to the importance of the 

issue, arguing that, “at its core, cybersecurity depends 

on communication. Outdated security policies that are 

poorly communicated are equally as dangerous as 

substandard software code and other flawed technical 

features” (Weber, 2022). 

Although some modest research attention has been 

paid to the development of cybersecurity policies, the 

approaches tend to vary widely (Paananen et al., 2020). 

For example, some policies are created by beginning 

with a risk assessment (e.g., Flowerday & Tuyikeze, 

2016), while others are not (e.g., Ward & Smith, 2002). 

Similarly, ongoing policy maintenance is highlighted as 

a key step by some authors (e.g., Howard, 2003), but not 

by others (e.g., Baskerville & Siponen, 2002). 

Despite these variations in the cybersecurity 

policies that are in place within organizations, there is 

relatively little research that examines how the 

characteristics of a policy, such as its quality, relate to 

different levels of employee compliance. This is further 

confounded by few studies that draw participants from 

a single organization that utilizes a shared cybersecurity 

policy, in favor of collecting data from a range of 

participants employed at many different companies (and 

thus different policies). In one example, Stahl et al. 

(2012) undertook a critical evaluation of cybersecurity 

policies in 25 institutions across the UK healthcare 

sector. From a clarity perspective, the authors note that 

“having carefully reviewed the policies, it became clear 

that there was a significant amount of ambiguity, in 

particular with respect to the policies’ objective and 

intended targets, as well as significant evidence of the 

use of jargon and unfamiliar language” (p. 85). Later, 

they go on to note that “…the comprehensibility of the 

policy documents was often obscured by the use of very 

technical language” (p. 86). 

Most researchers discuss cybersecurity policies as 

either being complied with or violated by employees. In 

practice, this determination may depend on whose 

perspective compliance is evaluated from. That is, 

managers who design and implement cybersecurity 

policies may have a clear understanding of behavior that 

is compliant (or not). However, employees may 

believe this to be relevant as it challenges the prevailing wisdom 
within the current policy compliance literature. 
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interpret the rules differently and comply/violate to 

varying extents (e.g., honest, inadvertent errors versus 

malicious actions versus emotion-driven [e.g., lazy, 

fatigued, stressed, etc.] actions). Policies that are both 

clear (i.e., they unambiguously outline employee 

expectations) and complete (i.e., they include all 

necessary information for the employee) can help to 

combat this challenge; unfortunately, cybersecurity 

policies are notorious for their technical jargon, 

unnecessary length, and ambiguous language (Goel & 

Chengalur-Smith, 2010; Stahl et al., 2012). In some 

cases, a well-intentioned employee may inadvertently 

violate the policy because they misunderstood an 

ambiguous directive. In other cases, employees may 

believe they are acting in compliance with a policy, but 

are actually non-compliant because they failed to read a 

technical detail that was buried in an online attachment. 

In research where either policy compliance intentions 

are measured (e.g., “I am likely to follow organizational 

security policies”) or actual policy compliance is 

measured (e.g., “I follow organizational security 

policies”), participants need to make a judgement on 

what exactly a compliant/non-compliant behavior is, 

based on a perception of their organization’s 

cybersecurity policy. Since each organization’s policy is 

different and each participant’s view of that policy is 

subject to interpretation, research that studies policy 

compliance based on employee self-reports may be 

susceptible to unreliable measurement (Siponen & 

Vance, 2014).  

As an illustrative example, consider the scenario of 

DeShawn, who works at a company with a well-written, 

clear, and complete cybersecurity policy. He reports that 

his activities are always in compliant. In comparison, 

Sherry works in a company with a poorly written policy, 

including the extensive use of jargon, acronyms, and 

technical language. Although Sherry reports that her 

activities are always in compliance with the policy, she 

acknowledges that there is a degree of interpretation 

required in determining what behaviors are permitted 

and isn’t sure that her manager would concur that she is 

always in compliance. When considering the two 

scenarios from a research perspective, both DeShawn 

and Sherry report that they are compliant with their 

company’s policy, but Sherry’s behavior is potentially 

more varied than DeShawn’s, due to the poor quality of 

her organization’s policy. That is, drawing conclusions 

that compare the behavior of DeShawn and Sherry may 

be inaccurate. As a result, we propose: 
 

Conjecture 2: Individual-level cybersecurity 

policy compliance is not a completely reliable 

dependent variable due to variance in the clarity 

and completeness of cybersecurity policies across 

organizations. 
 

2.1.3. Inconsistencies in employee familiarity 

with cybersecurity policies. Both practitioner accounts 

and research results indicate that many employees are 

unaware and unfamiliar with the details of their own 

organization’s cybersecurity policies. Although past 

research supports a link between an employee’s 

awareness of technology/security issues and employee 

compliance (Bauer & Bernroider, 2017; Dinev et al., 

2009), as well as a link between security training and 

employee compliance (Goo et al., 2014; Hwang et al., 

2017), reports from practice suggest that a notable 

proportion of employees are not fully informed of their 

cybersecurity expectations. For example, 

Shahbaznezhad et al. (2020) found that 56% of 

respondents answered between 1 and 4 on a scale of 1 

(completely unaware) to 7 (completely aware) regarding 

their level of awareness of the organizational policy on 

phishing, while only 24% answered that they were 

completely aware. This result is in keeping with 

Kaspersky Lab’s (2018) finding that only 12% of 

employees have a full understanding of their 

organization’s cybersecurity policies. 

Since much of the current compliance-oriented 

research asks employees to report either their intended 

behavior relative to the cybersecurity policy (e.g., “I 

intend to comply with the requirements of the ISP of my 

organization in the future”; Bulgurcu et al, 2010, p. 536) 

or actual behavior relative to the cybersecurity policy 

(e.g., “How often do you violate the ISP rules of your 

organization?”; Feng et al., 2019, p. 1677), reliable data 

might only come from those employees who have 

knowledge of exactly what their organization’s policies 

are (Siponen & Vance, 2014). In effect, participants who 

are not very familiar with the content of their 

organization’s cybersecurity policy are actually 

reporting their compliance behavior based on their 

incomplete and/or potentially incorrect understanding 

of the cybersecurity policy, rather than a perception 

based on the actual, complete cybersecurity policy that 

is in place. 

Further, as new policies are periodically added 

and/or updated (Paananen et al., 2020), they may be 

viewed as a “moving target” for busy employees who 

may find it difficult to remain fully aware of them. This 

includes a knowledge gap for employees about what 

practical behaviors they should (or should not) be 

undertaking. For example, in their review of UK 

healthcare policies, Stahl et al. (2012) found that 

“…significant aspects of the policies’ implementation 

had been missed or suppressed from the discourse. In 

particular, the message that all employees are personally 

responsible for the security of the information and 

systems that they use comes across extremely strongly, 

but the policies tend to be remarkably quiet on advising 

staff on how they should discharge these 
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responsibilities” (p. 87). As well, since managers can be 

inconsistent in enforcing policies or levying penalties 

for non-compliance, many employees do not make it a 

point to be clear on exactly what the rules are (in 

comparison to, say, harassment policies or overtime 

policies that are more likely to lead to disciplinary 

penalties or financial benefits).  

As an illustrative example, consider the situation of 

Anika, whose company requires her to review the 

content of the cybersecurity policy each year and 

formally agree that she is aware of her responsibilities. 

She does so and reports that her activities are always in 

compliance with the policy. In comparison, Owen’s 

company made mention of the cybersecurity policy 

when he was hired five years ago. As far as he knows, 

the policy hasn’t changed much and is available 

somewhere on the company intranet. He reports that his 

activities are always in compliance with the policy. 

When considering the two scenarios from a research 

perspective, both Anika and Owen report that they are 

compliant with their company’s policy, but Owen’s 

behavior is potentially more varied than Anika’s 

because of his limited familiarity with the policy. That 

is, drawing conclusions that compare the behavior of 

Anika and Owen may be inaccurate. Therefore, from 

these ideas, we suggest: 
 

Conjecture 3: Individual-level cybersecurity 

policy compliance is not a completely reliable 

dependent variable due to variance in employee 

familiarity with organizational cybersecurity 

policies. 
 

The three conjectures noted above represent 

conclusions based on anecdotal practitioner accounts, as 

well as inferences from research results. In the following 

section, we consider the methodological alternatives 

available to researchers studying behavioral 

cybersecurity phenomenon. 

3. Discussion and Future Research 

Directions 

Although our conjectures highlight three key 

concerns stemming from the use of compliance with 

cybersecurity policies as a dependent variable, we do 

not argue that cybersecurity policy compliance research 

should be abandoned or that the existing findings are 

invalid. Rather, we believe that one option is for future 

research to deploy the variable in circumstances where 

its limitations can be accounted for.  

For example, researchers could continue studying 

cybersecurity policy compliance but focus data 

collection activities on single organizations. By doing 

so, researchers could independently evaluate the clarity 

and completeness of the policy that employees would be 

responding to during data collection. By reporting on the 

characteristics of the company’s policy in the findings, 

it would alleviate the cross-company comparison 

concerns highlighted in Conjecture 2. 

Another option for researchers studying 

compliance with cybersecurity policies is to control for 

employee familiarity with cybersecurity policies. For 

example, by including survey questions that probe when 

the participant last read the policy and how they would 

rate their understanding of the policy, researchers could 

at least partly account for inaccurate results that could 

stem from employees who are unfamiliar with the 

policies they are expected to comply with. This would 

address concerns associated with Conjecture 3. 

Alternatively, cybersecurity researchers could 

seek out other dependent variable options that are not 

solely oriented towards policy compliance. We propose 

that orienting studies around a more risk-based  view of 

cybersecurity (Boehm et al., 2019), could allow 

researchers to focus on: (1) the insecure behavior of 

employees; (2) the cybersecurity vulnerabilities 

associated with insecure employee behavior; and (3) the 

cybersecurity incidents associated with insecure 

employee behavior. It is important to note that we 

consider these constructs from a temporal viewpoint, in 

that some insecure behaviors can lead to an increase in 

vulnerabilities, which can subsequently lead to an 

increase in incidents. Refer to Table 2 for a summary of 

the suggested dependent variable options. 

The first non-policy-centric option is the study of 

insecure employee behavior. Here, researchers could 

measure actual or intended cybersecurity behavior (e.g., 

“I change my password every six months”) rather than 

actual or intended behavior relative to a policy (e.g., “I 

comply with my organization’s password policy”). We 

acknowledge that this approach has been adopted in a 

variety of past studies (e.g., Dinev et al., 2009; Jenkins 

& Durcikova, 2013; Jeske & van Schaik, 2017; Johnston 

& Warkentin, 2010). Apart from the concern that self-

reported behavior doesn’t always equate to actual 

behavior (e.g., due to a social desirability bias), a 

limitation of this approach is the acknowledgement that, 

although insecure behavior has the potential to cause 

harm to the organization, it does not lead to a definite 

increase in vulnerabilities or incidents in all cases. For 

example, best practices suggest that organizations 

design cybersecurity controls to be multi-layered and 

redundant (NIST, 2017). As such, risky behavior by an 

employee (e.g., not using anti-virus software on their 

personal computer) may be mitigated by other 

preventive or detective controls that limit or eliminate 

the incremental risk introduced by the employee (e.g., 

anti-virus tools are automatically run at the network 

level as well). Although we believe that the study of 
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insecure employee behavior has advantages relative to 

the study of policy compliance, it still has the potential 

to overstate the consequences for organizations (as 

noted in Conjecture 1), since the existence of mitigating 

controls (and thus the actual consequences of the 

insecure behavior) is not directly considered. 

The second option addresses this shortcoming by 

examining the link between insecure employee behavior 

and an increase in cybersecurity vulnerabilities faced by 

the organization. Essentially, researchers could identify 

situations where insecure employee behavior is not 

being adequately prevented, detected, and/or corrected 

by existing organizational controls, thereby resulting in 

an increased possibility that a cybersecurity incident 

could occur. Auditors refer to the concept of inherent 

risk, which represents the possibility of an adverse event 

occurring if no controls were in place, while residual 

risk represents the possibility of an adverse event 

occurring, even with controls in place (Coetzee & 

Lubbe, 2014). The motivation for adopting a focus on 

the residual risk is to orient research efforts towards the 

employee behavior that has the potential to actually 

cause damage to the organization (i.e., where 

insufficient controls are in place), rather than focusing 

on behavior that is already being adequately mitigated. 

Siponen & Vance (2014) advocate for work in this area 

by encouraging the study of violations that are important 

and impactful to practice. Refer to Figure 1 for an 

illustration of this approach. 

Figure 1. Future Research Directions. 

 

For example, many organizations have instituted 

“bring your own device” (BYOD) guidelines for 

employees who wish to undertake company business 

using their personal technology devices. In the absence 

of administrative controls (e.g., communication to 

employees on what devices are permitted to be used) 

and technical controls (e.g., restricting user access to 

certain categories of company data), the risk that an 

insecure employee behavior (e.g., accidentally leaving a 

phone on the subway) could compromise a company’s 

confidentiality is likely to be high. However, in the 

situation where a company implements a robust set of 

BYOD controls, such as restricting access to sensitive 

information, encrypting device data, and enabling 

remote-wipe capabilities, the risks of an incident are 

significantly diminished, even when insecure behaviors 

occur. In such a case (depicted on the right side of Figure 

1), a researcher studying the extent that employees 

behave insecurely in their BYOD activities will result in 

less relevant findings (since the behavior is unlikely to 

result in any downstream consequences) compared to a 

researcher who studies the same behavior at a company 

who has poor BYOD controls. In short, this approach 

could help researchers focus their efforts on 

understanding insecure employee behavior that could 

actually result in damage, while disregarding behavior 

where damage is less likely. 

To undertake a study oriented towards the links 

between employee behavior and cybersecurity 

vulnerabilities, researchers could focus on emerging 

high-risk cybersecurity threats where controls do not yet 

fully address the risks. Currently, the threat of 

ransomware and phishing is pronounced and many 

organizations struggle with a continued threat of attack 

and inadequate countermeasures (IBM Security, 2021). 

Alternatively, researchers could seek out firms where 

control weaknesses have already been identified, 

perhaps through audit findings or risk assessments.  

Researchers pursuing this approach could focus on 

a single risky behavior (e.g., clicking on phishing 

emails) that has a high practical relevance to 

organizations. By going beyond generic explanations of 

employee behavior (e.g., employees will behave more 

securely when they expect to get sanctioned for insecure 

behavior) and instead focusing on specific, high-risk 

employee behaviors (e.g., the effectiveness of sanctions 

in avoiding ransomware attacks), researchers may be 

able to uncover novel theoretical applications, as well as 

more tailored, timely guidance for practitioners. For 

instance, such work could draw on neutralization theory 

(e.g., Barlow et al., 2013; Siponen & Vance, 2010), 

which suggests that individuals may rationalize their 

insecure behavior by concluding that it won’t do any 

real harm. In cases where downstream controls are in 

place that will limit the impact of their actions, 

rationalizing employees may well be correct; however, 

research focused on insecure behaviors that lead to 

increased vulnerabilities could consider if employees 

will undertake rationalizations in the same way when 

they know their behavior is likely to result in harm. Such 
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research could take the form of a laboratory experiment 

that compares the propensity for employees to click on 

links in a phishing email in a scenario where they know 

their employer utilizes anti-ransomware tools versus a 

situation where no anti-ransomware tools are used. 

A third direction for future research represents an 

extension of the previous option by examining the 

occurrence of specific organizational cybersecurity 

incidents that can actually be traced back to an insecure 

employee behavior. Anecdotal accounts commonly 

point to employees as being the “weak link” in the 

organizational cybersecurity ecosystem, but there is 

little empirical work that examines the extent to which 

employee behavior is considered a root cause of a 

cybersecurity incident.  

To undertake research in this area, researchers 

could conduct case studies with organizations that have 

experienced cybersecurity incidents. Such research may 

provide an opportunity to apply qualitative methods that 

seek to generate rich, retrospective accounts of the root 

causes of a cybersecurity incident that has already 

occurred. Alternatively, researchers could undertake 

forward-looking inquiries that seek to collect 

longitudinal data leading up to a future cybersecurity 

incident. For example, a field study could investigate if 

the effectiveness of cybersecurity warnings (or “fear 

appeals”) disseminated by IT departments diminish over 

time. Researchers could collect data at a single company 

(say, monthly over the course of a year) on the 

frequency of cybersecurity warnings, insecure 

employee behavior, and the identification of actual 

cybersecurity incidents. Results could help shed light on 

how employees respond to warnings over time and if 

this changing behavior corresponds with an increased 

frequency of actual cybersecurity incidents. 

Table 2. Cybersecurity Policy Compliance DV 
Improvements 

Dep. variable Considerations/Areas of Focus 

Compliance/ 

non-

compliance 

with cyber-

security policy  

Focus on single organizations, 

where policy clarity/completeness 

can be independently evaluated. 

Control for cybersecurity policy 

familiarity by employees. 

Insecure 

cybersecurity 

behavior 

Focus on risky employee behavior, 

rather than on whether the behavior 

is a compliant or non-compliant act 

relative to a policy. 

Cybersecurity 

vulnerabilities 

Focus on the link between an 

employee’s insecure behavior and 

an increase in organizational 

cybersecurity vulnerabilities. 

Cybersecurity 

incident 

occurrence 

Focus on the link between a 

cybersecurity vulnerability 

originating from an employee’s 

insecure behavior and an actual 

cybersecurity incident. 

We also acknowledge that empirical validation of 

our conjectures would further make the case for the 

alternatives noted above. For Conjecture 1 (policy 

compliance is an unreliable predictor of organizational-

level consequences), we could undertake a survey of 

cybersecurity professionals to determine the extent that 

policy non-compliance actually leads to cybersecurity 

incidents (relative to other sources, such as unpatched 

systems). For Conjecture 2 (variance in policy quality 

makes for an unreliable dependent variable), we could 

undertake a qualitative comparison, perhaps using 

linguistic analysis, to compare the clarity and readability 

of a variety of policies. For Conjecture 3 (variance in 

employee familiarity with policies makes for an 

unreliable dependent variable), we could conduct a 

survey of business users to determine when they last 

read their firm’s cybersecurity policy and the extent to 

which they understood its content. 

4. Conclusions 

In this research commentary, we suggest that the 

prevailing emphasis on policy compliance in behavioral 

cybersecurity research is susceptible to several notable 

limitations that could lead to inaccurate research 

conclusions. Specifically, we assert that the link 

between policy compliance and organizational-level 

outcomes is ambiguous; that policies vary widely in 

terms of their clarity and completeness; and that 

employees have an inconsistent familiarity with their 

own organization’s cybersecurity policies. In response, 

we advocate that future research adopts an increasingly 

risk-centric approach, namely a focus on insecure 

cybersecurity behavior, cybersecurity vulnerabilities, 

and actual incidents. Our aim is to encourage the 

continued refinement of cybersecurity research 

approaches that can extend our theoretical insights and 

provide useful, timely guidance for managers. 
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