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Abstract 
With the rise and integration of AI technologies within 
organizations, our understanding of the impact of this 
technology on individuals remains limited. Although the IS 
use literature provides important guidance for 
organization to increase employees’ willingness to work 
with new technology, the utilitarian view of prior IS use 
research limits its application considering the new 
evolving social interaction between humans and AI agents. 
We contribute to the IS use literature by implementing a 
social view to understand the impact of AI agents on an 
individual’s perception and behavior. By focusing on the 
main design dimensions of AI agents, we propose a 
framework that utilizes social psychology theories to 
explain the impact of those design dimensions on 
individuals. Specifically, we build on Similarity Attraction 
Theory to propose an AI similarity-continuance model that 
aims to explain how similarity with AI agents influence 
individuals’ IT identity and intention to continue working 
with it. Through an online brainstorming experiment, we 
found that similarity with AI agents indeed has a positive 
impact on IT identity and on the intention to continue 
working with the AI agent. 

1. Introduction  

The advent of Industry 4.0 and the ensuing 
integration of advanced AI technologies within the 
organizational workforce has significantly changed the 
organizational work landscape. The increased 
proliferation of AI artifacts and Internet-of-Things (IOT) 
artifacts has strengthened concerns about automation and 
its impact on the workforce (Müller, 2019). Surveys show 
that most US citizens (about 85%) favor imposing 
regulatory restrictions on automation to limit job losses 
(Gramlich, 2017). This fear of job loss is an important 
factor leading to resistance to technology implementation 
in general (Joshi, 1991; Lapointe & Rivard, 2005; 
Marakas & Hornik, 1996) and AI implementation in 
particular, and it remains a persistent challenge for 
organizations (You & Robert Jr, 2018).  

As AI technologies become increasingly integrated 
in human work processes in organizations, behavioral AI 
research is expanding IS Use theories beyond the 
utilitarian view by creating new paradigms for human – 

AI collaboration (Baird & Maruping, 2021). The 
utilitarian view focuses on the human usage of 
technology as a passive tool rather than humans 
collaborating with technology that has a certain level of 
agency itself (Baird & Maruping, 2021; Mouakket, 
2015). The human – AI collaborative paradigm 
necessitates examining the relationship between human 
and machine by shifting focus towards a collaborative 
social view where humans work with AI agents as 
partners. Recognizing the importance of careful adoption 
of advanced AI agents (see e.g., Lebovitz, et al., 2021; 
Lebovitz, et al., 2022), we utilize a social lens to 
investigate the factors that impact humans’ behavior and 
performance while collaborating with an AI agent. 
Specifically, our research question focuses on one of the 
main design dimensions of AI: AI representation: How 
does an AI agent’s representation influence individuals’ 
intention to continue working with these agents? Building 
on Similarity – Attraction theory (SAT) (Byrne, 1971) we 
propose an AI similarity-continuance model (SCM) that 
attempts to explain the impact of an AI agent’s 
representation on individuals’ intentions to continue 
working with it. 

With the increased adoption and application of 
agentic AI in collaborative Human-AI relationships, there 
is a need to gain a deeper understanding of the intricacies 
of these relationships. Our research aims to contribute to 
the growing body of IS research that takes a collaborative, 
social perspective on the relationship between users and 
agentic IS artifacts in order to inform designers so that 
they can (1) create more effective AI systems, and (2) 
provide users with more effective guidance and support 
on how to work together with AI most productively. 

 

2. Background 

2.1. Towards an Agentic View of AI agents 

Due to the economic impact of implementation 
failures on organizations, factors impacting the 
continued use of information systems has been studied 
extensively over the past decades (Chuttur, 2009). This 
resulted in the proliferation of models that investigated 
and explained individuals’ acceptance of new IS 
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technologies (Davis, 1989; Venkatesh & Davis, 2000; 
Venkatesh et al., 2003; Rogers, 2010; Thompson, 
Higgins, & Howell, 1991; Bhattacherjee, 2001). While 
many of these models and theories remain relevant, the 
advent of AI-integrated technology revealed a need for 
further elaboration of the relationship between humans 
and AI (Baird & Maruping, 2021; Gursoy, Chi, Lu, & 
Nunkoo, 2019; Van den Broek, et al., 2021). For 
instance, the relationship between humans and AI 
agents is moving from an ‘individual use’ towards a 
more collaborative relationship (Gursoy et al., 2019; Lu, 
Cai, & Gursoy, 2019). Also, there is an emerging need 
for additional constructs that describe the collaborative 
relationships between humans and AI agents. Finally, a 
collaborative relationship between humans and AI 
agents necessitates an investigation into how an AI 
agent’s actions could influence individuals’ attitudes 
and behaviors (Baird & Maruping, 2021). Accordingly, 
the nature of human-AI research is progressively 
expanding the utilitarian view to include the agentic 
perspective as well.  

2.2. Human–AI Interactions through a Social Lens 

While the concept of people applying social rules, 
norms, and etiquettes to computer interactions has been 
studied for a long time, people’s interaction with AI 
agents has transformed over the past decade and these 
interactions are becoming more social (Baird & 
Maruping, 2021; Eyssel, De Ruiter, Kuchenbrandt, 
Bobinger, & Hegel, 2012; Schuetz & Venkatesh, 2020; 
Warta, Kapalo, Best, & Fiore, 2016). For instance, 
people commonly personify virtual agents by using 
pronouns typically reserved for humans such as “she” 
(Gao, Pan, Wang, & Chen, 2018; Purington, Taft, 
Sannon, Bazarova, & Taylor, 2017). They even compare 
between Alexa and their family members such as wives 
or mothers (Gao et al., 2018). 

Since Nass, Steuer, and Tauber (1994) introduced 
the Computers Are Social Actors (CASA) paradigm, a 
great body of knowledge focused on social psychology 
related factors such as computer anthropomorphism and 
its impact on several factors (i.e., acceptance, trust, and 
compliance) to illuminate the boundaries according to 
which people apply social heuristics when interacting 
with computers. For instance, Parise, Kiesler, Sproull, 
and Waters (1999) found that a computer agent’s 
interface has a significant effect on people’s willingness 
to cooperate with the agent. Other studies also examined 
the impact of agents’ anthropomorphic features and 
found positive effects on compliance (Adam, Wessel, & 
Benlian, 2020), trust (De Visser et al., 2016) and 
teamwork (De Visser et al., 2017). 

Despite increasing research in human-computer 
interaction (HCI), integrating the social lens into IS use 

and acceptance research has remained limited or 
narrowly focused. For instance, various studies (Kääriä, 
2017; Rietz, Benke, & Maedche, 2019; Suh, Kim, & 
Suh, 2011; Wagner, Nimmermann, & Schramm-Klein, 
2019) have highlighted the role of anthropomorphism 
and similarity on the acceptance of different types of AI 
agents such as voice assistants, chatbots, or avatars. 
However, these studies focused on the “use” aspect of 
the relationship to explain the effects of 
anthropomorphism and similarity on acceptance, 
consequently relegating AI agents to be viewed as tools 
rather than as collaborative actors (Baird & Maruping, 
2021; Schuetz & Venkatesh, 2020). 

To address this disconnect, we draw from the 
social-psychology and HCI literature to inform our 
study. In social psychology, a key concept is that 
people’s perceptions and behaviors are influenced by 
others that they interact with (Principles of social 
psychology, 2015). Building on this notion, we argue 
that people’s perceptions and behavior can be 
influenced by how AI agents are represented and by 
their appearance. We use Similarity Attraction Theory 
as a theoretical lens since this theory is concerned with 
appearance and how it affects others’ perceptions. 

2.3. Similarity Attraction Theory 

Similarity Attraction Theory (SAT) posits that 
individuals are likely to be more attracted to others who 
hold similar attitudes and beliefs (Byrne, 1971). 
Similarity is a core construct that has an impact on social 
interactions. Similarity between individuals positively 
impacts interactions, cohesion, performance, likeness, 
and perceived competence (Guéguen, Martin, & 
Meineri, 2011; Harrison, Price, & Bell, 1998; Phillips, 
Northcraft, Neale, & relations, 2006; Singh et al., 2015). 
Similarity can be examined from two levels: surface-
level similarity and deep-level similarity (Harrison et 
al., 1998; Kacmar, Harris, Carlson, & Zivnuska, 2009; 
Phillips et al., 2006). Surface-level similarity, also 
known as demographic similarity, refers to the 
similarity based on the salient characteristics (i.e., 
gender and ethnicity) between individuals. Deep-level 
similarity, or attitudinal similarity, refers to the shared 
beliefs, attitudes, and opinions among individuals 
(Harrison et al., 1998; Phillips et al., 2006). 

SAT has been tested in multiple fields and 
dimensions of similarity including demographical, 
physical, and preference similarities on attraction 
(Moon, 1996). SAT has been used in HCI research as 
well. Y. E. Moon (1996) applied SAT to analyze the 
influence of computer attitudinal similarity on four 
different dimensions of attractions (Intellectual 
Attraction, Social Attraction, Emotional Satisfaction, 
and Utility). Although limited to attitudinal similarity, 
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this study supports positive relations between similarity 
and attraction in an HCI context. In another study, You 
and Robert Jr (2018) studied the impact of a robot’s 
surface and deep level similarity on people’s trust. 
Results showed significant effects for deep-level 
similarity on an individual’s trust. They also found a 
positive effect of trust on intention to work with a robot. 
Other HCI studies also suggest a positive relation 
between attitudinal similarity and positive perceptions 
towards an AI agent (Bernier & Scassellati, 2010; Park, 
Jin, & del Pobil, 2012). These findings highlight the 
importance of considering similarity as a design 
criterion when investigating the antecedents to intention 
to work with an AI agent. 

2.4. Model and Hypotheses Development 

Building on SAT, we conceptualize an AI 
Similarity Continuance Model that aims to explain the 
impact of the AI agent’s representation on an 
individual’s perceptions. Specifically, the model links 
how an AI agent is represented to perceptual factors like 
identity and perceived value which, in turn, influence an 
individual’s intention to continue working with the AI 
agent.  

Similarity and Identity: The attraction aspect of 
SAT has been broadly studied, with some studies using 
‘liking’ as an indication for attraction, and others 
suggesting that the concept of attraction is 
multidimensional (McCroskey & McCain, 1972; Y. E. 
Moon, 1996). According to McCroskey and McCain 
(1972), attraction consist of three dimensions including 
social (related to closeness), physical (related to 
likeness), and task (related to work collaboration and 
dependence). This concept of attraction is analogous to 
the theoretical concept of identification, or IT identity, 
in HCI. According to Carter (2012), IT identity refers to 
“the set of meanings an individual attaches to the self in 
relation to IT”. The concept of IT identity does not mean 
ownership, nor does it mean a person’s virtual identity 
communicated through IT (Carter, Petter, Grover, & 
Thatcher, 2020). Rather, it can be viewed as a form of 
attachment that represents positive affect and response 
toward IT, parallel to the positive affect an individual 
experiences when being attracted to another person. 
Like attraction, IT identity is multidimensional, and it 
can be manifested through relatedness, emotional 
energy, and dependence as interconnected dimensions 
(Carter 2012). Relatedness in IT identity reflects the 
feeling of connectedness with the technology. 
Emotional energy reflects the likeness and attachment to 
the technology and dependence represents an 
individual’s reliance on a technology. As an individual 
perceives an AI agent to be like them, we argue that they 

are more likely to identify with the AI agent. 
Accordingly, we posit: 

H1: Perceived similarity with an AI agent is 
positively related to an individuals’ perceived IT 
identity. 

IT Identity and Intention to Use: IT identity has also 
been linked to technology acceptance. According to 
Carter (2012), as individuals identify with a technology, 
this identification engenders a positive attitude towards 
using this technology. Though the focus was on 
technology use, Carter (2012) showed that IT identity 
has a positive relation in explaining positive attitude 
towards using the technology and toward the intention 
to continue to use it. Drawing from these findings, we 
posit that identification with an AI agent will positively 
impact an individual’s intention to continue working 
with this AI agent. Thus, we hypothesize:  

H2: IT identity is positively related to an 
individual’s behavioral intention to continue working 
with an AI agent. 

H3: IT identity will mediate the relationship 
between similarity and the individual’s behavioral 
intention to continue working with AI agent. 

IT identity and Perceived value: When individuals 
interact with an AI agent, they contemplate the 
advantages and disadvantages of working with that 
technology. This process of contemplation and 
evaluation to forming an attitude towards the technology 
is referred to as perceived value (Briggs et al., 1998). In 
the Technology Transition Model (TTM), Briggs et al. 
(1998) suggest that individuals can derive a value 
assessment of the technology they work with from a 
variety of dimensions such as affective or cognitive 
values. Thus, perceived value is a holistic construct that 
reflects a general assessment that is formed based on 
working with the technology. In addition, perceived 
value accounts for a broad range of positive or negative 
outcomes from the interaction with the technology. 
Thus, one can view perceived usefulness as a single 
dimension of value among many other dimensions such 
as political, affective, cognitive, or social values within 
perceived value (Briggs et al., 1998). Given the wide 
variability in the forms of interaction between 
individuals and AI agents, we posit that perceived value 
is a more suitable construct that encompasses different 
positive and negative value dimensions that individuals 
can derive from working with a technology. 
Accordingly, we argue that individuals contemplate and 
synthesize the benefits and negative outcomes from 
working with an AI agent and form an overall 
perception of the value of using the Artifact. We argue 
that this perceived value is derived from their 
identification with the AI agent. Thus, we posit: 

H4: IT identity is positively related to an 
individual’s perceived value of AI agents. 
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Perceived Value and Intention to Use: Perceived 
value also affects technology acceptance. According to 
TTM, behavioral intention to use is a function of 
perceived value. Briggs et al. (1998) suggest that users 
typically synthesize the benefits and costs of using a 
technology subconsciously to derive an overall 
perceived value. When deciding whether to use the 
technology or not, users would then recall the positive 
or negative aspects to decide on using the technology. 
Accordingly, perceived value can be viewed as a factor 
that is directly related to behavioral intention to use and 
as a mediator for other factors that would generate this 
perception of value. As discussed earlier, we expect 
individuals working with an AI agent to synthesize a 
perceived value of the technology from their 
identification with the technology. This perceived value 
would in turn be a direct and mediating factor that 
influences an individual’s intention to continue working 
with an AI agent. Therefore, we postulate: 

H5: Perceived value of an AI agent is positively 
related to an individual’s intention to continue working 
with the AI agent. 

H6: Perceived value of an AI agent mediates the 
relationship between IT identity and behavioral 
intention to continue working with the AI agent. 

It should be noted that we use the term similarity in 
its general sense that encompasses both demographical 
and attitudinal forms of similarity for our conceptual 
model. In addition, we recognize that the form of 
interaction between individuals and AI agents has 
several variations in terms of the number of parties 
interacting (i.e., single or multiple individuals and AI 
agents). Thus, we limit the scope of our model to the 
context of a single individual directly interacting with a 
single AI agent for the purpose of our research model. 
The AI similarity-continuance model is depicted in 
Figure 1. 

 

 
Figure 1. AI similarity-continuance model. 

3. Method 

AI Teammate Platform: We developed a custom 
online AI Teammate platform that enables participants 
to collaborate with an AI agent (chatbot in this context). 
The platform was developed using different 

technologies, including PHP and HTML. The database 
was created with MySQL. The platform was hosted on 
a Google Cloud Virtual Machine Instance. It connected 
to Qualtrics, an online survey software, for managing 
and collecting the survey side of the experiment. 

Since we investigated the impact of an AI agent’s 
(chatbot) representation on individuals, the platform 
allowed us to control the representational dimension of 
the AI agent in terms of its similarity with the individual 
working with it. Accordingly, the platform 
accommodated a High and Low Similarity experimental 
design. In the High Similarity conditions, participants 
were paired with an avatar with similar gender (Male or 
Female), ethnicity (e.g., White, Black, Asian), and an 
avatar picture that showed a human image and a name 
that matched the individual’s gender and ethnicity. For 
instance, a white-male participant in a high similarity 
condition would be matched with a chatbot named Jake 
and an image of a white male person (Figure 2). In the 
low similarity conditions, the participants were matched 
with a chatbot with a generic robot image named Smart 
Bot (Figure 2). 

 

 

 
Figure 2. Brainstorming session with high and low 

similarity AI teammate. 
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In the experiment, the AI agent (chatbot) was 
introduced as an AI teammate that is empowered by 
state-of-the-art AI and ML capabilities to recognize and 
understand textual problems and suggest ideas. 
However, the chatbot was developed with predefined 
ideas that it contributed during the brainstorming 
session. The ideas were updated and changed depending 
on the problem or the task assigned to the participants 
during the brainstorming session. 

Experimental Design: Participants who provided 
consent to participate were redirected to a survey page 
that collected demographic information including 
gender, ethnicity, age, work experience, and education. 
Next, the system randomly assigned participants to one 
of the two treatment conditions or the control group. 
Subsequently, participants were redirected to the 
‘introduction’ page where they met their AI teammate. 
The ‘introduction’ page consisted of a description of the 
AI agent as well as an image that represented the AI 
agent. In the high similarity condition, the AI agent’s 
avatar either looked like them (same gender and 
ethnicity), while in the low similarity condition the AI 
agent’s avatar looked different than the participant 
(different gender and ethnicity). This representation 
served to manipulate the low-level similarity between 
the participants and the AI agent. Next, participants 
were redirected to a moral choice task where they were 
asked to analyze a situation that has a moral dilemma, 
and they were asked to choose the answer that they agree 
with the most. Depending on the condition (High or 
Low Similarity), the AI agent provided an answer that 
was either similar (in the High Similarity condition) or 
different (in the Low Similarity conditions) from the 
participant’s answer. This manipulation served to 
manipulate the deep level similarities beyond 
appearances between the participants and the avatar.  

Then, the participants were redirected to the 
Brainstorming Session page. The page contained 
instructions about how to participate in the 
brainstorming session as well as a problem description 
for participants to generate ideas. The brainstorming 
page contained a 10-minute countdown session timer 
that was visible to participants throughout the session. 
In addition, an ideas counter was displayed which 
tracked the number of ideas that participants generated 
and the number of ideas generated by their AI teammate. 
The participants could generate as many ideas as they 
wished during the available time. Once the timer 
stopped, the brainstorming session ended, and 
participants were redirected to a survey page. The order 
of the survey questions was randomized to avoid biases 
related to order, recency, or fatigue.  

 Participants and Procedure: We deployed the 
AI platform through CloudResearch, a platform for 
managing online data collection, to gather data from 

Amazon Mechanical Turkers (MTurkers). Each 
MTurker was paid a fixed amount, regardless of their 
productivity in terms of idea generation. To determine 
the eligibility criteria and ensuring data quality, we 
followed research recommendations such that workers 
could only complete the task if they previously 
completed more than 1000 hits with a 95% or higher 
approval rate, lived in the United States, and were fluent 
in English (Peer, Vosgerau, & Acquisti, 2014). Based 
on these criteria, we collected data from a total of 450 
workers. However, we identified 24 participants who 
did not complete the study and thus were disqualified, 
resulting in 426 valid participants. 

About 42.5% of the participants identified 
themselves as female and 57.5% as male. Most 
participants identified themselves as white (74.4%), 
followed by black (10.1%), Asian (8.2%), 
Hispanic/Latin American (5.2%), Indian (1.9), and 
Native Hawaiian/Pacific Islander (0.2%). The minimum 
age was 19, and the maximum age was 71. About 65% 
of participants were between 30 and 50 years old while 
the remaining two age groups (below 30 or above 50) 
were 17.5% each. The treatment conditions’ sample size 
was balanced; the control group consisted of 50 
participants (Table 1). 

 
Table 1: Sample size per treatment. 

Condition Participants 
High Similarity  185 
Low Similarity 191 
Control 50 

 
Measures: To test the proposed model and 

hypotheses, we used a host of measures. Besides the 
similarity measure, all other measures were adopted 
from the literature. The items of these measures were 
adjusted accordingly to fit the context of this study.  

Similarity: To measure perceived similarity, 
participants were asked two 5-point Likert scale 
questions. The first question addressed their perceived 
physical similarity with the chatbot. The second 
question addressed their perceived attitudinal similarity 
with the chatbot. Afterwards, we computed a composite 
similarity score by calculating the average of 
participants’ demographical and attitudinal similarity 
responses to get an overall perceived similarity score for 
each participant. Through these steps, we were able to 
consider the different levels of similarities (surface and 
deep) in the study model while ensuring model 
parsimony. 

IT Identity: Since IT identity is a second-order 
construct (Omega: 0.80) that has three dimensions, we 
adopted the measures proposed by (Carter, 2012) to 
measure each of these dimensions. The instrument for 
each of the dimensions (dependence (Alpha: 0.96), 
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relatedness (Alpha: 0.95), and emotional energy (Alpha: 
0.92)) consisted of 4 (5-point Likert scale) items. 

Perceived Value: The purpose of this scale is to 
measure an individual’s perceived value of their AI 
teammate. The scale used for measuring this construct 
was adopted based on the instrument proposed by (de 
Vreede, de Vreede, Reiter-Palmon, & Ashley, 2011). 
The scale consisted of 4 items with a 5-point Likert scale 
format (Alpha: 0.97). 

Behavioral Intention: With a focus on collaboration 
rather than use, we adopted the behavior intention 
instrument by Venkatesh et al., (2003) and made 
appropriate adjustments to reflect the human – AI 
collaboration context. The adjusted instrument 
consisted of 3 items (5-point Likert scale) (Alpha: 0.97). 

Manipulation Checks: All similarity manipulations 
worked as intended. For demographical similarity, 
participants in the high similarity condition (M = 2.978, 
SD = 1.35) reported higher scores of perceived 
demographical similarities, t(368.01) = 6.106, p < 0.00. 
Equally, results pertaining attitudinal similarity show 
that participants in the high similarity condition (M = 
3.464, SD = 1.23) perceived the AI agent to be more 
similar to them compared to the low similarity 
conditions (M = 2.738, SD = 1.16), t(370.95) = 5.851, p 
< 0.00. 

4. Results 

To determine the measurements’ reliability, we 
computed the Alpha Coefficients and Composite 
Reliabilities following (Cronbach & Shavelson, 2004). 
The recommended threshold of 0.7 was found to be 
exceeded in both statistics indicating acceptable 
measurement reliability (Table 2) (Cortina, 1993; Fornell 
& Larcker, 1981). CFA was also performed to determine 
for construct validity. The results indicated that all items 
loaded in their respective constructs. Two items were 
removed as they were slightly below the recommended 
0.7 cutoff (Hair, 2009): Relatedness item 2 and Emotional 
Energy item 2. Measures were also tested for discriminant 
validity and the square root of AVE was found greater 
than inter-construct correlations (Table 3) (Fornell & 
Larcker, 1981). 

To test our hypotheses, we performed structural 
equation modeling using the “Lavaan” package in “R”. 
The overall model fit shows support for the 
conceptualized model postulated in this study (Figure 
3). Further, the results provide support (Est= 0.58, p= 
0.00*) for the positive relationship between similarity 
and IT identity (H1). The model also shows support for 
the positive effect of IT identity and behavioral intention 
to use AI teammates (Est= 0.31, p= 0.00*) as well as the 
mediation effect of IT identity for similarity and 
behavioral intention to use AI teammates (Est= 0.17, p= 

0.00*) (H2 & H3). The positive relationship between IT 
identity and the perceived value of AI teammate (Est= 
0.77, p= 0.00*) as well as the mediation effect of 
perceived value between IT identity and behavioral 
intention to use AI teammate (Est= 0.43, p= 0.00*) was 
also found to be significant (H4 & H5). Finally, the 
model also shows support (Est= 0.57, p= 0.00*) for the 
positive relationship between perceived value and 
behavioral intention to use AI teammates (H5). 

 
Table 2: Confirmatory factor analysis (CFA). 

Item PV DEP EE REL BI 
PV 1 0.88 0.03 0.05 0 0.04 
PV 2 0.93 0.03 -0.01 0 0.03 
PV 3 0.93 0.04 -0.03 0.01 0 
PV 4 0.9 -0.01 0.04 0 0.02 
BI 1 0.02 -0.01 -0.01 0.03 0.94 
BI 2 0.05 0 0.04 -0.01 0.89 
BI 3 -0.03 0 -0.01 -0.01 1.02 

DEP 1 0.1 0.79 0 0.07 0.03 
DEP 2 0.02 0.78 0.05 0.02 0.06 
DEP 3 0.03 0.94 0.02 0 -0.03 
DEP 4 -0.01 0.97 0.02 -0.01 0 
REL 1 0.06 0.01 0.87 0.03 -0.01 
REL 2 0.22 -0.08 0.68 0.03 0.05 
REL 3 -0.09 0.12 0.88 0.01 0.03 
REL 4 -0.01 0 0.93 -0.01 0.02 
EE 1 -0.09 0.14 0.03 0.78 0.08 
EE 2 0.13 -0.21 0.13 0.69 -0.05 
EE 3 0.04 0 -0.02 0.92 0 
EE 4 -0.02 0.05 -0.01 0.92 0.02 

Note1: PV – Perceived Value; BI – Behavioral Intention; 
COM – Competence; DEP – Dependence; EE – Emotional 
energy; REL – Relatedness; Note2: Values equal or 
greater than 0.7 are boldened  

 
 
Table 3: Composite reliability, AVE, and inter-

constructs correlations. 

 

Construct CR AVE Latent constructs 

1 2 3 4 5 

Perceived Value (1) 0.925 0.902 0.950 
    

Behavioral Intention (2) 0.927 0.927 0.806 0.963 
   

Relatedness (3) 0.858 0.854 0.741 0.719 0.924 
  

Emotional Energy (4) 0.802 0.825 0.515 0.500 0.470 0.908 
 

Dependance (5) 0.884 0.854 0.537 0.521 0.671 0.700 0.924 

Note: Bold values on the diagonal are √AVE 
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Figure 3. Structural equation model (SEM) results. 

 
 

5. Discussion & Conclusions 

This study examined the impact of AI agent 
representation on perceptual and behavioral factors 
related to individuals through a social lens. Through an 
experiment where individuals collaborated with a chatbot 
to brainstorm ideas, we were able to derive some 
important theoretical findings. Drawing from SAT, we 
proposed a Similarity Continuance Model which predicts 
a positive relationship between similarity and IT identity 
with the technology in the context of human – AI agent 
interaction. By manipulating the representational form of 
the AI teammate in the experiment, we were able to 
analyze the effect of similarity on identification. The 
results of our study highlight the important role of AI 
agent’s similarity on individual’s identification with the 
technology (IT identity). This finding is in line with our 
hypothesis. Additionally, this finding expands prior 
literature that established a positive relationship between 
similarity and identification for other types of non- 
technologies (i.e., personal avatar) (Suh et al., 2011).  

We further explored the role of IT identity as an 
important factor that affects an individual’s intention to 
continue working with the AI agent. Additionally, we 
assessed the mediating role of IT identity in the 
relationship between similarity and continuance 
intention. As hypothesized, the results of our analysis 
support the important positive role of IT identity in 
affecting an individual’s intention to continue working 
with an AI agent. In addition, our results highlighted IT 

identity as an important mediator in the relationship 
between similarity and continuance intention. Prior 
literature established a relation between IT identity and 
use (Carter, 2012; Carter & Grover, 2015; Carter et al., 
2020). However, our results expand the effect of IT 
identity to the collaboration domain between individuals 
and AI agents where the technology is viewed as a peer 
rather than as a tool. Thus, we infer that IT identity is a 
critical factor for understanding an individual’s 
continuance intention to work together with a technology 
agent.  

In view of the persistent challenge that organizations 
face regarding workers resistance to collaborate with an 
AI agent, our results provide some important practical 
contributions that can help those organization to 
overcome this challenge. First, our study provides 
guidance to developers of organizational AI agents to 
focus on integrating design features that enhance the 
perception of similarity with individuals. With the 
enhanced graphical and AI capabilities, developers 
should utilize these technologies to create AI agents that 
have similar representational features to individuals. 
Although we limited our study to a certain set of 
demographical and attitudinal similarities, we expect that 
expanding this set towards creating AI agents that are 
similar to the individual would enhance individuals' 
experience and their intention to continue working with 
the chatbot. By doing so, organizations could possibly 
increase the willingness of their employees to work with 
the technology in a collaborative manner. 

While this study opens doors to the critical social 
design perspective of Human – AI interaction, our study 

*Sig. at p>0.01; Chisq: 232.93; DF: 128; Robust CFI: 0.984; Robust 
RMSEA: 0.054; Robust Upper CI RMSEA: 0.064; Robust Upper CI 
RMSEA: 0.043; SRMR: 0.034
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also has limitations which offer exciting opportunities for 
future research. First, our study used the concept of 
similarity in its general sense, encompassing both 
attitudinal and demographical similarities. Previous 
literature, however, suggested that different levels and 
combinations of similarities could have different impacts 
on individuals (Suh et al., 2011; You & Robert Jr, 2018). 
Thus, we plan to conduct a future study that separates the 
two types of similarity and expands our proposed model 
by (1) determining deep-level similarity in a multi-
dimensional fashion and (2) by exploring the effect of 
different combinations of surface-level and deep-level 
similarities on individuals’ perceptions. 

The second limitation in our study is that we utilized 
a cross sectional experiment to examine our model. As 
suggested by Carter (2012) and others, the concept of IT 
identity could have a deeper effect in longer relations with 
the technology. In essence, we expect that as individuals 
work more intensely and longer with AI agents, their 
identification with the technology would further be 
enhanced. Accordingly, we recommend that future 
research examine or expand on our model by utilizing 
longitudinal studies.  

Technology poses another limitation for this study. 
While we confirmed the effects of our manipulations, we 
recognize that different advanced technologies could be 
used to create enhanced AI agents to further improve 
individuals’ perceived similarity with the chatbot. 
Additionally, NLP capabilities can be embedded within 
the chatbot to create a conversational environment where 
the chatbot and individuals can discuss their attitudinal 
similarity in a much more human-like approach. Thus, we 
recommend that future research should expand on the 
scope of the technology used to further enhance our 
understanding about the effects of similarity and chatbot 
capabilities on individuals’ perceptions and behavior. 

With the dynamic change in human – AI interaction, 
we studied the impact of AI agent representation and 
capability on perceptual and behavioral factors related to 
individuals through a social lens. Drawing from SAT, we 
proposed a model of IS Social Continuance. By 
operationalizing an experiment where individuals 
collaborate with a chatbot to brainstorm ideas, we were 
able to derive some important theoretical and practical 
findings that will help with the design and 
implementation of AI teammates in organizations. 
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