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SUMMARY 

Mild traumatic brain injuries (mTBI) are one of the leading causes of neurological 

disorders. Symptoms after a mTBI may include headache, dizziness, and balance issues, 

among others, with vestibular disorders observed in up to 80% of these patients. These 

symptoms generally resolve in the first few weeks after the injury, but some patients may 

develop persistent symptoms. Patients with Post-Concussion Vestibular Dysfunction 

(PCVD) may present alterations in the peripheral and central vestibular systems. These 

alterations may then affect postural control and stability, which coupled with visual motion 

sensitivity, cause the prolonged symptomatology. In this study, we evaluated postural 

control strategies in Healthy Controls (HC) and Subacute PCVD patients (ST) to identify 

underlying changes in the postural control system. Sensory Organization Test (SOT) was 

employed to measure Centre Of Pressure (COP) signals under different sensory conditions. 

Analysis of traditional linear metrics and entropy metrics of the COP signals demonstrated 

significant differences between groups. Complexity index was reduced for the ST group 

during “Eyes Closed” condition, with a median value of 7.93 vs 9.59 for the HC in the 

Medial-Lateral direction (p=0.002), and 5.17 vs 6.22 Anterior-Posterior direction 

(p=0.0009). Moreover, analysis of these metrics through machine learning, showed 

indications of interactions between these variables that may be predictive of the health 

condition of the patient. These results remark the potential of these metrics for evaluating 

changes in postural dynamics in patients with PCVD, and opens a new path for analysis of 

the COP signals with the support of machine learning models. 
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CHAPTER 1. INTRODUCTION 

1.1 Motivation 

Neurological disorders are characterized by changes in normal brain functioning that result 

from degenerative diseases, infections, stroke, or head trauma, among other causes. 

Changes in brain connectivity may drive network dysfunction and lead to cognitive, 

balance, and other functional impairments [1], [2]. Understanding the complexity of brain 

function and connectivity is a difficult task that generally involves correlating specialized 

brain imaging (e.g., functional magnetic resonance imaging) and/or electrical recordings 

(e.g., electroencephalogram) with clinical testing. However, clinical metrics may include 

subjective questionaries that do not offer the degree of precision that may be required for 

correlation to imaging data. In addition, while self-report questionnaires may help 

clinicians to assess a patient’s symptomatology and condition, symptoms are often not 

specific to a single disease state and symptom reports do not always provide an unbiased, 

quantifiable measure.  Establishing objective and repeatable metrics that offer insight into 

underlying brain function is fundamental for both appropriately assessing a patient’s 

condition and to allow a better understanding of how the brain is organized in both healthy 

and disease states.  

The applications of machine learning and data analytics to the healthcare and medical 

fields are rapidly growing and have been more recently applied to the question of brain 

function. There is an increasing demand for clinical decision support systems that can guide 

the diagnosis and treatment of a patient [3]. Moreover, the expanding availability of clinical 

instrumentation has led to the development of new clinical assessments that rely on 
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quantifiable patient biomedical metrics.  Data from these clinical assessments are being 

evaluated through complex machine learning models capable of unraveling details and 

patterns that traditional methods are unable to detect [4].  

MTBI or concussion is one of the most common neurological disorders.  After an 

mTBI patients may report a variety of signs and symptoms including cognitive impairment, 

headaches, dizziness or imbalance, visual impairment, or sleep disruption. Post-concussion 

vestibular dysfunction, accounting for reports of dizziness and imbalance, is of particular 

interest because these symptoms are predictive of more long term recovery after injury [5] 

and there are well established treatments available when these patients are appropriately 

identified [6].  Although assessment of these patients is based on both subjective 

questionnaires and objective balance tests, current standard metrics may not be effective in 

revealing the full range of dysfunction in patients with post-concussion vestibular 

dysfunction. 

 The aim of this thesis is to analyze data derived from objective balance testing using 

force plate measurements of center of pressure signals. Specifically, evaluate both 

traditional linear metrics and entropy measures of patients with post-concussion vestibular 

dysfunction to: 

1. Establish objective metrics that reveal insights into the underlying changes in 

postural control. 

2. Identify a reduced set of metrics that more fully characterize the vestibular deficits 

of patients with PCVD than is currently possible with standard of care. 
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CHAPTER 2. BACKGROUND 

2.1 Balance Control and Sensory Integration 

Postural stability is achieved through complex processing and integration of sensory 

feedback. Integration of several sensory systems is fundamental for proper balance control 

including visual, vestibular, and proprioceptive feedback. The overall mechanism of 

postural stability can be defined as a closed-loop feedback control system, in which afferent 

signals from these sensory organs result in efferent control of muscles to achieve stability 

[7].  

Deterioration or malfunctioning of one of these sensory systems can greatly affect 

the control strategy under different conditions. For example, ageing is one of the main 

causes of sensory degeneration, leading to lower visual acuity and reduction of vestibular 

hair cells [8]. Disturbances in the environment, such as walking in a dark room, coupled 

with impaired sensory function can elicit unreliable sensory feedback which may lead to 

imbalance and falls [9].  In order to avoid falls, the system may compensate for unreliable 

sensory feedback with a strategy that reweights sensory inputs, increasing the utilization 

of sensory inputs which are most reliable and decreasing the utilization of less reliable 

sensory inputs [10]. This compensatory mechanism has been evaluated in patients with 

diverse neurological disorders, including mild traumatic brain injuries [11].  

2.2 MTBI and Persistent Post-Concussive Symptoms 

MTBI is one of the most common neurological disorders, with an estimated 40 million 

people worldwide affected every year. Approximately, 10 to 25 percent of mTBI patients 
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suffer from persistent symptoms after injury, generally defined as symptoms persisting 

greater than 30 days post injury [12]. The diagnosis of mTBI is a clinical decision with a 

variety of accepted definitions.  For example the WHO Collaborating Centre for 

Neurotrauma Task Force on mTBI requires that at least one of the following occur after an 

acute brain injury resulting from mechanical energy to the head:  confusion or 

disorientation, loss of consciousness for 30 minutes or less, amnesia less than 24 hours, or 

transient neurological abnormalities not requiring surgery [13]. After the diagnosis of 

mTBI is established, assessment of symptoms and severity [14] may include a combination 

of self-report and objective measures including the Post-Concussion Symptom Scale 

(PCSS), a variety of cognitive tests, the Vestibular Ocular Motor Screen (VOMS) [15], and 

objective balance testing.   The Balance Error Scoring System (BESS) and the Sensory 

Organization Test (SOT), among others, may be used to specifically evaluate balance and 

vestibular function. 

2.2.1 Vestibular Dysfunction and Visual Compensation 

Both the peripheral and central vestibular systems may be affected after injury, although 

recent studies suggest that central alterations may be more prevalent, at least in the subacute 

phase [16], [17]. Vestibular therapy is effective for recovering normal functioning and for 

resolving these discomforting symptoms [18].  Post-concussive vestibular dysfunction is 

common, present in up to 80% of patients with mTBI, and if vestibular symptoms persist, 

PCVD has been associated with sensory reweighting resulting in an overdependence on 

visual stimuli [19]. During the acute phase of a vestibular disorder, patients may overcome 

the lack of reliable vestibular feedback through higher dependence on visual or 

somatosensory cues. This compensatory behavior is a response to the inaccurate integration 
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of the vestibular system and may help patients maintain balance in the early period post-

injury. However, this response may become maladaptive over time resulting in protracted 

symptoms of dizziness, imbalance, and disorientation [11], [20].  

It is hypothesized that subjects who develop persistent symptoms may be suffering 

from this sensory maladaptation. These patients often suffer from visual motion sensitivity 

(VMS) and worsened symptoms when presented with complex visual environments. 

Detailed evaluation of these sensory systems is critical to understanding the underlying 

neuropathology behind each patient’s symptomatology. Computerized Dynamic 

Posturography (CDP) is a clinical test used to analyze sensory integration in balance 

control and consists of a series of tests in which the patient must maintain standing balance 

while presented with different sensory conditions. One of the most widely used CDP 

assessments is the Sensory Organization Test (SOT).  

2.2.2 Sensory Organization Test 

The Sensory Organization Test is a battery of balance tasks that includes six different 

conditions as depicted on Figure 2-1. The sensory systems utilized or modified in each 

condition are shown at the bottom including visual, vestibular, and proprioceptive 

afferents. The subject stands on a force plate and maintains stable postural control for a 

controlled time period while confronted with differing test conditions, and the forces on 

the plate and the center of pressure are measured. These six conditions provide a structured 

method to analyze different sensory control systems during balance. The six tasks are 

depicted on the figure below and consist of: 1) Eyes Open, 2) Eyes Closed, 3) Eyes Open 
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with sway-referenced Vision, 4) Eyes Open with sway-referenced Support, 5) Eyes Closed 

with sway-referenced Support, and 6) Sway-referenced Vision and Support.  

 

Figure 2-1. Sensory Organization Test illustration with conditions (1) Eyes Open, (2) 

Eyes Closed, (3) Eyes Open with sway-referenced Vision, (4) Eyes Open with sway-

referenced Support, (5) Eyes Closed with sway-referenced Support, and (6) Sway-

referenced Vision and Support. Sensory systems contributing on each condition are 

shown on the bottom: vision (eye), vestibular (ear canal), proprioception (foot). 

Unreliable feedback are highlighted in red (Image by Charkhkar H. et al. [21]). 

 The first condition serves as a baseline. Throughout the remaining five conditions, 

the patient must counteract the lack of reliable feedback from the different sensory systems 

in different combinations. During condition two, no visual feedback is available to the 

subject so maintaining balance depends on vestibular sensation and proprioception. On 

condition three, the subject is presented with sway-referenced visual feedback (red 

highlight), in which the visual environment moves in synch with the center of pressure, 

rendering visual feedback unreliable. On conditions four through six, the subject is 

presented with a sway-referenced proprioceptive feedback, in which the force plate 

platform moves in synch with the center of pressure, rendering proprioceptive feedback 

unreliable. Condition five removes visual feedback combined with unreliable 

proprioceptive feedback. Finally, condition six combines both sway-referenced visual and 
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proprioceptive feedback rendering both visual and proprioceptive feedback unreliable. An 

equilibrium score is generated for each condition based on balance sway. This score ranges 

from 0 (complete loss of balance) to 100 (no balance sway). Additionally, a composite 

score is calculated as a linear combination of the equilibrium scores of the six conditions. 

This test also provides a sensory strategy score that estimates how much a patient relies on 

each sensory system. Although these analyses have demonstrated reliability in diagnosing 

patients with different underlying conditions [22], composite scores are a less reliable 

balance assessment after mTBI and often fail to demonstrate meaningful changes among 

those with persistent post-concussive symptoms [23], [24]. 

2.3 Balance control and Center of Pressure 

As mentioned above, there are different systems and tools to quantify balance control and 

postural stability in the clinic. Two of the main measures quantified for this purpose are 

the Center of Mass (COM) and Center of Pressure (COP). The COP is the resulting 

application point of the Ground Reaction Force (GRF) of a subject over a surface. The 

COM is typically measured with a motion-capture system, while the COP is assessed 

through a force plate. These two measures are tightly related but have been shown to 

provide distinct information [25]. The COM velocity is thought to be one of the most 

critical forms of sensory feedback to stabilize balance during quiet stance [26]. This 

feedback is integrated by the central nervous system which then produces a compensatory 

response through muscular activity. This muscular response is later reflected in the 

deviations of the COP. The COP is thus thought to show the nervous system’s response to 

the COM movements, which can elucidate changes or disturbances in underlying sensory 

integration systems [27]. 
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The COP has been studied for decades due to its easy acquisition process and its 

effective characterization of balance stability. During this thesis we will consider different 

metrics extracted from these signals to characterize patients with PCVD. 
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CHAPTER 3. DATA ACQUISITION AND SIGNAL 

PREPROCESSING 

 In this chapter we will introduce the data acquisition process as well as the signal 

preprocessing steps followed prior to feature extraction. 

3.1 Background 

3.1.1 Bertec Computerized Dynamic Posturography 

There are multiple systems commercially available for CDP assessments. In this project, 

the Bertec FIT CDP/IVR system (see Figure 3-1) was employed for the SOT recordings 

acquisition. It consists of a visual surround immersive screen, with over 180-degree 

horizontal and 90-degree vertical fields of view, and a dynamic base with a dual-balance 

force plate for forces and center of pressure acquisition. The immersive screen provides a 

sway-referenced visual environment for SOT conditions 3 and 6, while the dynamic base 

allows for movement to create the sway-referenced support for SOT conditions 4 through 

6. 

The force plate contains a set of strain gaged load transducers that measure six 

components: three orthogonal forces and three moments along each axis. The coordinates 

of the center of pressure are then estimated as: 

𝑥𝑝 = −
𝑀𝑦

𝐹𝑧
 

𝑦𝑝 =
𝑀𝑥

𝐹𝑧
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Figure 3-1. Bertec Immersive System. Depiction of the overall system with immersive 

screen (A, image from BertecTM [28]) and illustration of the force plate coordinate 

system (B) 

Where 𝑥𝑝 and 𝑦𝑝 are the x and y coordinates of the center of pressure respectively, 

𝑀𝑦 and 𝑀𝑥 are the moment components along the y and x axes respectively and 𝐹𝑧 is the 

force component along the z axis, as measured by the force transducer coordinate system. 

If we consider the two main components of the movement independently, 𝑥𝑝 is the center 

of pressure movement along the medial-lateral (ML) direction and 𝑦𝑝 is the center of 

pressure movement along the anterior-posterior (AP) direction. 

3.1.2 Signal Pre-processing 

Prior to analysis and feature extraction, it is fundamental to pre-process the signal to: 1) 

Eliminate any sources of noise that may have contaminated the signal, and 2) Downsample 

to a manageable sequence length for faster processing of the signal.  
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Filtering high frequency content is a key step to avoid aliasing when downsampling 

a signal. It is important to understand the concepts of sampling theory and aliasing to have 

a sense of how they can impact the resulting sequence. The sampling theory states that an 

analog signal may be completely recovered as long as the sampling frequency is at least 

double the maximal frequency contained in the original signal [29]. When this is not 

satisfied, the resulting signal will contain information from higher frequency components 

that would not be distinguishable from those of lower frequencies. This results in a 

distorted and inaccurate signal that does not reflect either the real high frequency or low 

frequency components of the original one. This is what we call aliasing.  

When downsampling a signal we must ensure that aliasing is not present, so that 

the maximal frequency component is well characterized in the downsampled version. For 

this, we may have to perform lowpass filtering to remove high frequency components that 

we are not interested in keeping. 

There have been multiple approaches in prior research regarding the filtering 

methods [30]–[32]. However, they have consisted mainly of two strategies: 1) Butterworth 

Low-pass filtering, and 2) Empirical Mode Decomposition (EMD). On this project we 

decided to employ the latter, as EMD is especially suitable for non-linear and non-

stationary signals, as it is the case of the COP. 

3.1.3 Empirical Mode Decomposition  

EMD is an adaptive time-space method that operates in the time domain. This algorithm 

was originally proposed in 1998 by Huang et al. and consists of an iterative process in 

which the input signal 𝑥(𝑡) is decomposed into a set of independent components also 
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known as Intrinsic Mode Functions (IMFs) [33].  The IMF must satisfy two characteristics: 

1) the number of extrema and zero-crossings must be equal or different by one, and 2) the 

signal is locally symmetric around the time axis [34]. The core element of this algorithm 

consists of sifting the signal 𝑥(𝑡) to obtain a function  𝑟(𝑡). This is performed in five main 

steps: 

1. Set 𝑟𝑖,𝑜 =  𝑥(𝑡), where 𝑟𝑖,𝑜 is the starting residual value 𝑟𝑜 at iteration i 

2. Find the local minima and maxima of 𝑟𝑖,𝑜 

3. Use the local maxima and minima to construct the lower and upper envelopes 𝑒−(𝑡) 

and 𝑒+(𝑡) respectively. Calculate the mean of the envelopes: 𝑚(𝑡) 

4. Subtract 𝑚(𝑡) from 𝑟𝑖,𝑜 to obtain the current residual 𝑟𝑖,𝑐𝑢𝑟(𝑡) = 𝑟𝑖,𝑜 − 𝑚(𝑡) 

5. Check if 𝑟𝑖,𝑐𝑢𝑟(𝑡) satisfies IMF characteristics: 

a. Not Satisfied: repeat steps 2-4 with 𝑟𝑖,𝑐𝑢𝑟(𝑡) as starting point until IMF 

characteristics are met 

b. Satisfied: 𝐼𝑀𝐹𝑖(𝑡) = 𝑟𝑖,𝑐𝑢𝑟(𝑡), and 𝑟𝑖,𝑐𝑢𝑟(𝑡) = 𝑟𝑖,𝑜 − 𝐼𝑀𝐹𝑖(𝑡). Then, find 

the next IMFs by repeating the process with 𝑟𝑖,𝑐𝑢𝑟(𝑡) as starting point (𝑟𝑖,𝑜) 

This is iteratively performed until a stop criterion is satisfied and the decomposition 

is terminated. The stop criteria can be defined, as an example, by selecting the maximum 

number of IMFs to calculate or, by determining a minimum number of extrema that the 

residual should contain. 

The original signal can then be reconstructed by: 
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𝑥(𝑡) =  ∑ 𝐼𝑀𝐹𝑖(𝑡) + 𝑟𝑁(𝑡)

𝑁

𝑖=1

 

Where N is the number of intrinsic mode functions obtained after the decomposition. 

In the EMD signal, the lower order IMFs -the first extracted components- contain the 

higher oscillations contents (high frequencies), while the higher order IMFs contain the 

lower oscillations of the signal. This is the principle used to remove the higher frequency 

components of the signal [35]. To obtain a lowpass filtered signal 𝑥′(𝑡), the first order 

IMFs are subtracted from the original signal, keeping only the lower oscillations reflected 

in the lower order IMFs: 

𝑥′(𝑡) = 𝑥(𝑡) −  ∑ 𝐼𝑀𝐹𝑖(𝑡)

𝑚

𝑖=1

 

Where m is the number of modes to subtract.  

To select the appropriate number of IMF, it is necessary to estimate frequency 

contents of each IMF. EMD is usually coupled with the Hilbert-Huang transform (HHT), 

which allows for the time-frequency analysis of the resulting components.  

3.2 Methods 

Thirty-four healthy controls and twenty-one subjects with subacute post-concussive 

vestibular dysfunction were recruited. Subjects were consecutively recruited during 

clinical assessment at a referral concussion clinic.  Age matched controls were recruited 

from the community.  Informed consent was obtained according to procedures approved 
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by Shepherd Center, Emory University, and Georgia Institute of Technology Institutional 

Review Boards.  Eligible subjects were greater than 16 years of age and sustained a 

concussion within the previous 6 months. Additionally, PCVD subjects required clinical 

evidence for vestibular impairment through PCSS and abnormal VOMS scores. All 

subjects underwent a variety of clinical assessments including balance testing with Bertec 

CDP.  SOT testing was part of a larger protocol for the study of this subjects. 

For each SOT condition, three trials of 20 seconds of duration were recorded, and the COP 

in the anterior-posterior (AP) and medial-lateral (ML) directions were extracted. During 

analysis of the SOT recordings, each signal was decomposed through EMD, and the 

frequency content of each IMF was visualized through HHT. The IMFs containing 

frequencies above 50 Hz were subtracted from the original signal prior to downsampling. 

Frequencies above this threshold are essentially removed from the resulting signal, 

preventing aliasing during downsampling. Filtered signals where were then downsampled 

to 100 Hz, in preparation for later metrics extraction. 

3.3 Results 

A sample of the EMD decomposition of the COP signal is shown in Figure 3-2. It is 

apparent that the higher-order IMFs (i.e., IMFs 6-10) contain the lower oscillations, while 

IMFs 1 and 2 appear as low amplitude noisy signals. However, it is not as evident which 

frequency ranges are contained on each of these components. 
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Figure 3-2. Empirical Mode Decomposition of COP in the ML direction. Ten first 

IMF are shown 

When visualizing the HHT of the IMFs, the frequency contents are better described. This 

can be seen in Figure 3-3-A, where the Hilbert Spectrum of IMFs 1 and 2 are plotted. This 

image represents the instantaneous energy of all frequencies at each time instant. It is 

visible that these two IMFs contain high frequency components that could drastically affect 

the signal when performing downsampling. After inspection of all IMFs, we decided to 

subtract IMFs 1 through 3 from the original signal so that only low frequency contents 

were kept. The complete Hilbert Spectrum can be found on APPENDIX A. IMFS 

HILBERT SPECTRUM 
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Figure 3-3. EMD Filtering. (A) Hilbert Spectrum of IMFs 1 and 2. Colobar indicates 

instantaneous energy. (B) Comparison between unfiltered COP (Blue) and filtered 

COP signal (Orange) after subtracting the first three IMFs. Bottom picture shows 

zoomed in version of the signals. 

A comparison between the original signal and the filtered COP is shown in Figure 3-3-B. 

The bottom image is a zoomed-in visualization of two seconds of the signals. Both signals 

share the same global structure given by the low oscillations of higher order IMFs. The 

differences are more evident when we look at the finer details. The unfiltered signal 

presents more spikes and rapid changes, corresponding to the higher frequency contents. 

3.4 Discussion 

The filtering process through EMD was satisfactory, with low frequency contents and 

global dynamical changes preserved post-filtering. However, it is important to note the 

overlap in the frequency content between different IMFs. Looking at the frequency content 

of IMFs 1 and 2, it is evident that some lower frequency content is still contained in these 

components. This effect is called mode mixing, which has been reported before, and it is 
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known to be one of the major drawbacks of EMD [36]. Nonetheless, for our particular case, 

the energy content for these frequencies is one to two orders lower in IMFs 1 through 3 

than on the preserved IMFs, meaning that the information loss may not be as substantial as 

compared to the retained signal. Alternatives to EMD have been proposed to solve this 

issue, one of the most popular ones being Ensemble EMD (EEMD) [37]. This algorithm is 

based on a noise-assisted version of the traditional EMD. For future work, more careful 

evaluation of these frequency contents and their impact on the final output should be 

considered. 

Additionally, this project has focused on the 1-dimensional analysis of COP signals, with 

independent analysis of AP and ML directions. Future analysis could take into 

consideration a 2-dimensional analysis of COP, which may reflect better the interactions 

between both directions. An extension of EMD is the Multivariate EMD which could be 

appropriate for this type of study [38].  
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CHAPTER 4. FEATURE EXTRACTION AND ANALYSIS OF 

COP SIGNALS 

4.1 Background 

Characterizing changes in postural steadiness and control is fundamental to diagnose and 

evaluate the evolution of disorders and diseases affecting balance.  As mentioned above, 

CDP is a widely used tool for evaluating patients suffering from balance issues after mTBI. 

Particularly, the analysis of COP signals is established as an effective means to evaluate 

balance and postural control [39]. Traditionally, these signals have been analyzed through 

linear metrics including the computation of mean displacements and variances, as well as 

the calculation of sway areas. 

During the past decades, metrics based on the principles of information theory and 

entropy have been introduced into the analysis of medical signals. Specifically, 

Approximate Entropy (ApEn), Sample Entropy (SampEn), Multiscale Sample Entropy 

(MSE), and Complexity Index (CI) have been applied to the study of postural control [24], 

[40], [41].  In this study we analyzed a combination of linear and non-linear metrics for the 

evaluation of postural control in healthy and subacute concussed subjects.  

4.1.1 Linear Metrics 

As discussed previously, postural control is achieved through complex processing of 

sensory feedback, in which the integration of visual, vestibular, and proprioceptive cues 

plays a critical role. Alterations in the postural control system may disturb the dynamics of 

postural stability. Dynamic Posturography has allowed for the evaluation of these changes 
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under different sensory conditions. Traditional metrics based on the temporal patterns of 

the COP have been long studied for this purpose. Prieto et al. collected and proposed a set 

of measures that been the basis of most of the research in postural stability [42]. Here we 

focus on four of these metrics that reflect deviations in sway along the x-y plane.  

 The COP can be defined as a bivariate distribution constituted of the AP and ML 

coordinate functions. The recorded AP and ML time series are referenced on the basis of 

the force plate’s coordinate system. Because each subject may be situated in slightly 

different positions off the center of the force plate, these signals are centered by subtracting 

the mean of the time-series: 

𝐴𝑃[𝑛] =  𝐴𝑃𝑜[𝑛] −  𝐴𝑃𝑜
̅̅ ̅̅ ̅[𝑛] 

𝑀𝐿[𝑛] =  𝑀𝐿𝑜[𝑛] −  𝑀𝐿𝑜
̅̅ ̅̅ ̅̅ [𝑛] 

Where 𝐴𝑃𝑜
̅̅ ̅̅ ̅[𝑛] and 𝑀𝐿𝑜

̅̅ ̅̅ ̅̅ [𝑛] are the mean of the original 𝐴𝑃𝑜 and 𝑀𝐿𝑜 signals, and 𝑛 are the 

discrete time points. Then, the distance vector (DIST) from the center of the COP can be 

estimated as: 

𝐷𝐼𝑆𝑇[𝑛] =  [𝐴𝑃[𝑛]2 +  𝑀𝐿[𝑛]2]1/2  𝑛 = 1, … , 𝑁      [𝑚𝑚] 

Where N is the number of time points of the signals. Then, the calculation for the mean 

distance or mean displacement (MDIST) from the COP is straightforward: 

𝑀𝐷𝐼𝑆𝑇 =  
1

𝑁
∑ 𝑀𝐷𝐼𝑆𝑇[𝑛]

𝑁

𝑛=1

      [𝑚𝑚] 
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The mean displacement along each direction can also be calculated. The mean distance 

along the AP direction is given by: 

𝑀𝐷𝐼𝑆𝑇𝐴𝑃 =  
1

𝑁
∑|𝐴𝑃[𝑛]|

𝑁

𝑛=1

      [𝑚𝑚] 

Another useful metric is the mean velocity (MVELO) of the displacement. This is 

calculated by dividing the total excursion, or total path, of the COP (TOTEX) by the total 

time T: 

𝑇𝑂𝑇𝐸𝑋 =  ∑[(𝐴𝑃[𝑛 + 1] − 𝐴𝑃[𝑛])2 + (𝑀𝐿[𝑛 + 1] − 𝑀𝐿[𝑛])2]1/2

𝑁−1

𝑛=1

      [𝑚𝑚] 

𝑀𝑉𝐸𝐿𝑂 =
𝑇𝑂𝑇𝐸𝑋

𝑇
      [𝑚𝑚/𝑠] 

Where T = 20 seconds, which is the duration of the SOT trials. The mean velocity in the 

AP and ML directions are calculated in an analogous way.  

Another measure of stability is the sway area. This metric approximates the area enclosed 

by the COP per unit time. This can be calculated by adding up the area formed after 

triangulation of the COP time-series and dividing by the total time. The triangles are 

composed of each pair of consecutive points in the COP signal and the mean of the COP, 

as seen in Figure 4-1.Then, the calculation can be written as follows: 

𝐴𝑅𝐸𝐴𝑆𝑊𝐴𝑌 =  
1

2𝑇
∑|𝐴𝑃[𝑛 + 1]𝑀𝐿[𝑛] − 𝐴𝑃[𝑛]𝑀𝐿[𝑛 + 1]|

𝑁−1

𝑛=1

      [𝑚𝑚2/𝑠] 
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Figure 4-1. Triangulation of COP signals for Sway Area calculation. The blue dots 

indicate a pair of consecutive points. The red dot indicates the mean of the COP. 

The last traditional metric examined in this study was the mean frequency (MFREQ). The 

frequency was approximated, in the temporal domain, as the rotational frequency of the 

COP if it had traveled its path in a circle of radius equal to MDIST: 

𝑀𝐹𝑅𝐸𝑄 =  
𝑇𝑂𝑇𝐸𝑋

2𝜋 ∗ 𝑀𝐷𝐼𝑆𝑇 ∗ 𝑇
      [𝐻𝑧] 

In general, an increase of values for any of these metrics may be a sign of dysfunctional 

postural control or a deteriorated dynamical system. 

4.1.2 Non-Linear Metrics: Entropy 

Postural control is governed by a complex dynamic nonlinear system in which 

sensory feedbacks operate at different time scales. These nonlinear systems may reach 

equilibrium states, periodic or stable oscillations, or be susceptible to chaotic changes. 
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There is a new approach in the analysis of COP signals that considers that postural 

control is dominated by a chaotic but deterministic system. Alterations in this system may 

then be detected by measures of order or entropy. Cavanaugh et al. employed approximate 

entropy to detect abnormalities in postural control on athletes with concussion [43]. While 

traditional metrics of postural stability were not altered in these subjects, they exhibited 

reduced entropy in SOT conditions 1 and 2.  Notably athletes post-concussion were found 

to have decreased entropy compared with control subjects.  

Approximate entropy (ApEn) measures the complexity or randomness of a system. 

The framework for this metric is based on the field of information theory. Entropy is a 

measure of uncertainty or the amount of information we learn from a system given a set of 

observations. In this sense, entropy is a function of the probability distribution defined by 

the data series, not a function of the observations themselves. If this distribution is flat or 

uniform, all probabilities are equal, the entropy is high, and more uncertainty is generated 

[44]. 

ApEn has been applied to different research studies in the medical field [45], [46]. 

Biomedical signals are often of a nonlinear nature, for which measures of entropy may be 

more appropriate than other classical statistical metrics. ApEn essentially splits the signal 

in segments of equal size m and size m+1 and checks whether these segments are repeated 

along the time-series within a tolerance of radius r. The algorithm behind ApEn works as 

follows: 

1. Given a time-series 𝑥 = {𝑥1, 𝑥2, … , 𝑥𝑁} with length N, select a window size m 

2. Create the set of vectors �⃗� =  �⃗�1, �⃗�2, … , �⃗�𝑁−𝑚+1, where �⃗�𝑖 = {𝑥𝑖 , 𝑥𝑖+1, … , 𝑥𝑖+𝑚−1}  
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3. Select a distance threshold or tolerance 𝑟 

4. Calculate the distance between each pair of vectors {�⃗�𝑖 , �⃗�𝑗}, and check if they are 

within the tolerance distance 𝑟: 

‖�⃗�𝑖 − �⃗�𝑗‖
𝑚

< 𝑟      
 

⇔      |𝑥𝑖+𝑘 − 𝑥𝑗+𝑘| < 𝑟      ∀𝑘     0 ≤ 𝑘 ≤ 𝑚 − 1 

5. Given the tolerance 𝑟, the probability of vector �⃗�𝑖 to be similar to vector �⃗�𝑗 is given 

by: 

𝐶𝑖
𝑚(𝑟) =

∑ ∅(𝑖, 𝑗, 𝑚, 𝑟)𝑁−𝑚+1
𝑗=1

𝑁 − 𝑚 + 1
 

∅(𝑖, 𝑗, 𝑚, 𝑟) =  {
1,    𝑖𝑓  ‖�⃗�𝑖 − �⃗�𝑗‖

𝑚
< 𝑟  

0,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒       
} 

6. Then, with all vectors  �⃗�𝑖 we can calculate 𝜃𝑚 as: 

𝜃𝑚(𝑟) =
∑ ln (𝐶𝑖

𝑚(𝑟))𝑁−𝑚+1
𝑖=1

𝑁 − 𝑚 + 1
 

7. Finally, ApEn is estimated as the difference of windows m and m+1: 

𝐴𝑝𝐸𝑛(𝑚, 𝑟) = 𝜃𝑚(𝑟) − 𝜃𝑚+1(𝑟)  

For repetitive series with repeatable patterns, the approximate entropy tends to zero, as is 

the case of a perfect sinusoidal signal [47]. This value increases with more random or 

unpredictable time-series.  

As shown in the above equations, this metric depends on two predefined 

parameters, the window length m and the tolerance distance r. These both parameters are 

highly dependent on the type of signal being evaluated, as well as the acquisition conditions 

and pre-processing steps. Traditionally, the window length is usually set to 2 or 3, and the 

tolerance is set between 0.1 to 0.25 times the standard deviation of the signal. However, 
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these values were initially determined for other types of physiological signals (e.g., 

respiratory time-series), and now there is ongoing research to establish more reliable 

parameters for COP signals [48].   

One of the drawbacks of ApEn is that it counts self-matches in its calculation, so that 

the logarithm in the algorithm is always defined. This induces a bias towards a lower value 

of entropy, as the pattern becomes by default more repetitive. In an attempt to solve this 

issue, Sample Entropy (SampEn) was later defined [49]. SampEn is calculated as follows: 

𝑆𝑎𝑚𝑝𝐸𝑛(𝑟) = −𝑙𝑜𝑔
𝐴(𝑟)

𝐵(𝑟)
 

Where 𝐴(𝑟) is the number of pair of vectors of length m+1 satisfying ‖�⃗�𝑖 − �⃗�𝑗‖
𝑚+1

< 𝑟, 

and 𝐵(𝑟) is the number of pair of vectors of length m satisfying ‖�⃗�𝑖 − �⃗�𝑗‖
𝑚

< 𝑟. In this 

calculation, self-matching vectors are not counted.  By definition, B is always equal or 

greater than A, thus, the logarithm is always defined and of negative sign, making SampEn 

a positive number or zero for perfect repeatable patterns.  

Multiscale Sample Entropy (MSE) is an extension of SampEn, that quantifies 

fluctuations at different time ranges or scales. MSE has two main steps: 

1. Calculating the coarse-grained signal 𝑦𝜏 of the time-series 𝑥 given a time scale 𝜏: 

𝑦𝜏: {𝑦1
𝜏, 𝑦2

𝜏, … , 𝑦𝑁/𝜏
𝜏 }     𝑤𝑖𝑡ℎ      𝑦𝑗

𝜏 =  
1

𝜏
∑ 𝑥𝑖 ,        1 ≤ 𝑦𝑗 ≤ 𝑁/𝜏

𝑗𝜏

𝑖=(𝑗−1)𝜏+1

 

2. Calculate SampEn of the coarse-grained signal 𝑦𝜏: 𝑆𝑎𝑚𝑝𝐸𝑛(𝑚, 𝑟, 𝜏) 
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In essence, during coarse graining the signal 𝑥 is split into segments of length 𝜏, and the 

average value is calculated for each of those segments. These calculated values constitute 

the coarse-grained signal 𝑦𝜏.  

Generally, multiple time scales are evaluated simultaneously. It has been suggested 

that at least 200 data points should be present in the last time scale after coarse graining 

[50]. For this project, with a time series of length 2000 data points, the selected values for 

𝜏 were 1 through 10, so that the condition mentioned above was satisfied. 

An additional metric derived from the MSE, is the complexity index (CI). This metric is 

simply the summation of all SampEn values at each time scale 𝜏: 

𝐶𝐼 = ∑ 𝑆𝑎𝑚𝑝𝐸𝑛(𝑚, 𝑟,

10

𝜏=1

𝜏) 

Where 𝑆𝑎𝑚𝑝𝐸𝑛(𝑚, 𝑟, 𝜏) is the SampEn of the coarse-grained signal at time scale 𝜏. 

4.2 Methods 

An overview of the process followed for the signals analysis is shown in Figure 4-2. The 

first step, as discussed in the previous chapter, was to preprocess the signal to filter the 

high frequency components. The second step was to calculate the above-mentioned 

features on the COP signals, with special focus on the AP direction. The last step consisted 

of feature exploration, to visualize feature distributions among the two groups, and 

statistical analysis. 
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Figure 4-2. Schematic of Signal Analysis, with three main steps: 1) Signal Processing, 

2) Feature Extraction and 3) Feature Exploration and Statistical Analysis. The 

Feature Extraction process includes both the calculation of traditional metrics and 

entropy metric 

4.2.1 Calculation of Metrics 

The above mentioned metrics were calculated for the COP signals of all 18 trials, and the 

average value for each SOT condition was then tested for significant differences between 

groups.  

For the traditional linear metrics MDIST, MFREQ, MVELO and AREASWAY, as well as 

MDISTAP, MFREQAP and MVELOAP (mean distance, velocity and frequency in the AP 

direction respectively) were calculated. The non-linear metrics included ApEnML, ApEnAP, 

CIML and CIAP. The parameters for these metrics were set to m=2 and r=0.15*STD, where 

STD is the standard deviation of the signal being evaluated. Additionally, 𝜏 was set to 𝜏 =

1,2, … ,10 for the calculation of CI. 

4.2.2 Statistical Analysis 
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Data distributions were tested to assess normality both visually and through Shapiro 

Wilk Tests. Because of the presence of outliers in certain variables, and the non-normality 

of the data, significant differences were evaluated through Wilcoxon Rank Sum tests. 

Bonferroni correction was employed to correct the p-value for multiple comparisons, 

resulting in a corrected p-value of p < 0.008.   

4.3 Results 

As mentioned above, a total of 21 ST subjects (12 Female, Age: 23.16 ± 4.67) were 

recruited for this study. This group presented on average with a history of two lifetime 

concussions, and a median of 35 days elapsed between the last injury and the time of 

examination. On the other hand, 34 HC subjects (20 Female, Age: 28.11 ± 4.46) were 

recruited, all with no history of previous lifetime concussion. A summary of the 

demographics and clinical scores is presented in Table 1. 

4.3.1 Comparison with traditional linear metrics 

After correction of the p-value for multiple comparisons, two of the linear metrics survived 

the threshold for significance. The sway area during condition SOT 2 showed significantly 

(p=0.004) greater values for ST with a median (IQR) value of 13.91 (11.24 to 22.55) mm2/s 

vs the HC with a value of 10.62 (8.75 to 14.82) mm2/s. Additionally, the mean frequency 

along the AP direction showed increased values for the HC group during SOT condition 2 

(p=0.005), with a median value of 0.76 (0.65 to 0.88) Hz vs the ST group with 0.67 (0.47 

to 0.74) Hz.  It is also interesting to note a tendency for ST subjects to have greater mean 

distance - mean displacement from the center of the COP as seen in Figure 4-3-A. As an 
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example, for SOT condition 2, the ST subjects showed a median value of 3.37 (2.92 to 

5.23) mm, as opposed to the HC group with 2.92 (2.43 to 3.49) mm, with p=0.009. 

Table 1. Demographics and clinical scores of HC and subacute PCVD subjects. Data 

presented as median (IQR). Statistical significance tested through Wilcoxon Rank 

Sum Tests. 

 

 CONTROL 

(HC) 

PCVD (ST) P-

VALUE 

N 34 21 n.a. 

AGE 27 (24 - 30.0)  23 (19.8 - 27.3) 0.003 

VOMS 

SCORE 

Baseline 0 (0) 5.0 (3.75 - 6.25) < 0.001 

Smooth Pursuit 0 (0) 4.5 (4.00 – 

7.25) 

< 0.001 

Horizontal 

Saccades 

0 (0) 6.0 (4.75 – 

9.25) 

< 0.001 

Vertical Saccades 0 (0) 6.5 (4.0 – 9.5) < 0.001 

Near-Point 

Convergence 

0 (0) 6.0 (3.0 – 10.0) < 0.001 

Horizontal VOR 0 (0 – 0.75) 8.0 (5.0 -12.0) < 0.001 

Vertical VOR 0 (0) 9.0 (5.75 – 

12.25) 

< 0.001 

VMS 0 (0 - 1) 9.0 (5.75 – 

13.25) 

< 0.001 

SOT 

EQUILIBRIUM 

SCORE 

Condition 1 92.7 (91.7 - 94.0) 92.5 (89.6 - 

94.4) 

0.293 

Condition 2 92.4 (91.1 - 93.8) 91.9 (88.1 - 

92.8) 

0.043 

Condition 3 93.3 (92.1 - 94.3) 92.3 (86.6 - 

93.8) 

0.039 

Condition 4 74.4 (71.2 - 80.3) 75.8 (72.2 - 

79.5) 

0.441 

Condition 5 68.3 (63.6 - 73.8)

  

67.5 (54.8 - 

74.8) 

0.196 

Condition 6 71.4 (67.2 - 75.7) 69.9 (60.7 - 

75.5) 

0.186 
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Figure 4-3. Comparison of linear metrics between HC and ST groups, with Mean 

Distance (A&D), Mean Velocity (B&E), Mean Frequency (C&F) and Sway Area (G). 

Data is averaged between every three trials for each SOT condition. Error bar 

displays 95% confidence interval. The asterisk (*) indicates significant metrics after 

Bonferroni correction (p<0.008) 

4.3.2 Comparison with entropy metrics 

In order to reduce the number of metrics assessed during the analysis, we opted to evaluate 

differences between groups based on ApEn and CI only, instead of using every independent 

temporal scale of the MSE. However, here we also take a deeper look at the different time 

scales for SOT condition 2, and its evolution with increasing trials, as seen in Figure 4-4. 

For all scales and trials, both SampEn in the AP and ML directions appear lower in the ST 

groups. These differences are more noticeable in the mid-scales (4 to 8) of trial 5.  In terms 

of temporal evolution, if we look at the HC group from trial 4 to trial 6, which are recorded 
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sequentially, the SampEn generally increases for all time scales, as opposed to the ST 

groups. 

 

Figure 4-4. MSE of ML (A) and AP (B) COP signals for the three trials recorded 

during SOT condition 2. Point indicates mean value for each scale, and bars indicate 

95% confidence interval. 

These differences are also reflected in the CI values. As seen in Figure 4-5. All four non-

linear metrics show significant differences between groups for the second SOT condition. 

In all cases, HC show higher entropy values as compared to ST, with 0.45 (0.39 to 0.51) 

vs 0.37 (0.25 to 0.44) for the ApEn in the ML direction (p=0.004), and 0.22 (0.19 to 0.26) 

vs 0.18 (0.12 to 0.20) for the ApEn in the AP direction (p=0.004). Complexity values were 

also statistically higher in HC for this SOT condition with 9.59 (8.55 to 10.39) vs 7.93 

(5.93 to 9.16) for the CI in the ML direction (p=0.002), 6.22 (5.48 to 7.30) vs 5.17 (3.67 
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to 6.11) for CI in the AP direction (p=0.0009). This behavior is also consistent for the rest 

of the SOT conditions, although statistical differences did not exceed the threshold. 

 

Figure 4-5. Comparison of nonlinear metrics between HC and ST groups in the six 

SOT conditions. Error bars indicate 95% confidence interval. Asterisk (*) indicates 

significant differences after Bonferroni correction (p<0.008). 

4.4 Discussion 

4.4.1 Traditional Linear Metrics for PCVD subjects’ diagnosis 

Linear metrics differentiated between the ST and HC groups including Mean Frequency in 

the AP direction, and Sway Area in condition 2 of the SOT.  Although the mean 

displacement and mean velocity metrics did not show significant differences between 

subjects, there is a clear tendency for patients with PCVD to present higher values, which 

may be a direct response to changes in the postural control dynamics. This is also reflected 

in the sway area and the mean frequency metrics, especially for the second condition of the 

SOT. These results are consistent with prior studies evaluating balance after concussion in 

which linear measures often failed to discriminate concussion groups after the first week 

post injury [23], [24].    



 32 

It is interesting to note that the mean frequency in the AP direction is significantly higher 

in the HC group. This can be interpreted as a rapid but small amplitude compensatory 

response as opposed to the ST, which may respond with higher amplitude but slower 

changes (i.e., lower frequency).  

Additionally, this may have an interesting physiological interpretation. There has been 

research on the balance control system to understand the reweighting mechanism of the 

sensory input integration process. In the frequency analysis of balance control, frequency 

bands can be associated with different sensory afferent paths [51]. Friedrich M. et. al. 

estimated that the visual system operates in postural control in the lower frequency range 

of about 0.03 to 0.1 Hz [52], Oppenheim et al. estimated that vestibular feedback acts in 

the 0.1 to 0.39 Hz frequency range [53], while research by Kapoula Z. and Paillard T. 

indicated that the cerebellar system may operate from 0.4 to 1.5 Hz [54], [55]. Finally, 

Dietz V. and Diener HC. established that proprioceptive feedback and muscle activity may 

be concentrated in the higher frequencies between 1.5 and 5 Hz [56], [57].  

Although our analysis of mean frequency is a simplified approximation of the mean 

frequency content, it is noteworthy to see higher values for mean frequency for the HC 

during SOT condition two.  Given that eyes are closed in SOT condition two, this result 

may represent improved suppression of visual feedback among healthy controls with vision 

absent and a reweighting of other available sensory systems that operate in the lower time 

scales, shifting the mean frequencies towards higher values. However, deeper analysis of 

frequency contents would be necessary to establish more meaningful findings in this topic. 

4.4.2 Entropy Metrics for PCVD subjects’ diagnosis 
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The results obtained for this analysis are consistent with those reported by Cavanaugh et 

al. for post-concussion subjects [24]. Here we again demonstrate that ApEn values appear 

lowered after concussion, possibly indicating changes in the neurophysiological dynamical 

system. Head trauma can cause diffuse axonal injury that may disrupt neuronal 

interactions. This can in turn cause brain regions to become less coupled with an associated 

increment in the regularity of brain oscillations [58], [59], which could potentially affect 

the balance control system. Notably here we found prevalent changes in ApEn that go 

beyond the acute phase of the injury and that are sustained during the subacute phase an 

average of 35 days post injury, demonstrating changes in postural control dynamics in 

subacute PCVD subjects.  

Similar results in Complexity Index were found in a research study by Purkayastha et. al. 

[60]. In this study, a cohort of concussed athletes showed reduced CI in the AP direction 

during eyes closed condition up to 90 days after injury, while linear metrics did not show 

significant differences with respect to controls. This is consistent with our findings, where 

both the ML and AP directions showed decreased CI. Lower complexity index may also 

be a direct indication of lower dynamic complexity in postural control. Sensory integration 

may then be affected, showing a system with lower dynamic interactions that produces less 

effective compensatory responses. This has already been shown in research on elderly 

populations as well as subjects affected by multiple sclerosis [40], [61].  

These findings are in line with other studies evaluating neurophysiological changes after 

concussion, that are sustained even after clinical symptoms are resolved [62], [63]. For 

example, research by Pearce et. al. found evidence that subjects suffering from Post-

Concussion Syndrome may show altered central information processing [64]. Proper 
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evaluation of these physiological changes should be further studied for improving clinical 

assessments. Specially athletes and professionals with higher risk of repetitive concussions 

should be carefully evaluated as continued head trauma may worsen their condition and 

negatively affect their recovery [65].  

Accessible clinical assessments, such as the evaluations in this study, may be a good option 

to identify these physiological changes. However, further analysis of these metrics with 

bigger sample sizes may be necessary to establish clear correlations between COP 

dynamics alterations and neurophysiological abnormalities caused by mTBI.   
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CHAPTER 5. FEATURE IMPORTANCE THROUGH MACHINE 

LEARNING 

5.1 Background 

The application of machine learning models to the biomedical research has become more 

popular in the recent years [66]. The study of complex physiological processes becomes 

more intricate when evaluating multiple parameters or metrics and finding relationships 

between those may be critical to understand the overall function of the studied system.  

Machine learning can be used as a tool for studying sets of data without much 

knowledge of the underlying patterns between the metrics or features analyzed. A machine 

learning model can be trained to learn relationships and functions between the input 

variables to solve a specific task. Some of the most common tasks are classification, 

regression, clustering, and dimensionality reduction. 

Classification and regression tasks are part of a subset of machine learning 

applications called supervised learning. Supervised models are fed with samples that 

include the desired target or label to be predicted. In this way, the model can learn the 

optimal functions between the input features that generate most accurately the target output 

value.  

On the other hand, dimensionality reduction and clustering are applications of the 

unsupervised learning domain. Unsupervised models are uniquely fed with the set of 

features to analyze, with no label or target output information. These models are trained to 

find patterns or relationships inherent to the feature set with no additional information. 
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In this project, we used a combination of both types of models to find patterns within 

the data that could reveal information about the features and their relationship with the two 

populations of subjects here studied.  Specifically, we implemented a Random Forest 

classification model for feature importance, and an agglomerative clustering model for 

unsupervised grouping of the subjects. Additionally, Principal Component Analysis was 

employed for dimensionality reduction of the feature space. 

5.1.1 Random Forest 

Random Forests (RF) are one of the most commonly used classification models in machine 

learning. It is an ensemble method, meaning that it is composed of multiple individual 

models, also called weak learners, that work in conjunction to solve the specified task. In 

the case of RF, these individual models are called decision trees. 

Decision trees are a type of non-parametric supervised algorithm. The model is 

structured into a flow-chart or tree-like graph that consists of three main elements: root 

node, decision nodes, and leaf nodes [67]. Nodes are organized by layers, with the root 

node being on the first layer, and the rest of the nodes expanding into subsequent layers. 

Each node can be thought as a test based on an attribute of the dataset. Each possible 

response to this test, constitutes a path or branch connecting to the next node. The root 

node constitutes the first test and, thus, determines the first splits on the dataset. Decision 

nodes represent subsequent tests that draw the possible paths within the tree. Finally, leaf 

nodes are the terminal nodes of the tree in which a final decision on the output value is 

taken. In this sense, decision trees are a sequence of questions posed to the studied sample, 

with each response determining the likelihood of belonging to a specific target output. 
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During training, the set of optimal attributes, thresholds and splits must be 

determined to reach the best performance of the model. Optimization of the model is 

generally based on one of two metrics: entropy and Gini Index, which try to estimate the 

inhomogeneity or impurity of the splits. Assuming we want to classify a set of samples A 

into m classes, we can define 𝑝𝑖 (𝑖 =  1, … , m) as the fraction or probability of samples in 

A that correspond to class i. Then, the entropy (S) for the probability distribution of set A 

is expressed as: 

𝑆 =  − ∑ 𝑝𝑖 log 𝑝𝑖

𝑚

𝑖=1

 

The lower the entropy value S, the higher the homogeneity, and the purer the set A is. 

Alternatively, we can define the Gini index as: 

𝐺𝑖𝑛𝑖 = 1 − ∑ 𝑝𝑖
2

𝑚

𝑖=1

 

For a set with samples from one unique class, 𝑝𝑖 is only non-zero (and equal to 1) 

for one class. S and Gini become zero, showing that the set is completely homogeneous. 

These metrics are used to determine the best splits on the tree, by minimizing 

inhomogeneity at each step, and ensuring that the splits are as pure as possible [68]. 

Once an impurity metric I is selected, the weighted average of impurities after a 

split can be estimated as: 

𝐼𝑠𝑝𝑙𝑖𝑡 = ∑
|𝐴𝑗|

|𝐴|
𝐼(𝐴𝑗)

𝑘

𝑗=1
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Where k is the number of children nodes after the split. Then, we try to find the test at the 

given node, that minimizes the impurity of the children nodes. 

One of the main disadvantages of decision tress, is that they are prone to overfitting. 

This means that they can perfectly adjust the predictions to the training set with the 

downside that their potential for generalization in an external set is greatly diminished. RF 

deal with this problem by training multiple decision trees simultaneously and aggregating 

their predictions to one final result. 

On the positive side, decision trees and RF are both interpretable models, as they 

allow us to look into the tree structures and take note of the features or attributes that best 

separated the dataset. 

5.1.2 Principal Component Analysis 

Principal Component Analysis (PCA) is the most widely used technique for dimensionality 

reduction. PCA consists of the transformation of a given dataset to a new feature space 

defined by uncorrelated variables, also called Principal Components (PCs), in which the 

variance of the data is maximally preserved, and the information loss is minimized. 

PCA is an unsupervised, linear technique which can be directly solved through Singular 

Value Decomposition (SVD). PCA is calculated in three steps: 1) Mean-centering of the 

Data Matrix, 2) Calculation of Covariance Matrix, 3) Application of SVD on the 

Covariance Matrix [69]. 

The mean-centered matrix Y is calculated from the original matrix X by subtracting the 

mean of each feature column from X. Then, the Covariance Matrix C of Y is calculated as: 
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𝐶 =  𝑌𝑇𝑌 

Where 𝑌𝑇, is the transpose of matrix Y. Then, the SVD of C can be expressed as: 

𝐶 = 𝑉∆𝑉𝑇 

Where V is the matrix of eigenvectors, and ∆ is the matrix of eigenvalues. Finally, the PCs 

can be calculated by: 

𝑇 =  𝑌𝑉 

Where T represents the projected dataset X into the new defined space by the PCs.  

One of the main characteristics of the PCs, is that they are orthogonal to each other. 

Moreover, they are organized in order of explained variance, this is, the first PC contains 

the most amount or percentage of variance of the original dataset, the second PC contains 

the second most, and so on. This is a critical characteristic for dimensionality reduction, as 

we can select a subset of PCs that will explain most of the variance of the original dataset 

without losing much information. 

5.1.3 Agglomerative Clustering 

Hierarchical clustering is an unsupervised learning method that consists of defining a 

hierarchy of groups (or clusters) within the data. Agglomerative Clustering is a specific 

type of hierarchical clustering, in which the hierarchy is built with a bottom-up approach, 

this is, each sample starts as a unique cluster and pairs of clusters are merged together 

moving up in the hierarchy[70]. 
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Clusters are defined based on affinity or similarity between samples. Two main parameters 

define the algorithm for agglomerative clustering, the distance metric, and the linkage 

criterion. The distance metric is the measure employed to estimate the similarity between 

two specific samples. Examples of distance metrics include the Euclidian distance, 

Manhattan distance or Mahalanobis distance.  

On the other hand, the linkage criterion specifies the way in which subset of observations 

are compared, this is, how the distances between samples of different clusters are weighted. 

Examples of linkage criteria include the Weighted Pair Group Method with Arithmetic 

Mean (WPGMA), or the Ward’s criterion. 

The Ward’s criterion is a method that tries to minimize the increase of within variance of 

the new merged clusters. For two initial clusters A and B, this can be expressed as follows: 

𝑊𝐴𝐵 = 𝑆𝑆𝐸𝐴𝐵 − (𝑆𝑆𝐸𝐴 + 𝑆𝑆𝐸𝐵) 

Where 𝑆𝑆𝐸𝐴𝐵 is the Sum Square Error (SSE) of the cluster AB (union of clusters A and B), 

𝑆𝑆𝐸𝐴 is the SSE of cluster A, and 𝑆𝑆𝐸𝐵 is the SSE of cluster B. The clusters A and B that 

minimize 𝑊𝐴𝐵 would be merged together. 

5.2 Methods 

Two independent analyses were performed with this dataset. On the one hand, an analysis 

of feature relevance or importance for predicting health condition (i.e., HC vs ST) via RF. 

On the other hand, clustering was performed to find possible subpopulations within the 

studied populations. A diagram showing the complete analysis on this project is shown in 
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Figure 5-1. This figure shows the three machine learning models implemented in this 

section, and their respective preprocessing steps. 

 

Figure 5-1. Schematic of the complete analysis including:  1) Signal and Feature 

Processing (Blue), 2) Machine Learning Techniques (Orange), 3) Analytic Evaluation 

of Results (Green). Feature Processing includes the calculation of features as 

discussed in Chapter 4. 

5.2.1 Random Forests: Feature Importance 

The dataset was split into training and testing set with an 80:20 ratio. Two random 

forests were trained, one with the original set of features, and another with a PCA 

decomposition of the features. RF can deal with non-normalized data, so the original 

features did not require any scaling prior to being inputted to the model.  

Alternatively, PCA requires standardized data so that the scale of each feature does 

not influence the amount of explained variance. Features were scaled with a standard scaler 

(z-score) on the training set, and later PCA was applied. These transformations were then 

applied to the testing set to project into the same dimensional space.  



 42 

In both cases, hyperparameter tuning was performed through 5-fold cross-

validation with a grid-search on the training test. Performance was evaluated on the testing 

set through accuracy, ROC-AUC and F1-score to compensate for the imbalance nature of 

the dataset.  Feature importance as estimated from the RF were then visualized. 

The scikit-learn python package version 0.23.22 was employed for PCA and 

training of the RF [71]. The hyperparameters tuned for the RF during optimization were 

the number of estimators, and the maximum depth of the trees.  

5.2.2 Agglomerative Clustering: Identification of subpopulations 

An agglomerative clustering model was fit with the scaled original features to identify any 

possible groupings within the data. Agglomerative clustering is sensitive to the scaling of 

the inputted features, so the variables were standardized to have zero mean and unit 

variance. The Euclidean distance metric and the Ward’s linkage criterion were selected. 

The number of clusters was set to none, to expand the hierarchy completely into individual 

clusters for each subject. A cluster-map with the hierarchical organization of subjects and 

features after clustering was drawn to visualize the estimated groupings with the Seaborn 

python package version 0.11.0 [72]. 
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5.3 Results 

5.3.1 Random Forest: Feature Importance 

5.3.1.1 Random Forest with Original Features 

The random forest trained with the original features led to an accuracy of 81%, ROC-AUC 

of 0.80 and F1-score of 0.75. The optimal RF contained six estimators with a maximum 

depth of two. The predictive features as estimated by the random forest are shown in Figure 

5-2.  

The three top selected features were the CI on the ML direction during SOT condition 6, 

the CI in the AP direction during SOT condition 2, and the ApEn on the AP direction 

during SOT condition 3. 

 

Figure 5-2. Feature Importance Scores calculated through Random Forest with 

original features. The higher the score, the higher the predictive power.  
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5.3.1.2 Random Forest with PCs 

The explained variance for each PC, and the cumulative explained variance are shown in 

Figure 5-3. The first PC accounts for 36.6% of the variance, and the first 14 PCs account 

for around 95% of the total variance. 

 

Figure 5-3. Principal Component Analysis: Variance Explained by each PC (A) and 

Cumulative Explained Variance (B) in percentages. Red horizontal line indicates 

95% of cumulative explained variance 

All PCs were fed as features to the random forest during training. The final performance 

on the testing set was 63% accuracy, 0.71 ROC-AUC and 0.66 F1-score. The optimal 

random forest consisted of seven estimators with a maximum depth of two. The predictive 

features for this random forest are shown in Figure 5-4. There are three PCs that appear 
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with the highest predictive power out of the original 47 PCs. These PCs are PC8, PC15 and 

PC24. These PC account for 3%, 0.79% and 0.13% of the variance of the feature space 

respectively. 

 

Figure 5-4. Feature Importance Scores calculated through Random Forest with PCs. 

The higher the score, the higher the predictive power. 
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Figure 5-5. Contribution of original features to the Principal Components. Color-bar 

indicates absolute value of the correlation between feature and PC. The three PC with 

highest predictive power, as estimated by the random forest, are highlighted in red. 

5.3.1.3  Agglomerative Clustering: Identification of subpopulation 

The hierarchical organization found by this model is shown in the clustering heatmap in 

Figure 5-6. This heatmap represents the standardize value for each sample and variable. 

The first column (Dx) represents the diagnosis of the subject, colored in light blue for the 

HC and in dark blue for the ST. The clustering of the subjects is shown by the dendrogram 

on the left vertical axis, while the clustering on the feature space is represented by the 

dendrogram on the top horizontal axis.  
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Figure 5-6. Hierarchically clustered Heatmap Organization of the dataset determined 

through Ward’s criterion on the subjects (Vertical axis) and the features (Horizontal 

axis). The first column represents the diagnosis (Dx) of the subject, with a light blue 

for HC and dark blue for ST. A subset of ST identified by the clustering model is 

highlighted in red. 

5.4 Discussion 

5.4.1 Feature Importance 

5.4.1.1 Feature Importance on Original Features 

The set of features selected by the RF is in partial agreement with the most significant 

features found on the statistical analysis in the previous chapter. Metrics like the ApEn and 
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the CI in SOT condition 2 appear as predictive features helpful in discerning between HC 

and ST. These metrics showed clear differences, with a tendency for lower values in the 

ST group. 

However, it is also remarkable the appearance of metrics extracted from SOT 

condition 6, particularly the CI in the ML direction, which appears as the most predictive 

feature. This variable, which alone did not show meaningful differences between groups, 

may have good predictive power in combination with the rest of the variables selected. 

This may imply the existence of complex relationships between variables, with non-linear 

behaviours, or it may be an indicative of the heterogeneity of the population, with 

subgroups of subjects showing different sets of metrics with abnormal values.   

It is notable that metrics extracted from conditions 6, 2, and 3 emerge as predictive 

variables and are represented in the PCA and clustering analysis.  In each of these SOT 

conditions, vision is manipulated with eyes closed in condition 2 and sway-referenced 

vision in conditions 3 and 6 resulting in unreliable visual sensory feedback.  These 

conditions may best discriminate between ST and HC groups because PCVD results in an 

over-reliance on visual feedback.    

5.4.1.2 Feature Importance on PCA transformation 

The selection of PC8, PC15 and PC24 as predictive features, with very low explained 

variance, may indicate that there are interactions between the original features that are more 

relevant to the classification task than the original features themselves. If we take a look at 

the correlation between PCs and the original features (see Figure 5-5), we find that the CI 

and ApEn of SOT condition 6 in the AP direction, as well as the CI and ApEn of SOT 
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condition 2 in the ML direction are contributing the most to PC8 and PC15 respectively. 

The entropy metrics for SOT condition 2 already appeared in the statistical analysis as 

significantly different between groups. On the other hand, CI in the SOT condition 6 did 

not appear as significantly different but may be a key contributor in this complex dynamical 

system.  

This is in accordance with the results found in the previous subsection. Although 

there are features that clearly show differences between populations, there may be hidden 

interactions between variables that may be more valuable in explaining changes between 

groups. 

One of the main limitations of the analysis with RF is the small sample size. 

Generally, machine learning models require an extensive amount of data to generate 

generalizable models. In this case, these models have been utilized as a measure for feature 

importance, which may be indicative and supportive of predominant metrics withing our 

analysis. However, these results should not be understood as a definite statement on which 

metrics are most valuable within the complete analysis. We acknowledge the potential of 

these models and propose further analysis with more extensive datasets in the future. 

5.4.2 Agglomerative Clustering 

Regarding the feature clustering, it is interesting to note how this unsupervised model is 

capable of grouping features of the same type into the same clusters. If we focus on ApEn 

on the ML direction (“ApEnCOPX”), it appears clustered on the right side of the heatmap. 

We can also notice how SOT conditions 1 through 3 are clustered on one side and 

conditions 4 through 6 are clustered apart on a different grouping. This is consistent with 
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the nature of the SOT tests where, starting with condition 4, the proprioceptive feedback 

becomes unreliable provoking more disturbances to the subject and, thus, more changes 

into the entropy of the recorded signals. 

Additionally, there are three main clusters of subjects found by the model, two of which 

present mixed subjects from both groups studied. However, it is interesting to note how 

this completely unsupervised model was capable of clustering a set of 9 ST subjects, shown 

on the red box on Figure 5-6. This may be indicative that our cohort of subjects may present 

different degrees of PCVD, with this specific cluster being more negatively affected. This 

can also be appreciated when looking at the red box highlighted on the heatmap. These are 

a set of features that appear more distinctive, for this set of subjects, with respect to the rest 

of the population. Specifically, these subjects present lower values in ApEn and CI on 

conditions 1 through 3. Furthermore, they present more positive values on the traditional 

metrics, particularly in Sway Area and MVELO, as seen on the first columns of the 

heatmap.  

Machine learning has already been applied for phenotyping or subtype definition of other 

diseases like cancer, or cardiovascular diseases like heart failure and atrial fibrillation [73], 

[74]. An example is the research presented by Ahmad et. al. who utilized cluster analysis 

to define chronic heart failure phenotypes from clinical variables and biomarkers [75]. One 

of the major advantages of these methods is the definition of subpopulations within the 

disease that may be generally disregarded. These subgroupings may present specific 

characteristics that could be valuable for the clinician, to determine the health condition of 

the patient and provide treatments specific to the patient’s needs [76]. However, most of 
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the limitations encountered in these studies are the limited clinical data available for 

analyses. 

Agglomerative clustering is very informative and easy to interpret and visualize. However, 

one of the biggest limitations is susceptibility to noise and outliers. As with the case of RF, 

more extensive datasets with bigger sample sizes may be helpful to build more robust 

models with better defined clusters that may more faithfully represent subpopulations 

within the dataset. 

 

  



 52 

CHAPTER 6. CONCLUSION 

This work has demonstrated the applicability of entropy measures and machine 

learning methods for detecting changes in postural control in patients suffering from 

PCVD. Moreover, it has been proved that changes in entropy, already present in the acute 

phase of injury, may extend into the subacute phase after mTBI. These findings are 

consistent with the traditional linear metrics, where deviations in the sway area may be 

directly related with postural complexity and the ability of a patient to adequate postural 

changes in different time scales. However, entropy metrics have demonstrated more 

sensitivity to these alterations during the subacute phase.  

The use of machine learning shows potential for investigating patterns within the 

studied features. Complex dynamical systems, as the case of postural control, require great 

understanding of the underlying pathology and their associated manifestations. Machine 

learning may be a powerful tool to examine these extracted metrics, for which we have an 

interpretation into the associated pathology, to find complex relationships that may not be 

as apparent through classical analysis. However, it is recommended to reevaluate these 

models in future studies with larger sample sizes, as this may be a key factor for obtaining 

generalizable models. Additionally, machine learning may offer a way into personalized 

care, by analyzing subpopulations within the affected patients that may require 

individualized treatment for their specific underlying conditions. 

In conclusion, this work establishes a new way to evaluate PCVD and demonstrates the 

potential for machine learning to provide decision support in clinical settings. 
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APPENDIX A. IMFS HILBERT SPECTRUM 
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APPENDIX B. TABLE TRADITIONAL METRICS 

Table 2. Traditional metrics comparison between HC and ST. Results are presented 

as Median (IQR). Statistical differences were assessed through Wilcoxon Rank Sum 

tests. Significant p-values (p < 0.008, Bonferroni correction) are highlighted in bold. 

METRIC SOT CONDITION CONTROL PCVD P-VALUE 

MDIST 

(MM) 

1 2.765 (2.273 - 

3.241) 

2.694 (2.487 - 

3.632) 

0.164 

2 2.924 (2.426 - 

3.494) 

3.372 (2.921 - 

5.229) 

0.009 

3 2.744 (2.224 - 

3.299) 

2.811 (2.460 - 

5.143) 

0.018 

4 9.583 (7.825 - 

12.506) 

10.257 (7.823 

- 11.901) 

0.368 

5 13.343 (10.752 - 

15.413) 

14.969 (11.19 

- 20.054) 

0.132 

6 11.483 (10.240 - 

15.549) 

13.475 

(10.079 - 

16.847) 

0.299 

MDISTAP 

(MM) 

1 2.497 (1.926 - 

2.928) 

2.466 (2.116 - 

3.311) 

0.200 

2 2.625 (2.044 - 

3.294) 

2.966 (2.535 - 

4.292) 

0.018 

3 2.480 (1.969 - 

2.917) 

2.637 (2.269 - 

4.814) 

0.023 

4 8.906 (7.444 - 

11.611) 

9.473 (7.371 - 

11.084) 

0.394 

5 12.609 (10.348 - 

14.943) 

13.864 

(10.655 - 

19.169) 

0.147 

6 11.061 (9.636 - 

15.264) 

12.688 (9.781 

- 16.302) 

0.293 

MVELO 

(MM/S) 

1 2.244 (1.724 - 

3.121) 

2.189 (1.918 - 

3.483) 

0.281 

2 2.657 (2.142 - 

3.781) 

3.123 (2.578 - 

3.923) 

0.042 

3 2.567 (2.038 - 

3.621) 

3.153 (2.592 - 

3.781) 

0.063 

4 19.800 (16.133 - 

26.215) 

21.56 (16.486 

- 26.937) 

0.361 
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5 26.227 (19.711 - 

33.703) 

35.823 

(28.869 - 

56.895) 

0.009 

6 20.009 (14.001 - 

27.400) 

24.83 (19.218 

- 29.661) 

0.028 

MVELOAP 

(MM/S) 

1 9.161 (7.899 - 

10.837) 

9.178 (8.448 - 

10.754) 

0.408 

2 10.172 (8.998 - 

12.759) 

10.766 (9.709 

- 12.314) 

0.105 

3 9.797 (8.363 - 

12.045) 

11.209 (9.788 

- 12.088) 

0.069 

4 30.129 (26.410 - 

36.161) 

31.997 

(27.224 - 

33.992) 

0.252 

5 35.538 (31.484 - 

42.393) 

43.765 

(38.682 - 

51.291) 

0.011 

6 31.219 (26.111 - 

34.322) 

35.508 

(31.463 - 

37.295) 

0.029 

MFREQ 

(HZ) 

1 0.140 (0.098 - 

0.188) 

0.119 (0.109 - 

0.160) 

0.164 

2 0.152 (0.127 - 

0.192) 

0.138 (0.121 - 

0.173) 

0.069 

3 0.141 (0.121 - 

0.223) 

0.136 (0.121 - 

0.169) 

0.160 

4 0.339 (0.219 - 

0.477) 

0.312 (0.263 - 

0.406) 

0.317 

5 0.345 (0.253 - 

0.500) 

0.421 (0.311 - 

0.565) 

0.118 

6 0.265 (0.175 - 

0.345) 

0.301 (0.234 - 

0.370) 

0.114 

MFREQAP 

(HZ) 

1 0.755 (0.571 - 

0.842) 

0.659 (0.527 - 

0.800) 

0.101 

2 0.766 (0.647 - 

0.878) 

0.670 (0.469 - 

0.737) 

0.005 

3 0.772 (0.655 - 

0.940) 

0.660 (0.500 - 

0.809) 

0.011 

4 0.636 (0.505 - 

0.847) 

0.620 (0.511 - 

0.715) 

0.342 

5 0.567 (0.449 - 

0.724) 

0.566 (0.437 - 

0.760) 

0.421 

6 0.506 (0.369 - 

0.624) 

0.543 (0.385 - 

0.622) 

0.448 

SWAY AREA 

(MM2) 

1 9.855 (7.791 - 

12.041) 

11.572 (8.450 

- 16.501) 

0.160 
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2 10.615 (8.747 - 

14.821) 

13.916 

(11.244 - 

22.556) 

0.004 

3 9.907 (7.737 - 

12.739) 

12.569 (9.574 

- 22.529) 

0.021 

4 69.563 (47.855 - 

95.760) 

76.895 

(58.606 - 

96.145) 

0.151 

5 92.087 (76.074 - 

118.683) 

132.548 

(96.031 - 

201.677) 

0.018 

6 76.570 (62.507 - 

94.602) 

99.796 

(59.876 - 

133.385) 

0.084 
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APPENDIX C. TABLE NON-LINEAR METRICS 

Table 3. Non-Linear Metrics Comparison between HC and ST. Results are presented 

as Median (IQR). Statistical differences were assessed through Wilcoxon Rank Sum 

tests. Significant p-values (p < 0.008, Bonferroni correction) are highlighted in bold. 

METRIC SOT CONDITION CONTROL PCVD P-VALUE 

APEN AP 

 

1 0.212 (0.149 - 0.243) 0.183 (0.133 

- 0.230) 

0.101 

2 0.219 (0.178 - 0.263) 0.179 (0.118 

- 0.206) 

0.004 

3 0.220 (0.173 - 0.273) 0.181 (0.128 

- 0.236) 

0.012 

4 0.180 (0.134 - 0.247) 0.175 (0.138 

- 0.216) 

0.355 

5 0.162 (0.117 - 0.217) 0.162 (0.119 

- 0.234) 

0.394 

6 0.135 (0.097 - 0.180) 0.148 (0.100 

- 0.177) 

0.448 

CI AP 

 

1 6.132 (4.858 - 6.507) 5.463 (4.484 

- 5.983) 

0.061 

2 6.218 (5.481 - 7.298) 5.174 (3.669 

- 6.110) 

0.001 

3 6.228 (5.179 - 7.304) 5.043 (4.348 

- 6.957) 

0.026 

4 5.818 (4.615 - 6.862) 5.479 (5.066 

- 6.732) 

0.476 

5 5.248 (4.782 - 6.956) 5.364 (4.547 

- 6.724) 

0.381 

6 5.296 (4.128 - 6.318) 4.849 (3.971 

- 5.873) 

0.177 

APEN ML 

 

1 0.455 (0.385 - 0.493) 0.390 (0.338 

- 0.445) 

0.036 

2 0.453 (0.396 - 0.510) 0.370 (0.252 

- 0.442) 

0.004 

3 0.491 (0.414 - 0.571) 0.442 (0.291 

- 0.489) 

0.047 

4 0.296 (0.256 - 0.352) 0.277 (0.226 

- 0.353) 

0.226 

5 0.294 (0.258 - 0.341) 0.305 (0.255 

- 0.341) 

0.455 

6 0.281 (0.245 - 0.329) 0.294 (0.266 

- 0.338) 

0.191 
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CI ML 

 

1 9.052 (8.313 - 9.987) 8.299 (7.263 

- 8.696) 

0.014 

2 9.595 (8.555 - 

10.389) 

7.928 (5.926 

- 9.156) 

0.002 

3 9.690 (8.753 - 

10.875) 

9.228 (6.396 

- 10.191) 

0.038 

4 7.173 (6.253 - 8.091) 6.821 (6.120 

- 8.085) 

0.361 

5 7.572 (6.449 - 8.289) 7.735 (6.464 

- 8.325) 

0.497 

6 7.194 (6.438 - 8.037) 7.286 (6.704 

- 8.205) 

0.374 
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