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1.1 Acoustic propagation in natural media and metamaterials. For all 

natural materials, both density and bulk modulus are positive with a 

positive phase velocity and refractive index. Metamaterials realize 

negative effective densities or bulk moduli near dipolar or 

monopolar resonance, respectively. Single negative materials have a 

purely imaginary phase velocity and a frequency bandgap where 

acoustic waves cannot propagate. The acoustic wave front 

propagates in the opposite direction of the energy flow when the 

density and bulk modulus are simultaneously negative. Complex 

material properties represent acoustic amplification or attenuation as 

a function of propagation distance and are represented by the axes 

directed into and out of the paper. 

2 

2.1 NHCMM for noninvasive ultrasonic brain imaging. (a) Schematics 

of the application of NHCMM for ultrasonic brain imaging through 

an intact skull. (b) Simplified model of acoustic wave propagation 

through the combined NHCMM and skull layer with an incident 

wave outside of the top part of the patient’s head submerged in water. 

The acoustic properties of the brain are similar to those of water and 

are simulated as water. 

11 

2.2 Acoustic wave propagation through the skull when compensated by 

(a) and (b) NHCMM and (c) and (d) CMM. The skull thickness is 

between 0 and 1 cm, and the complementary layer is between 1 and 

0 cm for (a) and (c). The skull is between 1 and 0 cm and the 

complementary layer is in between 0 and 1 cm for (b) and (d). (e) 

Acoustic wave propagation through the skull layer. For all cases, the 

red curve represents the acoustic amplitude, and the blue curve 

represents the acoustic field. 

14 

2.3 Ultrasonic imaging of a brain tumor. (a) Imaging through the skull 

complemented by the NHCMM. (b) Direct imaging without the 

skull. (c) Imaging through the skull complemented by the CMM. (d) 

Imaging directly through skull. For (a) and (c), the amplitude of the 

reflected wave in the dashed rectangle (20 mm by 60 mm) with the 

right boundary 10 mm away from the outer boundary of the bilayer 

is shown. For (b), the brain tumor is shifted 20 mm to the left 

compared with the other cases. For (d), the right boundary of the 

dashed space is 20 mm away from the outer boundary of the skull. 

The reflected pressure amplitudes along the red line at the middle of 

the dashed space for all cases are plotted. 

16 



 vii 

2.4 Focused ultrasound generated by a curved transducer. (a) Focusing 

through the skull complemented by the NHCMM. (b) Focusing 

without the skull. (c) Focusing through the skull complemented by 

the CMM. (d) Focusing directly through the skull. The pressure 

amplitude in the square (60 mm by 60 mm) is shown. The left 

boundary of the square is 20 mm away from the inner boundary of 

the skull for (a), (c), and (d). The square is shifted 20 mm to the left 

for (b) compared with the other cases. 

18 

2.5 Acoustic wave propagation through a porous skull simulated with a 

poroelastic layer using Biot’s model when compensated by (a, b) 

NHCMM and (c, d) CMM. The skull thickness is between 0 and 1 

cm, and the complementary layer is in between -1 to 0 cm for (a) and 

(c). The skull is in between -1 to 0 cm and the complementary layer 

is in between 0 to 1 cm for (b) and (d). (e) Acoustic wave propagation 

through the porous skull layer. For all cases, the red curve represents 

the acoustic amplitude, and the blue curve represents the acoustic 

field. 

20 

2.6 Ultrasonic imaging of a brain tumor through a porous skull simulated 

with a poroelastic layer using Biot’s model. (a) Imaging through the 

skull complemented by the NHCMM. (b) Imaging through the skull 

complemented by the CMM. (c) Imaging directly through skull. For 

(a) and (b), the amplitude of the reflected wave in the dashed 

rectangle (20 mm by 60 mm) with the right boundary 10 mm away 

from the outer boundary of the bilayer are shown. For (c), the right 

boundary of the dashed space is 20 mm away from the outer 

boundary of the skull. The reflected pressure amplitudes along the 

red line at the middle of the dashed space for all cases are plotted. 
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2.7 Focused ultrasound generated by a curved transducer. (a) 

Focusing through the poroelastic skull complemented by the 

NHCMM. (b) Focusing through the skull complemented by the 

CMM. (c) Focusing directly through the poroelastic skull. The 

pressure amplitude in the square (60 mm by 60 mm) are shown. 

The left boundary of the square is 20 mm away from the inner 

boundary of the poroelastic skull. 

24 

2.8 Method to retrieve tumor scattering from the total pressure field. 

(a) Diagram of tumor-skull-NHCMM with incident pressure 

(green arrows). (b) Incident and reflected acoustic pressure field 

of an imaging plane wave incident on a concentric NHCMM-skull 

bilayer with a skull radius of 100 mm. (c) Incident and reflected 

acoustic pressure field of the same geometry in (b) but with a 

brain tumor. (d) The subtraction of the measured pressure fields 

in (b) and (c). (e) Filtering the results in (d) using a two-

dimensional Fourier transform to isolate the backscattering from 

just the tumor. The color bar represents the normalized pressure 

amplitude. 

27 

2.9 Effects of skull sloping on ultrasound imaging with NHCMM. (a) 

Illustration of the skull sloping model used in full wave 

simulations. Plane wave incidence from the top of the subfigure. 

Reflected pressure fields are taken in the black dashed rectangles 

with the pressure amplitude recorded on the red dashed line. (b) 

Scattered pressure field from imaging through a skull with an 

internal slope of 1.67% compensated by a flat metamaterial. (c) 

Scattered pressure field from imaging through a skull with a 

larger internal slope of 3.33% compensated by a flat 

metamaterial. (d) Scattered pressure field from imaging through 

a skull with a 1.67% slope compensated by a metamaterial with 

the mirrored skull geometry. (e) Scattered pressure field from 

imaging through a skull with a 3.33% slope compensated by a 

metamaterial with the mirrored skull geometry. The color bars 

represent pressure amplitudes in Pa. 

29 

 

 

 

 



 ix 

2.10 Additional skull sloping cases. (a), (b), and (c) are scattered 

pressure fields from skull thicknesses increasing by 0.5 mm, 0.75 

mm, and 1.5 mm, respectively, with a 10 mm uniform NHCMM. 

(d), (e), and (f) are corresponding .83% (0.5 mm rise), 1.25% 

(0.75 mm rise), and 2.5% (1.5 mm rise) sloped cases with tuned 

NHCMM layers to match the skull thickness. The color bars 

represent pressure amplitudes in Pa. 

32 

2.11 Multi-slope condition. (a) Diagram of the skull/NHCMM 

condition with the skull slope changing by ± 6.67%, peaking in 

thickness at the center of the imaging region, coupled with a 

uniform 10 mm thick NHCMM. (b) Scattered pressure field from 

the multi-slope skull coupled with a 10 mm thick NHCMM. (c) 

Scattered pressure field from the multi-slope skull with a 

NHCMM layer that matches the changes in thickness of the skull.  

The color bars represent pressure amplitude in Pa. 

34 

2.12 Effects of skull curvature on ultrasound imaging with NHCMM. 

(a) Illustration of the curved NHCMM-skull setup with a plane 

wave incident from the top of the subfigure. Reflected pressure 

fields are taken in the black dashed rectangles with the pressure 

amplitude recorded on the red dashed line. (b) Backscattered 

pressure field and pressure amplitude from a tumor without either 

NHCMM or skull layers. (c) Backscattered pressure field 

amplitude resulted from imaging through a flat NHCMM-skull 

bilayer. (d) Filtered  pressure field amplitude resulted from 

imaging through a curved, concentric NHCMM-skull bilayer with 

an outer skull radius of 100 mm. (e) Filtered pressure field 

amplitude resulted from imaging through a curved, concentric 

NHCMM-skull bilayer with an outer skull radius of 50 mm. (f) 

Filtered pressure field amplitude resulted from imaging through a 

curved NHCMM-skull bilayer modeled by shifted circular arcs 

having radii of 100 mm. (g) Filtered pressure field amplitude 

resulted from imaging through a curved NHCMM-skull bilayer 

modeled by shifted circular arcs having radii of 50 mm. The color 

bars represent pressure amplitudes in Pa. 
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2.13 Effects of blood vessel induced indentation on ultrasound 

imaging with NHCMM. (a) Illustration of the NHCMM-skull 

bilayer with a blood vessel imprinting on the interior side of the 

skull. Reflected pressure fields are taken in the black dashed 

rectangles with the pressure amplitude recorded on the red dashed 

line. (b) Scattered pressure field from imaging through a skull 

having a small blood vessel vertically aligned with the tumor and 

compensated by NHCMM. (c) Scattered pressure field from 

imaging through a skull having a larger blood vessel vertically 

aligned with the tumor and compensated by NHCMM. (d) 

Scattered pressure field from imaging through a skull having a 

small blood shifted 10 mm to the right from its location in (b) 

compensated by NHCMM. (e) Scattered pressure field from 

imaging through a skull having a medium blood vessel shifted 10 

mm to the right from its location in (c) compensated by NHCMM. 

(f) Scattered pressure field from imaging through a skull having a 

small blood vessel shifted 20 mm to the right from its location in 

(b) compensated by NHCMM. (g) Scattered pressure field from 

imaging through a skull having a medium blood vessel shifted 20 

mm to the right from its location in (c) compensated by NHCMM. 

The color bars represent pressure amplitude in Pa. 
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2.14 Effects of multiple skull inhomogeneities on ultrasound imaging 

with NHCMM. (a) Diagram of the skull, NHCMM, blood vessel, 

and tumor arrangement. The skull was modeled to be curved and 

increased in thickness towards the right end of the imaging 

window. The tumor in the diagram is the shape of the pear-shaped 

irregular tumor. A large blood vessel is located above the tumor 

which creates a hemispherical indent in the skull. (b) The 

scattered pressure field of the inhomogeneous skull with a 

uniform tumor and precisely tuned NHCMM. (c) The scattered 

pressure field of the inhomogeneous skull and irregular tumor 

with a precisely tuned NHCMM to match the skull geometry.  The 

color bars represent pressure amplitudes in Pa. 
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2.15 Schematic of the NHCMM with a tunable feedback loop circuit (a) 

Phase shifting circuit for high frequency signals employing a 

LM7171 operational amplifier. The phase is tuned by modulating 

R2and C1 to achieve a desired phase from 0 to -180 degrees. (b) 

Active gain circuit using a Non-Inverting Op-amp to change the gain 

by changing the resistance values of R3 and R4. (c) Phase shifting 

circuit for high frequency signals employing a LM7171 operational 

amplifier. The phase is tuned by modulating R5 and C2 to achieve a 

desired phase. (d) One-dimensional waveguide employing water as 

the background medium to send incident signals and record the 

resulting reflection and transmission coefficients as a potential 

experimental set up. 

47 

2.16 Retrieved material parameters that enable ultrasound transmission 

through the skull (a) Plot of the real effective density values 

normalized by the desired real density over a frequency range of 1-

2MHz. (b) Plotting the imaginary effective density values 

normalized by the desired imaginary density over a frequency range 

of 1-2MHz. (c) Plot of the real effective bulk modulus normalized 

by the desired real bulk modulus over a frequency range of 1-2MHz. 

(d) Plot of the imaginary effective bulk modulus normalized by the 

desired imaginary bulk modulus over a frequency range of 1-2MHz. 

48 

3.1 The polarizability tensor and its desired scattering outcome (a) The 

elements of the polarizability tensor of a bianisotropic particle that 

allows both forward and backward scattering as functions of 

frequency.  (b) Asymmetric wave scattering for different incidences 

from the bianisotropic particle in (a). (c) The elements of the 

polarizability tensor of a bianisotropic particle with only backward 

scattering. (d) Asymmetric wave scattering for different incidences 

from the bianisotropic particle in (c). For both (b) and (d), the blue 

arrows represent incident and red arrows represent scattered waves, 

respectively. 
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3.2 Wavevector analysis for the transmission wave-grating interaction with 

experiment results (a) Wave-grating interaction for the transmission 

case for -45-degree incidence in the reciprocal space. (b) Wave-grating 

interaction for +45-degree incidence as well as the time reversed case 

represented by the dashed lines. For both (a) and (b), the incident, 

scattered, and Bloch wavevectors are represented by �⃗� 𝑖, �⃗� 𝑠 and 𝛥𝑘, 

respectively. (c) Bianisotropic grating structure with asymmetric wave 

scattering in (a) and (b) determined by inverse Fourier analysis of the 

Bloch wavevectors. (d) Two-dimensional spatial Fourier transform of 

the grating geometry with the expected scattering wavevectors having 

the highest intensity. (e) Experimental set up for the bianisotropic 

transmission grating. The zoom out shows the detailed structure of the 

grating. The outlined rectangles with red dashed lines represent the 

scanned areas. (f) Measured pressure field of acoustic waves 

propagating with positive 𝑘𝑥 component for -45-degree incidence. (g) 

Measured pressure field with negative 𝑘𝑥 component for -45-degree. (h) 

Measured pressure field of acoustic waves propagating with positive 𝑘𝑥 

component for +45-degree incidence. (i) Measured pressure field with 

negative 𝑘𝑥 component for +45-degree incidence. All the pressure fields 

in (f), (g), (h), and (i) are normalized by their corresponding maximum 

amplitude in each measurement. 
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3.3 Wavevector analysis for the reflection wave-grating interaction with 

experiment results (a) Wave-grating interaction for the reflection case 

for 45-degree incidence in the reciprocal space. (b) Wave-grating 

interaction for normal incidence as well as the time reversed case 

represented by the dashed lines. For both (a) and (b), the incident, 

scattered, and Bloch wavevectors are represented by �⃗� 𝑖, �⃗� 𝑠 and 𝛥𝑘, 

respectively. (c) Bianisotropic grating structure with asymmetric wave 

scattering in (a) and (b) determined by inverse Fourier analysis of the 

Bloch wavevectors. (d) Two-dimensional spatial Fourier transform of 

the grating geometry with the expected scattering wavevectors having 

the highest intensity to the left of the inversion symmetry about the y-

axis (e) Experimental set up for the bianisotropic reflection grating. The 

zoomed in image shows the detailed structure of the grating. The 

outlined rectangle with red dashed lines represents the scanned areas. 

(f) Measured pressure field of acoustic waves propagating with a 

positive 𝑘𝑥 component for normal incidence. (g) Measured pressure 

field with negative 𝑘𝑥 component for normal incidence. (h) Measured 

pressure field of acoustic waves propagating with positive 𝑘𝑥 

component for +45-degree incidence. (i) Measured pressure field with 

negative 𝑘𝑥 component for +45-degree incidence. (j) Measured pressure 

field of acoustic waves propagating with positive 𝑘𝑥 component for -

45-degree incidence. (k) Measured pressure field with negative 𝑘𝑥 

component for -45-degree incidence. All the pressure fields in (f), (g), 

(h), (i), (j), and (k) are normalized by their corresponding maximum 

amplitude in each measurement. 
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3.4 Fourier analysis of the wave-grating interaction for the 45-degree 

transmission experiment and full-wave simulation results (a) 

Measured pressure field for the transmission grating having -45-

degree incidence and reflection directed back towards the source. (b) 

Two-dimensional Fourier transform of (a) with the expected 

wavevectors having the highest intensities. (c) Simulated pressure 

field for -45-degree incidence case. (d) Two-dimensional Fourier 

transform of (c) with wavevectors having peak intensities matching 

(b). (e) Measured pressure field for 45-degree incidence and -45-

degree transmission. (f) Fourier transform of the measured pressure 

field in (e) illustrating expected wavevector locations in reciprocal 

space. (g) Simulated pressure field for 45-degree incidence. (h) Two-

dimensional Fourier transform of (g) with wavevectors having peak 

intensities matching (f). 
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3.5 Fourier analysis of the wave-grating interaction for the 45-degree 

reflection experiment and full-wave simulation results (a) Measured 

pressure field for the reflection grating having a -45-degree 

incidence and normal reflection. (b) Two-dimensional Fourier 

transform of (a) with the expected wavevectors having the highest 

intensity values. (c) Simulated pressure field for -45-degree 

incidence. (d) Two-dimensional Fourier transform of (c) with 

wavevectors having peak intensities matching (b). (e) Measured 

pressure field for 45-degree incidence with reflection directed back 

towards the source. (f) Fourier transform of the measured pressure 

field in (e) having peak intensities matching the expected 

wavevectors. (g) Simulated pressure field for 45-degree incidence. 

(h) Two-dimensional Fourier transform of (g) with wavevectors 

having peak intensities matching (f). (i) Measured pressure field for 

normal incidence with a 135-degree reflection. (j) Two-dimensional 

Fourier transform of (i) having peak intensities at expected 

wavevector locations. (k) Simulation of normal incidence case. (l) 

Two-dimensional Fourier transform of (k) having wavevectors 

matching (j).  
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3.6 Wavevector analysis for the 35-degree transmission grating and full-

wave simulation results (a) Wave-grating interaction for the 

transmission grating having -35-degree incidence and 145-degree 

reflection in reciprocal space, allowing for the determination of the 

required grating Bloch wavevector. (b) Wave-grating interaction for 

35-degree incidence as well as the time reversed case represented by 

the dashed lines. For both (a) and (b), the incident, scattered, and 

Bloch wavevectors are represented by �⃗� 𝑖, �⃗� 𝑠 and 𝛥𝑘, respectively. 

(c) Bianisotropic grating structure with asymmetric wave scattering 

in (a) and (b) determined by inverse Fourier analysis of the incident 

and scattered wavevectors. (d) Real component of the two-

dimensional spatial Fourier transform of the grating geometry with 

the expected Bloch wavevectors having the highest intensity. (e) 

Imaginary component of the two-dimensional spatial Fourier 

transform of the grating geometry having a zero vector. (f) Simulated 

pressure field of a -35-degree incident signal interacting with the 

bianisotropic transmission grating. (g) Two-dimensional Fourier 

transform of (f) with wavevectors having peak intensities matching 

the desired scattering in (a). (h) Simulated pressure field of a 35-

degree incident signal interacting with the bianisotropic transmission 

grating. (i) Two-dimensional Fourier transform of (h) with 

wavevectors having peak intensities matching the desired scattering 

in (b). 
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3.7 Wavevector analysis for the 35-degree reflection grating and full-

wave simulation results (a) Wave-grating interaction for the 

reflection case for 35-degree incidence in reciprocal space and 

corresponding grating Bloch wavevector. (b) Wave-grating 

interaction for normal incidence as well as the time reversed case 

represented by the dashed lines. For both (a) and (b), the incident, 

scattered, and Bloch wavevectors are represented by �⃗� 𝑖, �⃗� 𝑠 and 𝛥𝑘, 

respectively. (c) Bianisotropic grating structure with asymmetric 

wave scattering in (a) and (b) determined by a finite element program 

to maximize the grating efficiency. (d) Real component of a two-

dimensional spatial Fourier transform of the grating geometry with 

the expected scattering wavevectors having the highest intensity to 

the left of the inversion symmetry about the y-axis (e) Imaginary 

component of the two-dimensional spatial Fourier transform of the 

grating geometry having a zero vector. (f) Simulated pressure field 

of a 35-degree incident signal interacting with the bianisotropic 

reflection grating (g) Two-dimensional Fourier transform of (f) with 

wavevectors having peak intensities matching the desired scattering 

in (a). (h) Simulated pressure field of a normally incident signal 

interacting with the bianisotropic transmission grating. (i) Two-

dimensional Fourier transform of (h) with wavevectors having peak 

intensities matching the desired scattering in (b). (j) Pressure field of 

a -35-degree incident signal and normal reflection after interacting 

with the grating. (k) Two-dimensional Fourier transform of (j) with 

wavevectors having peak intensities matching the desired scattering 

in the time reversal incidence in (b). 
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3.8 Wavevector analysis for the 70-degree transmission grating and full-

wave simulation results (a) Wave-grating interaction for the 

reflection case for -70-degree incidence in reciprocal space and 

corresponding grating Bloch wavevector.  (b) Wave-grating 

interaction for 70-degree incidence as well as the time reversed case 

represented by the dashed lines. For both (a) and (b), the incident, 

scattered, and Bloch wavevectors are represented by �⃗� 𝑖, �⃗� 𝑠 and 𝛥𝑘, 

respectively. (c) Bianisotropic grating structure with asymmetric 

wave scattering in (a) and (b) determined by inverse Fourier analysis 

of the incident and scattered wavevectors. (d) Two-dimensional 

spatial Fourier transform of the grating geometry with the expected 

Bloch wavevectors having the highest intensity. (e) Imaginary 

component of the two-dimensional spatial Fourier transform of the 

grating geometry having a zero vector. (f) Simulated pressure field 

of a -70-degree incident signal interacting with the bianisotropic 

transmission grating (g) Two-dimensional Fourier transform of (f) 

with wavevectors having peak intensities matching the desired 

scattering in (a). (h) Simulated pressure field of a 70-degree incident 

signal interacting with the bianisotropic transmission grating. (i) 

Two-dimensional Fourier transform of (h) with wavevectors having 

peak intensities matching the desired scattering in (b). 
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3.9 Wavevector analysis for the 70-degree reflection grating and full-

wave simulation results (a) Wave-grating interaction for the 

reflection case with 70-degree incidence in reciprocal space and 

corresponding grating Bloch wavevector. (b) Wave-grating 

interaction for normal incidence as well as the time reversed case 

represented by the dashed lines. For both (a) and (b), the incident, 

scattered, and Bloch wavevectors are represented by �⃗� 𝑖, �⃗� 𝑠 and 𝛥𝑘, 

respectively. (c) Bianisotropic grating structure with asymmetric 

wave scattering in (a) and (b) determined by a finite element program 

to maximize the grating efficiency. (d) Real component of a two-

dimensional spatial Fourier transform of the grating geometry with 

the expected scattering wavevectors having the highest intensity to 

the left of the inversion symmetry about the y-axis (e) Imaginary 

component of the two-dimensional spatial Fourier transform of the 

grating geometry having a zero vector. (f) Simulated pressure field 

of a 70-degree incident signal interacting with the bianisotropic 

reflection grating (g) Two-dimensional Fourier transform of (f) with 

wavevectors having peak intensities matching the desired scattering 

in (a). (h) Simulated pressure field of a normally incident signal 

interacting with the bianisotropic transmission grating. (i) Two-

dimensional Fourier transform of (h) with wavevectors having peak 

intensities matching the desired scattering in (b). (j) Pressure field of 

a -70-degree incident signal and normal reflection after interacting 

with the grating. (k) Two-dimensional Fourier transform of (j) with 

wavevectors having peak intensities matching the desired scattering 

in the time reversal incidence in (b). 
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3.10 Imaginary Fourier component of the 45-degree bianisotropic grating 

(a) Imaginary component of a two-dimensional spatial Fourier 

transform of the transmission grating geometries indicating no 

interaction with incident signal. (b) Imaginary component of a two-

dimensional spatial Fourier transform of the reflection grating 

geometries. 

71 

3.11 Designed unit cell with active feedback control with Willis coupling 

when 𝐺1 ≠ 𝐺2. (a) One-dimensional representation of the 

metamaterial confined in a waveguide with the active sensor-

transducer pairs connected to the feedback control circuits (b) Active 

circuitry comprising each gain function for independent control of 

the phase and amplitude of 𝐺1 and 𝐺2. (1, 2) in the subscripts of the 

circuit components denote the resistance or capacitance values for 

𝐺1 and 𝐺2, respectively. 
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3.12 Effects of Willis coupling on effective material parameters. (a) The 

arithmetic mean of the imaginary part of the asymmetry coefficient 

as a function of the amplitude and phase of  𝐺2 near 2.50 kHz. The 

three marked points correspond to (b), (c), and (d), respectively. (b) 

The complex effective density and bulk modulus normalized to air 

without Willis coupling when 𝐺1 = 𝐺2 =  2𝑒𝑖(0.87). (c) The complex 

effective density and bulk modulus normalized to air with Willis 

coupling when 𝐺1 = 2𝑒𝑖(0.87) and 𝐺2 = 0.6𝑒𝑖(2.79). (d) The complex 

effective density and bulk modulus normalized to air with Willis 

coupling when 𝐺1 = 2𝑒𝑖(0.87) and 𝐺2 = 0.15𝑒𝑖(4.10). In (b) and (c), 

the blue diamond and blue square lines plot the real and imaginary 

bulk modulus, respectively and the red x and red star lines plot the 

real and imaginary density, respectively. The subplots in (c) and (d) 

display the corresponding asymmetry coefficient of the Willis 

coupled metamaterial from 2.00-3.00 kHz. 
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3.13 Full effective parameter map of the complex density and bulk 

modulus for the active Willis coupled and non-Willis metamaterials. 

(a) Parameter map of the real part of the effective density and bulk 

modulus for the active metamaterial with and without Willis 

coupling. The real part of the effective density and bulk modulus are 

plotted on the horizontal and vertical axes, respectively. 

Additionally, the colored points and black points represent effective 

material parameters for Willis and non-Willis metamaterials, 

respectively. The color map quantifies the logarithm of the ratio of 

the imaginary part to the real part of the asymmetry coefficient, 𝜂 =
log10(𝐴𝑏𝑠(𝐼𝑚{𝑊}/ 𝑅𝑒{𝑊})). (b) Magnified window of (a) 

displaying a normalized density range of [-1000, 1000] and a 

normalized bulk modulus range of [-500, 500]. (c) Parameter map of 

the imaginary part of the effective density and bulk modulus for the 

active metamaterial with and without Willis coupling. The imaginary 

part of the effective density and bulk modulus are plotted on the 

horizontal and vertical axes, respectively. This subfigure has the 

same color scheme as (a). (d) Magnified window of (c) displaying a 

normalized density range of [-1000, 1000] and a normalized bulk 

modulus range of [-500, 500]. 
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3.14 Full parameter map of the complex effective refractive index and 

acoustic impedance normalized to air for the active Willis coupled 

and non-Willis metamaterials. (a) The real part of the effective 

refractive index and acoustic impedance for the active metamaterial 

with and without Willis coupling. The real part of the effective 

refractive index and acoustic impedance are plotted on the horizontal 

and vertical axes, respectively. Additionally, the colored points and 

black points represent effective material parameters for Willis and 

non-Willis metamaterials, respectively. The color map quantifies the 

logarithm of the ratio of the imaginary part to the real part of the 

asymmetry coefficient, 𝜂 = log10(𝐴𝑏𝑠(𝐼𝑚{𝑊}/ 𝑅𝑒{𝑊})). (b) 

Magnified window of (a) displaying an acoustic impedance range of 

[-100, 100] (c) The imaginary part of the effective refractive index 

and acoustic impedance for the active metamaterial with and without 

Willis coupling. The imaginary part of the effective refractive index 

and acoustic impedance are plotted on the horizontal and vertical 

axes, respectively. This subfigure has the same color scheme as (a). 

(d) Magnified window of (c) displaying an acoustic impedance range 

of [-100, 100]. 
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3.15 Effective material parameter plots for a non-Willis and Willis unit 

cell (a) Effective parameter map of the real part of the density and 

bulk modulus for the active metamaterial with Willis coupling. The 

real part of the effective density and bulk modulus are plotted on the 

horizontal and vertical axes, respectively. The color map quantifies 

the quality factor based on the conventional definition for acoustic 

resonators. (b) Effective parameter map of the real part of the density 

and bulk modulus for the active metamaterial without Willis 

coupling. The axes and color map in this subfigure are identical to 

(a). (c) Parameter map of the imaginary part of the effective density 

and bulk modulus for the active metamaterial with Willis coupling. 

The imaginary part of the effective density and bulk modulus are 

plotted on the horizontal and vertical axes, respectively. This 

subfigure has the same color scheme as (a). (d) Effective parameter 

map of the imaginary part of the density and bulk modulus for the 

active metamaterial without Willis coupling. The axes and color map 

in this subfigure are identical to (c). 
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4.1 Anisotropic distortion of beamformed acoustic waves with the 

experiment setup. (a) Discretized transducer array with a phase 

gradient as a function of the x axis such that the desired acoustic 

focusing is achieved in an isotropic medium. (b) Identical transducer 

array with the same phase gradient in an anisotropic medium 

resulting in a focal point shifted from the desired location. (c) Same 

transducer array with a corrected phase gradient that restores the 

focal point to its original location. (d) Experimental setup in which 

two-dimensional SSAWs propagate across effective isotropic and 

anisotropic gratings. (e) Close up of the isotropic grating design. (f) 

Close up of the anisotropic grating design. 
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4.2 Simulation and experiment results for arbitrarily focused acoustic 

beams. (a) Simulation results of a focused acoustic beam in a two-

dimensional isotropic medium that focuses 70 mm to the right and 

150 mm above the center of the speaker array. (b) Simulation results 

of a focused acoustic beam in an effective two-dimensional 

anisotropic medium with the same phase profile as (a). Here, the 

resulted focal point shifts from the desired location. (c) Simulation 

results of a focused acoustic beam in an effective two-dimensional 

anisotropic medium with a corrected phase profile with a focal point 

matching (a). (d) Experimental replication of the simulation in (a) 

with a matching focal point.  (e) Experimental replication of the 

simulation in (b) with a matching focal point. (f) Experimental 

replication of the simulation in (c) with a matching focal point. 
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4.3 Simulation and experiment results for arbitrarily focused beams with 

a tilted source. (a) Simulation results of a focused acoustic beam in 

a two-dimensional isotropic medium that achieves the desired focal 

point with a ten-degree tilt. (b) Simulation results of a focused 

acoustic beam with the same phase profile in an effective two-

dimensional anisotropic medium. Here, the focal point shifts from 

the focal point of the isotropic case. (c) Simulation results of a 

focused acoustic beam in an effective two-dimensional anisotropic 

medium with a corrected phase profile resulting in focusing at the 

desired focal point (d) Experimental replication of (a) with a 

matching focal point. (e) Experimental replication of (b) with a 

matching focal point. (f) Experimental replication of (c) with a 

matching focal point. 
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4.4 Simulation and experiment results for self-bending acoustic beams. 

(a) Simulation results of a self-bending acoustic beam in a two-

dimensional isotropic medium that matches the desired beam 

pattern. (b) Simulation results of a self-bending acoustic beam in an 

effective two-dimensional anisotropic medium with the same phase 

profile. Here, the intensity profile shifts from the desired interference 

pattern. (c) Simulation results of a self-bending acoustic beam in an 

effective two-dimensional anisotropic medium with a corrected 

phase profile. Here, the resulted curved interference pattern matches 

the desired intensity profile in the isotropic case. (d) Experimental 

replication of the simulation in (a) with a matching curved 

interference pattern. (e) Experimental replication of (b) with a 

matching interference pattern. (f) Experimental replication of (c) 

with a matching interference pattern. 

99 

4.5 Derivation of the self-bending beam correction technique. (a) 

Geometric interpretation of a transducer array outputting a convex, 

curved acoustic beam represented by the red semicircle. The acoustic 

ray paths, represented by blue lines, are outputs from the transducer 

array along the x axis forming the desired curve with some 

determined phase gradient along the x axis. (b) Close up of the 

general relationship that defines the direction of an acoustic ray 

outputting from a transducer to its phase change along the x axis. (c) 

Transducers with transformed coordinate locations and the same 

phase output produce acoustic ray trajectories at different angles 

when compared to their untransformed counterparts. 
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4.6 Correcting self-bending beams that propagate in highly anisotropic 

media. (a) Simulation results of a self-bending acoustic beam in a 

two-dimensional isotropic medium that matches the desired beam 

pattern. (b) Simulation results of a self-bending acoustic beam in a 

medium with an effective density two times greater in the x axis than 

the y axis. Here, we use the same phase profile as the previous 

isotropic case with a beam path shifted drastically from the desired 

interference pattern. (c) Simulation results of a self-bending acoustic 

beam in an effective two-dimensional anisotropic medium with a 

corrected phase profile. Here, the beam interference pattern matches 

the desired curve in the isotropic case. (d) Simulation results of a 

self-bending acoustic beam in a two-dimensional isotropic medium 

that follows the desired beam path. (e) Simulation results of a self-

bending acoustic beam in a medium with an effective density four 

times greater in the x axis than the y axis. Here, we use the same 

phase profile as the previous isotropic case with a beam path shifted 

drastically from the desired interference pattern. (f) Simulation 

results of a self-bending acoustic beam in an effective two-

dimensional anisotropic medium with a corrected phase profile. 

Here, the beam interference pattern matches the desired curve in the 

isotropic case. 
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4.7 Selected grating dispersion with experimental validation. (a) 

Dispersion curves of SSAWs propagating across grating structures 

with a 4 mm fin height (blue) and 6.2 mm fin height (red) compared 

to the dispersion relation of air at audible frequencies (black). (b) 

Measured pressure field of an acoustic point source positioned 

directly on top of an effective two-dimensional anisotropic surface. 

109 

4.8 Simulations that consider viscothermal loss. (a) Full-wave 

simulation considering viscothermal loss results of a focused 

acoustic beam in a two-dimensional isotropic medium that focuses 

100 mm to the right of the center of the transducer array. (b) Full-

wave simulation of a of a focused acoustic beam across a lossless 

two-dimensional isotropic grating focusing 100 mm to the right of 

the center of the transducer array. 
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4.9 Simulation of an arbitrarily focused acoustic beam. (a) Full-wave 

simulation results of a focused acoustic beam in a two-dimensional 

isotropic medium that focuses 70 mm to the right and 150 mm above 

the center of the transducer array. (b) Full-wave simulation results of 

a focused acoustic beam in an effective two-dimensional anisotropic 

medium with the same phase profile as (a). Here, the resulted focal 

point shifts from the desired location due to the anisotropic effects 

of the medium. (c) Full-wave simulation results of a focused acoustic 

beam in an effective two-dimensional anisotropic medium with a 

corrected phase profile. Here, the focal point matches the desired 

focal point in (a). 
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4.10 Simulation of an arbitrarily focused acoustic beam with a tilted 

source. (a) Full-wave simulation results of a focused acoustic beam 

in a two-dimensional isotropic medium that achieves the desired 

focal point with a ten-degree tilt. (b) Full-wave simulation results of 

a focused acoustic beam in an effective two-dimensional anisotropic 

medium with the same phase profile and tilt as the previous isotropic 

case. Here, the focal point of the phase profile shifts from the desired 

location that the isotropic case achieves. (c) Full-wave simulation 

results of a focused acoustic beam in an effective two-dimensional 

anisotropic medium with a corrected phase profile. Here, the focal 

point matches the desired focal point in the isotropic case. 
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4.11 Simulation of a self-bending acoustic beam. (a) Full-wave 

simulation results of a self-bending acoustic beam in a two-

dimensional isotropic medium that matches the desired beam 

pattern. (b) Full-wave simulation results of a self-bending acoustic 

beam in an effective two-dimensional anisotropic medium with the 

same phase profile as the previous isotropic case. Here, the 

interference pattern resulted from the phase profile shifts from the 

desired curve. (c) Simulation results of a self-bending acoustic beam 

in an effective two-dimensional anisotropic medium with a corrected 

phase profile. Here, the beam interference pattern matches the 

desired curve in the isotropic case. 
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SUMMARY 

Acoustic metamaterials have redefined the limits of acoustic wave control with composite 

structures that realize effective material properties that go beyond those of natural 

materials. These extraordinary material properties enable imaging beyond the diffraction 

limit, negative effective sound speeds, and acoustic cloaking. Metamaterials continue to be 

a hot topic in the scientific community, as these resonant structures push the boundaries of 

acoustic wave control with unprecedented functionality. The primary goal of this work is 

to advance the prevalence, practicality, and scope of acoustic metamaterial research with 

novel materials that uniquely tailor wave fields for a variety of acoustic-based applications. 

Each chapter uses foundational metamaterial physics to advance our understanding of 

acoustic wave control with composite structures. The first section develops the theory and 

performs simulations for a non-Hermitian complementary metamaterial (NHCMM) with 

tunable active feedback loop circuits that improve the acoustic transmission through an 

intact human skull. This lays the foundation for ultrasonic brain imaging and neural 

therapies that require high frequency acoustic waves to penetrate deep within the brain. 

With a similarly designed metamaterial, we compare the accessible range of the effective 

density and bulk modulus for unit cells with symmetric and asymmetric feedback loop 

circuits. The asymmetric circuits result in a Willis coupled response that dramatically 

broadens the metamaterial’s attainable parameter range. We also demonstrate asymmetric 

wave transmission at high efficiency with passive Willis coupled metagratings for acoustic 

beam steering at extreme angles. Lastly, we use transformation acoustics to correct focused 

and self-bending acoustic beams that become distorted in anisotropic media. These 



 xxv 

developments advance acoustic-based technologies for biomedical imaging, noise control, 

underwater communication, and structural acoustic applications.
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CHAPTER 1 

INTRODUCTION 

1.1 Acoustic metamaterials 

Acoustic metamaterials exploit the resonant responses of man-made structures to 

achieve extraordinary effective densities and bulk moduli that go beyond those of natural 

materials [1-3]. These effective material properties govern wave propagation in fluid and 

solid media, motivating researchers to design composite structures that directly manipulate 

these parameters. Figure 1.1 illustrates the achievable effective parameter space for natural 

materials and metamaterials with the bulk modulus (𝜅) on the vertical axis and the density 

(𝜌) on the horizontal axis. For natural media, the effective density and bulk modulus are 

strictly positive (first quadrant of Fig. 1.1). Metamaterials realize negative effective 

properties when an acoustic wave excites the structure at a frequency near its monopolar 

or dipolar resonance [1-3]. The first experimental realization of an acoustic metamaterial 

occurred in 2000, where a spherical unit cell comprised of a compressible silicon exterior 

and a dense lead interior demonstrated a negative effective density when excited by an 

acoustic wave near its dipolar resonance [4]. The phenomenon of negative effective density 

arises when the soft, compressible exterior adds a phase delay to the force acting on an 

interior mass. Near the dipolar resonance of the metamaterial, this phase delay causes the 

acceleration of the interior mass to be completely out of phase with the exterior force. Since 

this interior mass dominates the total response of the unit cell, Newton’s second law implies 

that the metamaterial has a negative effective dynamic mass when the force and 

acceleration are in opposite directions. A diagram illustrates this phenomenon in the second 
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quadrant of Figure 1.1. Using a similar working principle, a metamaterial comprised of an 

array of Helmholtz resonators realized a negative effective bulk modulus when excited by 

an acoustic wave at a frequency near its monopolar resonance [5]. The resonators were 

aligned in series within a square aluminum tube serving as an acoustic waveguide. Here, 

the acoustic pressure and volume contraction were out of phase, which is illustrated in the 

Figure 1.1: Acoustic propagation in natural media and metamaterials. For all natural 

materials, both density and bulk modulus are positive with a positive phase velocity and 

refractive index. Metamaterials realize negative effective densities or bulk moduli near 

dipolar or monopolar resonance, respectively. Single negative materials have a purely 

imaginary phase velocity and a frequency bandgap where acoustic waves cannot 

propagate. The acoustic wave front propagates in the opposite direction of the energy 

flow when the density and bulk modulus are simultaneously negative. Complex material 

properties represent acoustic amplification or attenuation as a function of propagation 

distance and are represented by the axes directed into and out of the paper. 
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fourth quadrant of Figure 1.1. The introduction of acoustic metamaterials demonstrated a 

unique versatility not present in natural materials, as metamaterials were structures with 

similar resonance characteristics. By tuning the physical dimensions of these composites, 

the effective material properties of these media are precisely controlled at a given 

frequency. 

The acoustic phase velocity is calculated by the square root of the bulk modulus 

divided by the density. Given this relation, it was questioned whether having a negative 

effective bulk modulus or a negative effective density would alter the acoustic phase 

velocity. Mathematically, a negative bulk modulus or a negative density results in a purely 

imaginary phase velocity. The imaginary part of the sound speed manifests as a wave that 

decays exponentially as a function of propagation distance. In other words, metamaterials 

with a negative effective density or a negative effective bulk modulus exhibit a frequency 

band gap that prevents acoustic wave propagation. However, questions surrounding the 

feasibility of metamaterials with negative phase velocity remained. To achieve this goal, 

we refer to the formulation of the phase velocity, c2 = 𝜅ρ−1, where 𝜅 is the bulk modulus, 

ρ−1 is the inverse of the mass density, and c is the phase speed of the medium. Without 

loss of generality, we express the bulk modulus and inverse density as complex variables 

𝜅 = 𝜅0e
iθ𝜅 and ρ−1 = ρ0

−1e
𝑖θ

ρ−1
 with 𝜅0, ρ0

−1, θ𝜅, and θρ−1 being the magnitude and phase 

of the corresponding quantities, respectively. When 𝜅 < 0 and ρ < 0 we have θ𝜅 =  𝜋, and 

θρ−1 =  𝜋, yielding, 

c2 = 𝜅ρ−1 = 𝜅0ρ0
−1e𝑖2𝜋       (1.1) 

c = c0e
i𝜋 = √𝜅0ρ0

−1𝑒𝑖𝜋       (1.2) 



 4 

By superimposing unit cells with negative effective densities or bulk moduli into a single 

structure with overlapping monopolar and dipolar resonances, “double negative” 

metamaterials with simultaneously negative effective densities and bulk moduli are 

realized [6]. These combined properties result in a negative phase velocity and a negative 

refractive index (third quadrant of Fig. 1.1). Double negative metamaterials with a negative 

refractive index enable imaging beyond the diffraction limit with superlenses [7,8] and 

hyperlenses [9]. In 2010, soft silicon microbeads suspended in a water-based gel realized 

a simultaneous negative effective density and bulk modulus to demonstrate a negative 

phase velocity and refractive index [10]. Microscopic pores in the silicon microbeads 

allowed for highly compressible unit cells with strong monopolar and dipolar resonant 

responses. For this structure, the phase velocity becomes negative as derived in Equation 

1.2. This implies that the phase of the wave front travels in the opposite direction of the 

energy propagation. 

Although metamaterials realize these exotic effective material properties with 

passive structures, their reliance on resonance produces undesired lossy behavior, narrow 

bandwidth, and a lack of tunability. Active metamaterials compensate for these 

disadvantages by modulating the additional energy inputs with electrical circuits [11,12]. 

These circuits are highly tunable and can be adjusted in real time because of the swift 

processing speeds in electrical circuits compared to acoustic wave speeds, allowing the 

development of active metasurfaces for reconfigurable focusing and beam steering [13]. 

The tunability of active metamaterials was used to modulate the effective density through 

simple alterations of their active circuitry [14]. Elastic metamaterials with active 

piezoelectric elements enable the control of different wave characteristics without 
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changing material or structural parameters for transformation-based cloaking [15], elastic 

black holes [16], and topological immunity on elastic surfaces [17]. Additionally, active 

metamaterials can achieve negative effective material parameters by manipulating the 

monopole and dipole resonant responses of the unit cells [18,19]. Active metamaterials 

also introduce complex-valued material properties that characterize wave amplification or 

attenuation as a function of propagation distance. The imaginary parts of the effective 

density, bulk modulus, and phase speed quantify this energy gain or loss and represent an 

additional dimension in the effective parameter space shown in Figure 1.1. These 

foundational works establish the core principles of acoustic metamaterial physics. 

Scientists and engineers now aim to develop metamaterial-based applications that improve 

acoustic and phononic control with these sophisticated materials. 

1.2 Thesis overview 

An organization of this thesis is as follows: Chapter 2 develops the theory and 

conducts finite element simulations for a non-Hermitian complementary metamaterial 

(NHCMM) that enhances acoustic transmission through a skull for biomedical imaging 

and therapies. Full-wave simulations show near-perfect transmission from either side of 

the skull while preserving imaging information and enhancing focused acoustic energy for 

ultrasound therapies. Additional simulations evaluate the effectiveness of NHCMMs for 

realistic skull geometries with curvature and imperfections. The proposed NHCMM design 

consists of two sensor-transducer pairs on both sides of the metamaterial that detects 

incident waves and superimposes an active acoustic signal on an otherwise passive unit 

cell. By facilitating two-way acoustic transmission through the skull with NHCMMs, we 

lay the foundation for noninvasive brain imaging and treatment for neural disorders. 
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Chapter 3 uses Willis coupling to overcome some of the inherent limitations of 

resonance-based metamaterials and realize unit cells with extreme effective material 

parameters and wave steering at extreme angles for active and passive designs, 

respectively. Willis coupled materials couple pressure and local particle velocity fields to 

simultaneously excite monopole and dipole scattering, which results in asymmetric wave 

transmission and reflection of airborne sound. In the first part of this chapter, we 

systematically realize an arbitrarily given Willis coupling between the pressure and 

velocity fields for asymmetric wave propagation by an acoustic grating with inversion 

symmetry breaking. This acoustic bianisotropic grating is designed by optimizing the unit 

cells with a finite element method to achieve the desired scattering wavevectors determined 

by the bianisotropic induced asymmetric wave propagation. The symmetry and Bloch 

wavevectors in the reciprocal space resulted from the grating are analyzed, which match 

with the desired scattering wavevectors. The designed structures are fabricated for the 

experimental demonstration of the bianisotropic properties. The measured results match 

with the desired asymmetric wave scattering fields.  

For the active metamaterial, we repurpose the tunable feedback loop circuits from 

chapter two and implement Willis coupling to drastically extend the tunability of the 

effective density and bulk modulus. The accessible parameter range is enlarged by at least 

two orders of magnitude compared to that of a non-Willis metamaterial. Traditional active 

metamaterial designs are based on local resonances without considering the Willis coupling 

that limit their accessible effective material parameter range. The Willis coupling results 

from feedback control circuits with unequal gains. These asymmetric feedback control 

circuits use Willis coupling to expand the accessible range of the effective density and bulk 
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modulus of the metamaterial. The extreme effective material parameters realizable by the 

metamaterials will remarkably broaden their applications in biomedical imaging, noise 

control, and transformation acoustics-based cloaking. 

Chapter 4 uses transformation acoustics to correct beamformed waves that propagate 

in anisotropic media. Transformation acoustics correlates complex material properties in 

physical space to distorted wave manipulations in virtual space, such that wave propagation 

patterns can be determined by mathematical coordinate transformations. These 

transformations allow for accurate modeling of acoustic propagation in complex materials. 

Such models are relevant to both biomedical ultrasound therapies and integrated on-chip 

systems, where muscle fibers and piezoelectric substrates behave as effective anisotropic 

media respectively. Without considering the anisotropic density of these sophisticated 

media, attempts to beamform acoustic patterns by phase engineering results in a heavily 

distorted signal. This distortion is detrimental to the performance of high intensity focused 

ultrasound (HIFU) acoustic tweezers for noninvasive surgeries, cell trapping, and cell 

sorting. We demonstrate that the distortion effects can be corrected by transformation 

acoustics in which the phased array profile is adjusted to account for the corresponding 

anisotropy. We perform experiments to verify this transformation acoustic correction for 

arbitrary focused and self-bending beams with two-dimensional anisotropic spoof surface 

acoustic waves (SSAW). The benefit of transformation acoustics in suppressing undesired 

anisotropic effects on beamformed waves improves the precision and efficacy of medical 

treatments that facilitate noninvasive ultrasound therapies and integrated on-chip 

applications.  
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CHAPTER 2 

NON-HERMITIAN COMPLEMENTARY ACOUSTIC 

METAMATERIALS 

This thesis chapter contains material that has been published in Applied Physics Letters 

[20] and Frontiers in Mechanical Engineering [21]. 

2.1 Introduction 

Ultrasound is considered one of the most biocompatible imaging modalities as it 

requires no ionizing radiation, penetrates deep into biological tissue, and offers superior 

resolution compared to other imaging techniques [22]. As a result, high frequency 

ultrasound has been applied safely for non-invasive imaging and medical diagnosis for 

decades [23]. This unique biocompatibility inspires researchers to explore alternative 

ultrasound applications that go beyond imaging. For example, high intensity focused 

ultrasound (HIFU) concentrates acoustic energy to a focal point within the body to ablate 

tumors [24-29], pulverize kidney stones [30,31], and open the blood brain barrier for direct 

drug delivery to the brain [32]. Further ultrasound based, non-invasive therapies clear 

aortic plaque [33,34], accelerate bone fracture healing [35-37], and assist in gene therapies 

[38,39]. In addition to direct therapeutic applications, high frequency ultrasound is 

commonly used to image organs and tissue for diagnostic purposes [40-44]. With the help 

of microbubble and nanodroplet contrast agents, ultrasound serves as a high resolution, 

deep tissue imaging modality used to track blood flow and detect locations of arterial 

plaque build-up throughout the body [45]. Ultrasonic therapies have even been proposed 
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to treat neurological disorders, with some researchers already implementing these 

therapies. After short, low-intensity pulses of ultrasound targeted the thalamus of a patient 

suffering from a disorder of consciousness due to a severe traumatic brain injury, near 

immediate improvement of their condition was exhibited with continued improvement over 

a several-day time span [46]. 

Although high frequency ultrasound increases the precision and spatial resolution 

of the aforementioned biomedical applications, major challenges exist to adapt these 

techniques for brain imaging and brain therapies. The primary problem is the presence of 

the skull that acts as a highly mismatched impedance barrier with strong attenuative effects. 

This lossy acoustic barrier causes a strong reflection at the boundary of these two 

biomaterials [47] and limits the transmission of ultrasound energy into the brain. This 

drastically reduces the effectiveness of HIFU and prevents diagnostic brain imaging [48]. 

To mitigate the scattering and loss caused by the skull, acoustic metamaterials use 

transformation acoustics to enable bidirectional acoustic transmission into the brain, 

paving the way to non-invasive diagnostic brain imaging and non-invasive brain therapies. 

Complementary metamaterials (CMM) are designed with the negative real effective 

properties of an acoustic barrier to effectively counteract any impedance mismatch effects 

and transmit acoustic waves through lossless impedance barriers [49]. While this is 

effective for enhancing the transmission through an energy conservative barrier, the 

intrinsic loss induced by the highly porous skull makes this method impractical [47]. This 

loss is characterized by the imaginary parts of the material parameters and significantly 

affects the total acoustic impedance. The purely real-valued sound speed and density of the 

CMM will not fully characterize the complex skull impedance and cause an impedance 
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mismatch between the metamaterial and skull. In addition, the intrinsic loss dampens a 

significant amount of acoustic energy that results in low wave transmission through the 

barrier that is infeasible for use in ultrasonic brain imaging. 

In this work, we apply a non-Hermitian complementary acoustic metamaterial 

(NHCMM) with energy gain to counteract the strong impedance mismatch and intrinsic 

loss of the skull simultaneously for the realization of noninvasive ultrasonic brain imaging 

through an intact skull in full-wave simulations (Fig. 2.1a). We obtain the desired values 

of the NHCMM material parameters that enable near perfect transmission and wavefront 

restoration when high frequency ultrasound propagates through the combined layers of 

NHCMM and skull. Full-wave simulations show near-perfect transmission from either side 

of the skull while preserving imaging information and enhancing focused acoustic energy 

for ultrasound therapies. Additional simulations evaluate the effectiveness of NHCMMs 

for realistic skull geometries with curvature and imperfections.  

2.2 Idealized fluid simulation 

To achieve our objective, we begin with a simplified model of the system that 

consists of the NHCMM and skull layers adjacent to each other (Fig. 2.1b). The top part of 

the patient’s head is assumed to be submerged in water; therefore, the background medium 

outside the human body is modeled as water as well as the brain due to its similar 

mechanical properties. Only the longitudinal waves supported by water are considered in 

this section of this chapter. The effect of the shear wave propagation in the skull is 

investigated in Section 2.3. By applying continuity boundary conditions at each of the 

boundaries in Fig. 2.1b, we observed that a solution given by 𝜌1 = −𝜌2 and 𝑐1 = −𝑐2 gives 
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a total transmission (𝑇 = 1) and no reflection (𝑅 = 0). Variables 𝜌 and c are the density 

and sound speed of longitudinal waves and the subscripts 1 and 2 denote the NHCMM and 

skull, respectively. We note that 𝜌2 and 𝑐2 are complex-valued because of the intrinsic loss 

properties of the skull. Therefore, 𝜌1 and 𝑐1 are the direct opposite complex-valued material 

parameters of skull. 

Physically, this opposite density and sound speed results in an identical acoustic 

impedance and an opposite refractive index of the NHCMM when compared with the skull. 

These material parameters suppress the impedance mismatch of the barrier [49] while the 

opposite imaginary parts indicate that the NHCMM contains active gain materials that 

compensate the wave attenuation through the lossy skull layer. The negative real parts of 

the NHCMM material parameters can be realized by resonating structures [4-6], while the 

imaginary parts are contributed by active gain elements, achievable by adding piezoelectric 

Figure 2.1: NHCMM for noninvasive ultrasonic brain imaging. (a) Schematics of the 

application of NHCMM for ultrasonic brain imaging through an intact skull. (b) 

Simplified model of acoustic wave propagation through the combined NHCMM and 

skull layer with an incident wave outside of the top part of the patient’s head submerged 

in water. The acoustic properties of the brain are similar to those of water and are 

simulated as water. 
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materials connected with amplification circuits used in the realization of parity-time (PT) 

symmetric acoustics [50], nonreciprocal propagation [51], and time reversal signal 

processing [13]. Designing the circuit parameters to realize double negative complex 

material parameters operating in the desired frequency range is discussed in Section 2.5. 

While total transmission can be realized at the exceptional points of PT symmetric 

acoustics where active gain units were used [11], the physics of NHCMM and PT 

symmetric acoustics are completely different. PT symmetry requires the material 

parameters to satisfy 𝜌1 = 𝜌2
∗ and 𝑐1 = 𝑐2

∗ [52-55], where the superscript * denotes the 

complex conjugate of the corresponding parameter, which does not hold for the NHCMM. 

In physics, the total transmission and zero reflection is true for waves incident from both 

sides of the bilayer structure, making the whole system energy conservative. 

Because the goal of this section focuses on obtaining the material parameters of the 

NHCMM for noninvasive ultrasonic brain imaging where high frequency acoustic waves 

are used, we conducted our calculations at 1.5MHz. At this frequency, the measured 

effective density and sound speed of longitudinal acoustic waves are 1900 kg/m3 and 2835 

m/s with an acoustic attenuation of 25 dB through a 4 mm thick human skull sample [47]. 

These acoustic properties are closely equivalent to complex-valued material parameters 

𝜌2 = (1900 + 50𝑖) kg/m3 and 𝑐2 = (2835 + 80𝑖) m/s in numerical calculations. These 

values are obtained based on the loss characterization and parameter retrieval used in Refs. 

[51,56], where i is the imaginary unit. These complexed-valued parameters are therefore 

used in our studies. From our analytical derivation listed above, the density and sound speed 

of the NHCMM are chosen to be 𝜌1 = −0.9999(1900 + 50𝑖) kg/m3 and 𝑐1 =

−0.9999(2835 + 80𝑖) m/s to avoid a singularity in the calculations. The density and sound 
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speed of water and brain (𝜌0 = 1000 kg/m3 and 𝑐0 = 1500 m/s) are used in our finite 

element simulations. The averaged thickness of human skull is 𝐿 = 10 mm, which is used 

in this work. 

2.2.1 One-dimensional simulations 

To analyze the transmission and reflection properties of the combined NHCMM 

and skull layer, we calculate an acoustic plane wave propagating through the bilayer 

structure from both incident sides (Figs. 2.2a and 2.2b). The origin of the coordinate is set 

at the boundary between the NHCMM and skull, which are both 10 mm thick. For both 

cases, the transmission is 100% with no reflection, demonstrating the suppression of the 

lossy skull barrier induced by the NHCMM. The sound speeds through the NHCMM and 

skull are of equal magnitude but opposite sign resulting an effective zero refractive index, 

and hence no phase accumulation through the structure [57,58]. The interference patterns 

in the bilayer indicate multiple reflections in between the boundaries. Thus, the energy 

damped by the lossy skull barrier is balanced by the gain of the NHCMM. For both incident 

cases, the highest acoustic amplitude occurs at the boundary between the NHCMM and 

skull. For steady state, the peak acoustic amplitude reaches its highest value when the wave 

is incident from the water side due to the gain NHCMM amplifying the signal to a higher 

energy level before being damped by the lossy skull layer. In the opposite case, the wave 

is damped to a lower energy level in the skull layer before entering the gain medium 

incident from the brain side. Therefore, the energy needed to compensate for the skull loss 

from the active gain element of the NHCMM is smaller when the wave is scattered back 

from the brain. 
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For comparison, the acoustic transmission and reflection from the skull compensated 

by a CMM are also calculated (Figs. 2.2c and 2.2d) with the transmitted acoustic energy 

reducing to 35% of the incident (12% in terms of energy), and a strong reflection is observed 

for incidence from either side. It is evident that the real part of the skull impedance is affected 

by the imaginary parts of the material parameters. The mismatched impedance induces an 

acoustic reflection boundary and acoustic energy loss make the CMM ineffective, and 

Figure 2.2: Acoustic wave propagation through the skull when compensated by (a) and 

(b) NHCMM and (c) and (d) CMM. The skull thickness is between 0 and 1 cm, and the 

complementary layer is between 1 and 0 cm for (a) and (c). The skull is between 1 and 

0 cm and the complementary layer is in between 0 and 1 cm for (b) and (d). (e) Acoustic 

wave propagation through the skull layer. For all cases, the red curve represents the 

acoustic amplitude, and the blue curve represents the acoustic field. 
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insignificantly beneficial compared to the energy transmission direction through the skull 

(Fig. 2.2e). 

2.2.2 Imaging with the NHCMM 

The ultrasonic imaging performance is characterized by calculating the scattered 

acoustic field from a brain tumor through the skull complemented by the NHCMM (Fig. 

2.3a). The brain tumor is modeled by a circle with a 20 mm diameter located 20 mm away 

from the inner boundary of the skull. The density and sound speed of the brain tumor are 

set to be 𝜌𝑡 = 1500 kg/m3 and 𝑐𝑡 = 2000 m/s. For comparison, the scattered field from 

the same brain tumor without transmitting through the bilayer structure is calculated (Fig. 

2.3b). In this case, the field we look at is 20 mm closer to the tumor than the case where 

the skull is compensated by the NHCMM due to the lack of phase accumulation across the 

bilayer (Figs. 2.2a and 2.2b). In both cases, the shadow lines of the brain tumor are 

observed in the reflected pressure amplitude fields. The pressure amplitude of the reflected 

wave along a line 20 mm away from the outer boundary of the NHCMM for both cases are 

plotted. The shadows are located at 𝑦 = ±18 mm for both cases, indicating the existence 

of the circular brain tumor. These shadows demonstrate the effectiveness of the NHCMM. 

On the other hand, when the real part based CMM is used, most of the acoustic energy is 

reflected back from the bilayer and no shadow of the brain tumor is found (Fig. 2.3c), 

similar to directly imaging through the lossy skull layer (Fig. 2.3d). Thus, the brain tumor 

cannot be detected by ultrasound through the skull complemented by the CMM. 
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Figure 2.3: Ultrasonic imaging of a brain tumor. (a) Imaging through the skull 

complemented by the NHCMM. (b) Direct imaging without the skull. (c) Imaging 

through the skull complemented by the CMM. (d) Imaging directly through skull. For 

(a) and (c), the amplitude of the reflected wave in the dashed rectangle (20 mm by 60 

mm) with the right boundary 10 mm away from the outer boundary of the bilayer is 

shown. For (b), the brain tumor is shifted 20 mm to the left compared with the other 

cases. For (d), the right boundary of the dashed space is 20 mm away from the outer 

boundary of the skull. The reflected pressure amplitudes along the red line at the middle 

of the dashed space for all cases are plotted. 
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2.2.3 High intensity focused ultrasound with the NHCMM 

Another widely used type of acoustic wave in biomedical applications like neuron 

stimulations, ablation, thalamotomy, and drug delivery [26,31,59,60] is focused ultrasound. 

The propagation of waves generated by a curved focused ultrasound transducer through the 

skull complemented by the NHCMM compared with the focused wave without the skull are 

also calculated (Figs. 2.4a and 2.4b). The two cases have a similar focusing effect with 

almost the same amount of energy concentrated at the focal point. When the skull is 

compensated by the CMM, the acoustic energy has the same focal point, but at a much lower 

energy level (Fig. 2.4c). This is because the refractive index of a medium is determined by 

the real part of the sound speed. With the same real part of the sound speed, the refractive 

index of the CMM is identical to that of the NHCMM, resulting in the same wave refraction 

and focusing effect. However, the CMM does not compensate the lossy skull, resulting in a 

much lower focal energy. For the case without any complementary layer, the ultrasound 

through the skull directly focuses at a point approximately 30 mm to the left compared with 

the other cases (Fig. 2.4d). This is because the skull has a different refractive index compared 

with the water and brain, and the resulted wave refraction changes the location of the focal 

point. The focused acoustic energy is also low because most of the acoustic waves are 

reflected or damped by the skull. 
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Figure 2.4: Focused ultrasound generated by a curved transducer. (a) Focusing through 

the skull complemented by the NHCMM. (b) Focusing without the skull. (c) Focusing 

through the skull complemented by the CMM. (d) Focusing directly through the skull. 

The pressure amplitude in the square (60 mm by 60 mm) is shown. The left boundary 

of the square is 20 mm away from the inner boundary of the skull for (a), (c), and (d). 

The square is shifted 20 mm to the left for (b) compared with the other cases. 
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2.3 Poroelastic simulations 

Porosity is the primary contributor to acoustic attenuation through the skull and 

drastically reduces acoustic energy transmission into the brain. The porous loss and elastic 

effects of the skull are considered and studied in finite element simulations with Biot’s 

model. In doing so, we compare the results of NHCMMs coupled to a poroelastic medium 

with the previously simulated fluid effective medium model. In order to obtain an equivalent 

poroelastic model, we match the acoustic reflection and transmission of a plane wave though 

a 10 mm thick layer of skull (Fig. 2.5e).  

The material parameters used in Biot’s model reflected the real values of the complex 

density and sound speed used in the fluid model determined by measured values, while the 

porous loss is based on poroelastic parameters of cortical and cancellous bones [61,62]. 

Equating the transmission and reflection amplitudes of the poroelastic and fluid models 

relies on slightly tuning the Biot parameters influencing the energy dissipation caused by the 

skull. The porosity, permeability, and characteristic pore size of the poroelastic model are 

the primary influences of loss through isotropic structures and found to match the fluid 

model with values of 6x10-13 m2, 0.47, and 110 µm, respectively. With the proper parameter 

values, further analysis of the effects of NHCMM can be determined. Using an identical 

geometric set up as the fluid effective medium simulation in one dimension, the reflection 

and transmission through a porous skull coupled to a NHCMM is calculated and exhibits 

total transmission when a plane wave is incident on the metamaterial side (Fig. 2.5a), similar 

to the fluid effective medium model. Thus, the energy damped by the porous skull layer is 

compensated by the gain in the NHCMM, maintaining energy conservation. Flipping the 

geometry such that the plane wave is first incident with the porous skull shows near total 
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transmission with a small reflection (Fig. 2.5b). From reciprocity, we expect the transmission 

to be 100% with zero reflection. The observed near total transmission with a small reflection 

could be a result of the numerical effect of COMSOL Multiphysics when coupling 

poroelastic media with non-Hermitian physics. Comparing the results of the skull 

compensated by a CMM design based only on the real parts of the material parameters shows 

a significant transmission loss and reflection from the bilayer system (Figs. 2.5c and 2.5d). 

Figure 2.5: Acoustic wave propagation through a porous skull simulated with a 

poroelastic layer using Biot’s model when compensated by (a, b) NHCMM and (c, d) 

CMM. The skull thickness is between 0 and 1 cm, and the complementary layer is in 

between -1 to 0 cm for (a) and (c). The skull is in between -1 to 0 cm and the 

complementary layer is in between 0 to 1 cm for (b) and (d). (e) Acoustic wave 

propagation through the porous skull layer. For all cases, the red curve represents the 

acoustic amplitude, and the blue curve represents the acoustic field 
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The transmission amplitude is reduced to 35% of the incident wave along with a strong 

reflection from either incident side, matching what was observed in the fluid model. The real 

parameter mismatch is the cause of the strong reflection and reduced transmission, 

comparable to the single layer skull and confirming the ineffectiveness of poroelastic 

material complemented with a CMM just like the fluid model has shown. 

2.3.1 Imaging through a poroelastic skull with a NHCMM 

To confirm the NHCMM is effective for the imaging application, an ultrasonic plane 

wave is transmitted through the bilayer structure to calculate the back scattering field caused 

by a brain tumor (Fig. 2.6a). The density and sound speed of the brain tumor are 𝜌𝑡 = 1500 

kg/m3 and 𝑐𝑡 = 2000 m/s, the same as those used in the fluid model. The shadow in the 

scattered field caused by the tumor can still be visualized, demonstrating the effectiveness 

of the NHCMM in the poroelastic model. Comparing the results to the fluid equivalent shows 

a reduction in the contrast of the shadow. This is due to the information carrying in-plane k-

vectors that cause minimal longitudinal wave energy to be converted to the shear mode. This 

mode conversion results in losing part of the imaginary information. Alternatively, using the 

CMM results in a strong reflection from the bilayer. The shadow of the brain tumor is not 

observed (Fig. 2.6b). The back scattered field through the CMM and skull bilayer is similar 

to imaging through the skull directly (Fig. 2.6c). 
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Figure 2.6: Ultrasonic imaging of a brain tumor through a porous skull simulated with 

a poroelastic layer using Biot’s model. (a) Imaging through the skull complemented by 

the NHCMM. (b) Imaging through the skull complemented by the CMM. (c) Imaging 

directly through skull. For (a) and (b), the amplitude of the reflected wave in the dashed 

rectangle (20 mm by 60 mm) with the right boundary 10 mm away from the outer 

boundary of the bilayer are shown. For (c), the right boundary of the dashed space is 20 

mm away from the outer boundary of the skull. The reflected pressure amplitudes along 

the red line at the middle of the dashed space for all cases are plotted. 
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2.3.2 Focusing through a poroelastic skull with a NHCMM 

The propagation of waves emitted by a focused ultrasound transducer is also calculated 

using a porous skull coupled to a NHCMM (Fig. 2.7a). The focused acoustic beam is 

observed at the same point as the fluid model, but with a significant portion of the energy 

propagating in different directions. This is due to the large in-plane k-vectors from oblique 

incidence that causes a severe shear mode conversion. This mode conversion is confirmed 

by observing the displacement field of the porous skull in the simulation. The improvement 

of the performance of the NHCMM for wave focusing requires the design to match both the 

longitudinal and shear properties of the skull. Coupling the skull to the CMM shows the 

same focal point but has a much lower energy (Fig. 2.7b). Focusing an ultrasound beam 

through a single layer of skull illustrates a similar amount of energy transmission as the 

CMM complemented system; however, the focal point is shifted to the left due to the 

changing refractive index of the system (Fig. 2.7c). 
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Figure 2.7: Focused ultrasound generated by a curved transducer. (a) Focusing through 

the poroelastic skull complemented by the NHCMM. (b) Focusing through the skull 

complemented by the CMM. (c) Focusing directly through the poroelastic skull. The 

pressure amplitude in the square (60 mm by 60 mm) are shown. The left boundary of 

the square is 20 mm away from the inner boundary of the poroelastic skull. 
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2.4 Imaging through an imperfect skull 

In this section, we apply NHCMMs to skull surfaces with unique geometries and 

irregularities to evaluate the performance of NHCMMs under near realistic imaging 

circumstances. We employ a multi-step imaging process by collecting the initial reflected 

pressure field caused by an irregular skull region and an initial metamaterial layer that is not 

perfectly matched, tailor the metamaterial parameters to complement the skull region, and 

collect a second pressure field with the tumor present. The tumor location is ascertained by 

calculating the contrast to noise ratio of the higher amplitude backscattered pressure field 

compared to the rest of the pressure field. Even with the skull irregularities, the imaging 

information of an acoustic scatterer is preserved through the bilayer and reconstructible 

despite the scattering effects caused by the skull imperfections. Evaluating the performance 

of NHCMMs with various defects is critical to understanding its effectiveness for non-

invasive neurological procedures and diagnostic imaging. 

We consider several bone irregularities that are typical to the skull, including changes 

in curvature, thickness, and the presence of cavities in the skull; the NHCMM must be 

adaptable to ensure lossless transmission through any skull geometry for practical use of 

NHCMMs in the future. We construct a multilayer system consisting of the NHCMM, 

skull, brain tissue, and a tumor structure, with the same material properties as the previous 

section. After studying the initial pressure field and finely tuning the NHCMM parameters 

to optimize it for the complex geometry of the skull, we can detect the acoustic shadows 

caused by the tumor in the reflected pressure fields, demonstrating significantly improved 

acoustic transmission capable of detecting the tumor presence.  
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We evaluate the backscattered pressure field for each case to determine the efficacy 

of the NHCMM with near realistic skull conditions. Specifically, we measure the two-

dimensional backscattered pressure field that is 60 mm wide for the sloped and blood vessel 

cases or 50 mm wide for the curved skull cases, and extends up 20 mm. For the curved 

cases, this measurement area is directly above the NHCMM boundary, and for the sloped 

and blood vessel cases the measurement area is 10 mm above the NHCMM. This region is 

illustrated in the model set-up diagrams as a rectangular region marked by a black dashed 

line. Additionally, we compute the pressure amplitude at the midpoint of the backscattered 

pressure field, indicated by a red dashed line through the center of the backscattered 

pressure field region. To quantify the backscattered signal coming from the tumor region, 

the contrast to noise ratio (CNR) is calculated by taking the average pressure amplitude of 

the pressure profile between x = ± 15 mm (directly above the tumor) and comparing it to 

the standard deviation of the noise floor taken between x = ± 25 mm and x = ± 20 mm. 

The formula for this calculation is 𝐶𝑁𝑅 = 
𝑆𝑖−𝑆𝑜

√𝛿𝑖
2+𝛿𝑜

2
, where 𝑆𝑖 and 𝑆𝑜 are the signal 

amplitudes inside and outside the region of interest respectively, and 𝛿𝑖 and 𝛿𝑜 are the 

standard deviations of the noise inside and outside the region of interest, respectively. The 

exact coordinates of where the signal and background measurements are taken vary slightly 

from case to case, but the CNR measurements for one experimental design with tuned 

NHCMM and its corresponding control case with a flat non-adjusted NHCMM are 

calculated using the same coordinates. The CNR for ultrasound tends to be lower than 

optical imaging modalities due to the inherent noisiness of the background, or speckle, so  



 27 

a CNR of 1.3 or greater was considered sufficient for distinguishing the tumor presence, 

which is greater than or on par with ultrasound and MRI papers using CNR as a quantifying 

metric for the quality of their images [63-65]. 

For the sloped skull cases, the tumor detection is calculated by collecting 

measurements of the scattered pressure field with the uniform 10 mm thick NHCMM and 

comparing the CNR of that measurement to the CNR of the scattered pressure field when 

the NHCMM is adjusted to match the sloping condition. For the curved, blood vessel, and 

combination cases, the detection of tumors through the NHCMM/skull bilayer is done by 

comparing the backscattered pressure field of each geometric configuration with and 

without the tumor present. An example of this process is exhibited in Figure 2.8, which 

observes the total pressure field scattered by a tumor with 10 mm radius surrounded by a 

curved skull with a 100 mm outer radius formed by concentric circles (Figure 2.8a). The 

Figure 2.8: Method to retrieve tumor scattering from the total pressure field. (a) 

Diagram of tumor-skull-NHCMM with incident pressure (green arrows). (b) Incident 

and reflected acoustic pressure field of an imaging plane wave incident on a concentric 

NHCMM-skull bilayer with a skull radius of 100 mm. (c) Incident and reflected 

acoustic pressure field of the same geometry in (b) but with a brain tumor. (d) The 

subtraction of the measured pressure fields in (b) and (c). (e) Filtering the results in (d) 

using a two-dimensional Fourier transform to isolate the backscattering from just the 

tumor. The color bar represents the normalized pressure amplitude. 
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total pressure field from the curved skull layer with no tumor is also calculated as a control 

case illustrated in Figure 2.8b. Adding a tumor in the same geometry results in a different 

backscattering pressure field but is not easily distinguishable (see Figure 2.8c). We subtract 

these pressure fields to determine the backscattering from only the tumor (see Figure 2.8d) 

and filter the result with a two-dimensional Fourier transform with the known frequency 

and propagation direction of the wave. An inverse Fourier transform on the filtered k-space 

yields the backscattered pressure field in Figure 2.8e that corresponds to the absolute value 

of the reflected pressure field from the tumor. Afterwards, the CNR is taken for the filtered 

reflected pressure field from the tumor (Figure 2.8e) as well as the unfiltered case (Figure 

2.8c) which serves as a control CNR value. 

2.4.1 Imaging through a sloped skull 

We construct skull geometries with an internally varying thickness to understand 

its effect on the imaging capabilities of NHCMM. Several sloped cases are modeled, 

ranging from a 0.5 mm rise over a 60 mm distance (0.8% slope) to a 2 mm rise (3.3% 

slope), and an additional case is modeled of the skull thickness changing to be 2 mm thicker 

in the center of the field as compared to the edges of the imaging window (± 6.67% slope). 

In all circumstances, the minimum skull thickness is 10 mm. The first metamaterial for 

each case has a constant 10 mm thickness, matching the thickness of a uniform skull. The 

second metamaterial condition of each case mirrors the varying thickness of the skull; this 

can be accomplished by controlling the active circuit components of the NHCMM to 

compensate for the varying thickness, rather than altering the physical thickness of the 
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metamaterial each time. In all the simulations, the material parameters are kept consistent 

to that of the general model. 

The general setup for imaging through a skull with varying thickness is illustrated 

in Figure 2.9a with a plane wave incident on the NHCMM-skull bilayer with an increase 

in thickness of 1 mm and 2 mm (1.67% and 3.33% slope), and results shown in Figures 

2.9b-2.9e. The backscattered pressure field is observed in a rectangular region denoted by 

the dashed black rectangle in Figure 2.9a to evaluate the performance of the metamaterial. 

In this case, the area is shifted 10 mm away from the metamaterial with a 60 mm width and 

20 mm height. The pressure amplitude on the red dashed line in the middle of the area is 

Figure 2.9: Effects of skull sloping on ultrasound imaging with NHCMM. (a) 

Illustration of the skull sloping model used in full wave simulations. Plane wave 

incidence from the top of the subfigure. Reflected pressure fields are taken in the black 

dashed rectangles with the pressure amplitude recorded on the red dashed line. (b) 

Scattered pressure field from imaging through a skull with an internal slope of 1.67% 

compensated by a flat metamaterial. (c) Scattered pressure field from imaging through 

a skull with a larger internal slope of 3.33% compensated by a flat metamaterial. (d) 

Scattered pressure field from imaging through a skull with a 1.67% slope compensated 

by a metamaterial with the mirrored skull geometry. (e) Scattered pressure field from 

imaging through a skull with a 3.33% slope compensated by a metamaterial with the 

mirrored skull geometry. The color bars represent pressure amplitudes in Pa. 
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also plotted. The backscattered pressure fields through the sloped skulls compensated by a 

metamaterial with constant thickness (10 mm) are plotted in Figures 2.9b and 2.9c for the 

1.67% and 3.33% sloping geometries, respectively. In Figure 2.9b, the backscattered 

pressure field of the tumor is not distinguishable from the noise, indicated by the pressure 

field. Interestingly, the skull with greater internal slope of 3.33% (2 mm rise) has a region 

of minimal reflection (see Figure 2.9c). This is due to the accidental satisfaction of the 

Fabry-Perot condition at this bilayer thickness, resulting in a reduced pressure reflection 

and masking the backscattering of the tumor. Since the flat metamaterial is ineffective for 

imaging through the sloped skull, we alter its design to directly mirror the skull geometry. 

In order to non-invasively determine the internal geometry of the skull, we sweep the 

effective thickness of the metamaterial to satisfy the Fabry-Perot condition [66] with its 

effects on the reflected pressure field illustrated in Figure 2.9c. Since the NHCMM is 

designed with active circuit elements, we can change the resistance and capacitance values 

that control the active response of each unit cell in the metamaterial to alter its local 

effective thickness [20]. Given that the skull has sloped internal geometry, sweeping the 

metamaterial thickness results in a reduced pressure reflection wherever the Fabry-Perot 

condition is satisfied. It is important to note that when the thickness of the metamaterial 

exceeds the thickness of the skull, the reduced reflection that indicates the satisfaction of 

the Fabry-Perot condition is no longer observed. Therefore, we begin sweeping the 

effective metamaterial thickness at values near zero and denote the locations of reduced 

pressure reflections to determine the slope of the interior of the skull. Once the thickness 

variation is determined, the NHCMM is designed to mirror this skull geometry. With this 

metamaterial compensating the exterior of the skull, the resulted backscattered pressure 
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fields imaging the tumor are illustrated in Figures 2.9d and 2.9e for the smaller and larger 

slopes, respectively. These pressure fields indicate the presence of the tumor with acoustic 

shadows located at x = ±15 mm. CNR values of 1.78 for the 1.67% slope (1 mm rise) case 

and 1.87 for the 3.33% slope (2 mm rise) case confirm significant contrast between the 

backscattered tumor signal and the surrounding brain tissue. In comparison, the CNR of 

the 1.67% and 3.33% slope cases with a uniform metamaterial are 0.20 and -1.64, 

respectively. The 3.33% slope control CNR is negative due to the Fabry-Perot resonance, 

causing a sharp decrease in the pressure amplitude. From these plots, it is clear that a 

uniform metamaterial cannot possibly resolve fluctuations in backscattered pressure 

caused by tumorous tissue, but adjusting the metamaterial parameters such that it matches 

the sloping profile enables tumor region detection with good precision. 

In addition to cases with a 1 mm and 2 mm rise, we considered a 10 mm thick skull 

with sloped regions increasing by 0.5 mm (.83% slope), 0.75 mm (1.25% slope) and 1.5 

mm (2.5% slope). These cases are presented in Figure 2.10 with both the uniform 

metamaterial compensation and the perfectly matched metamaterial conditions plotted. 

The uniform metamaterial is the same one designed in [20], which models the impact of a 

10 mm thick NHCMM on the lossless transmission of ultrasound through a flat, equally 

thick skull region. As can be seen from the pressure amplitude profile of the backscattered 

pressure in the control cases (Figs. 2.10a-2.10c), it is impossible to detect the presence of 

abnormal brain tissue if an improperly matched NHCMM is used. Once the metamaterial 

is tuned to match the slope gradient (Figs. 2.10d-2.10f), an elevated pressure signal is seen 

in the center of the amplitude profile. The CNR values for the tuned 0.5 mm rise, 0.75 mm 
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rise, and 1.5 mm rise NHCMM cases are 2.40, 1.49, and 2.52, respectively, and the CNR 

for the uniform metamaterial cases are 0.85, 0.83, and 0.09, respectively. Even if the skull 

increases in thickness by only 0.5 mm over a 60 mm imaging region corresponding to a 

Figure 2.10: Additional skull sloping cases. (a), (b), and (c) are scattered pressure fields 

from skull thicknesses increasing by 0.5 mm, 0.75 mm, and 1.5 mm, respectively, with 

a 10 mm uniform NHCMM. (d), (e), and (f) are corresponding .83% (0.5 mm rise), 

1.25% (0.75 mm rise), and 2.5% (1.5 mm rise) sloped cases with tuned NHCMM layers 

to match the skull thickness. The color bars represent pressure amplitudes in Pa. 
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slope of 0.83%, the uniform metamaterial is completely ineffective at non-healthy tissue 

detection. This further demonstrates the importance of an appropriately designed NHCMM 

for biological conditions, and that ultrasound can diagnose tumor presence once the 

NHCMM matches the skull geometry.   

Lastly, to determine if a tunable NHCMM can work with more complex skull 

geometries, the NHCMM is tested against a skull region that increases in thickness by 2 

mm in the center of the imaged region (6.67% slope) and decreases back to a 10 mm 

thickness at the edge of the imaging region (-6.67% slope). The multi-slope model set-up 

and the filtered scattered pressure field with properly designed NHCMM are presented in 

Figure 2.11. The tumor is directly underneath the skull when it peaks in thickness (Figure 

2.11a). When the flat, uniform NHCMM is applied to this skull, multiple regions of Fabry-

Perot resonance appear and no tumorous tissue can be detected (Fig. 2.11b). Once the 

NHCMM is tuned to match the skull sloping pattern, the tumorous tissue reveals itself 

through the increased backscattered pressure amplitude compared to the healthy brain 

tissue, which has a weak reflected amplitude close to zero (Fig. 2.11c). The CNR of the 

tumor region compared to the background is 1.36, indicating a strong and detectable 

difference in pressure reflection. If a uniform, 10 mm thick NHCMM metamaterial is used 

instead, the CNR is -0.51, meaning the tumor tissue is completely undetectable. The variety 

of cases considered in this section demonstrate that the NHCMM can significantly improve 

glioblastoma and other brain tumor detection, so long as the NHCMM is tuned to match 

the skull sloping condition. 
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2.4.2 Imaging through a curved skull 

We test the effect of skull curvature on ultrasonic imaging by simulating the 

NHCMM-skull bilayer with two distinct geometric configurations and two curvatures. We 

design the skull curvature using two different configurations to ensure that the method of 

creating curvature in the computer model did not significantly impact the simulation nor 

the NHCMM performance. The first geometric configuration considers the metamaterial 

and skull as a concentric bilayer of circular shells with thickness along the radial direction 

being 10 mm, and the skull layer having an external radius of 100 mm and 50 mm for the 

smaller and larger degrees of curvatures, respectively. The second geometric configuration 

models the skull and metamaterial as the overlapping regions of shifted circular shells with 

equal radii. We construct this configuration by modeling three circular arcs with center 

points spaced 10 mm from one another, resulting in two shell regions that represent the 

metamaterial and skull. Once again, this setup is studied with the two different curvatures 

Figure 2.11 Multi-slope condition. (a) Diagram of the skull/NHCMM condition with 

the skull slope changing by ± 6.67%, peaking in thickness at the center of the imaging 

region, coupled with a uniform 10 mm thick NHCMM. (b) Scattered pressure field from 

the multi-slope skull coupled with a 10 mm thick NHCMM. (c) Scattered pressure field 

from the multi-slope skull with a NHCMM layer that matches the changes in thickness 

of the skull. The color bars represent pressure amplitude in Pa. 
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with the radii of the skull being either 100 mm or 50 mm. Consequently, the metamaterial 

and skull have a slightly different thickness along the radial direction for this geometric 

configuration. With these geometric configurations, we evaluate the imaging capability of 

NHCMM compensating a skull with curvature. Each of these simulations have the same 

material parameters as the general model. The reflected pressure fields with and without a 

tumor present in the brain tissue are observed. 

The results from the skull curvature studies are presented in Figure 2.12. The 

general setup is shown in Figure 2.12a with a plane wave incident on the NHCMM-skull 

bilayer having two different curvatures. The backscattered pressure field in the rectangular 

area enclosed by the dashed black lines is analyzed to characterize the imaging 

performance of the metamaterial in Figure 2.12a. The area is adjacent to the exterior of the 

metamaterial with a 50 mm width and 20 mm height. Within the area, the amplitude of the 

pressure field is measured along the red dashed line 10 mm away from the metamaterial to 

detect the presence of the tumor (see Figure 2.12a). We use two control cases as a basis for 

comparison. In the first case, a full wave simulation models plane wave incidence onto a 

tumor without NHCMM or skull. Without the bilayer, the observed rectangular area is 

shifted 20 mm closer to the tumor. The plot of the pressure amplitude indicates the presence 

of a tumor with acoustic shadows located at x = ± 13 mm (see Figure 2.12b). For a second 

control case, we observe the scattered pressure field from a flat skull compensated by 

NHCMM. The backscattered pressure field is similar to the previous case with the acoustic 

shadows at x = ± 15 mm to indicate the presence of the tumor in Figure 2.12c, 

demonstrating the effectiveness of the metamaterial. The CNR value for this condition is 
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1.99. For the concentric skull geometries, Figures 2.12d and 2.12e illustrate the reflected 

pressure fields with skull radii of 100 mm and 50 mm for the smaller and larger curvatures, 

respectively. Here, we note that the similarity between the two cases; both indicate the 

presence of a tumor with acoustic shadows at x=±16 mm. The CNR values for the 100 mm 

and 50 mm radii are 3.14 and 2.74, respectively. For the bilayer constructed with shifted 

circular arcs, Figures 2.12f and 2.12g illustrate the reflected pressure fields with the skull 

outer radii equal to 100 mm and 50 mm for the smaller and larger curvatures, respectively. 

The backscattered pressure field obtained through the bilayer with the smaller curvature in 

Figure 2.12f shows similar results to the pressure fields in Figures 2.12d and 2.12e with an 

Figure 2.12: Effects of skull curvature on ultrasound imaging with NHCMM. (a) 

Illustration of the curved NHCMM-skull setup with a plane wave incident from the top 

of the subfigure. Reflected pressure fields are taken in the black dashed rectangles with 

the pressure amplitude recorded on the red dashed line. (b) Backscattered pressure field 

and pressure amplitude from a tumor without either NHCMM or skull layers. (c) 

Backscattered pressure field amplitude resulted from imaging through a flat NHCMM-

skull bilayer. (d) Filtered pressure field amplitude resulted from imaging through a 

curved, concentric NHCMM-skull bilayer with an outer skull radius of 100 mm. (e) 

Filtered pressure field amplitude resulted from imaging through a curved, concentric 

NHCMM-skull bilayer with an outer skull radius of 50 mm. (f) Filtered pressure field 

amplitude resulted from imaging through a curved NHCMM-skull bilayer modeled by 

shifted circular arcs having radii of 100 mm. (g) Filtered pressure field amplitude 

resulted from imaging through a curved NHCMM-skull bilayer modeled by shifted 

circular arcs having radii of 50 mm. The color bars represent pressure amplitudes in Pa. 
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acoustic shadow at x =±16 mm. However, the pressure field resulted from imaging through 

the larger curvature has an acoustic shadow at x =±11 mm (see Figure 2.12g). The CNR 

values for the 100 mm and 50 mm shifted arc cases are 2.80 and 2.70, respectively. While 

both of the curvature cases modeled by the shifted arcs indicate the presence of a tumor, 

the difference in their acoustic shadows illustrate how the curvature affects the 

backscattered pressure field. On the other hand, the consistency of the pressure fields in 

Figures 2.12d and 2.12e demonstrates the effectiveness of the concentric bilayer geometry, 

illustrating that the skull curvature has a minimal effect on the resulted backscattered 

pressure field. Proper filtering of the backscattered pressure helps to strengthen the tumor 

signal and increase the CNR values, but even in the unfiltered case the CNR value is above 

the 1.3 threshold. Based on these models, properly designed NHCMMs that match the local 

skull curvature are shown to be effective for ultrasonic imaging with different degrees of 

curvature. 

2.4.3 Imaging through a skull with blood vessels 

Blood vessels in the brain may form local skull abnormalities and cause the 

appearance of unwanted artifacts in ultrasound images [67]. Using microbubbles as an 

ultrasound contrast agent, the location and geometry of major blood vessels along the 

interior of the skull can be determined [47]. In this case, the scattered pressure field from 

a blood vessel-induced indent in the skull through the NHCMM can be approximated. 

Simulations were modeled with hemispherical portions removed from the skull to mimic 

this defect. The half-ellipse portions were created using Bezier lines in COMSOL. The 

smaller blood vessel ellipse had a minor axis radius of 0.8 mm and a major axis radius of 

4 mm, while the larger blood vessel had minor and major axis radii of 1.6 mm and 8 mm, 
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respectively. Since the actual blood vessel has similar material properties to the tissue and 

water, it was modeled with the same material parameters of water. Each simulation applies 

the same material parameters as the general model and observe the reflected pressure field 

with and without tumor presence.  

The results for blood vessel irregularity cases are shown in Figure 2.13 with the 

general geometric configuration illustrated in Figure 2.13a. The location and dimensions 

of the pressure field observation window match that of the variable thickness study. In 

particular, we study the cases of blood vessel indentations with three different locations 

and two different sizes. In Figures 2.13b and 2.13c, we observe the backscattered pressure 

fields of the NHCMM-skull bilayer with the smaller and larger blood vessel geometries, 

respectively. For these cases, the locations of the blood vessel indentations lie on the same 

axis as the tumor, resulting in the symmetric reflected fields. Here, we observe the presence 

of a tumor with the acoustic shadow illustrated in the plotted pressure amplitudes located 

at x = ±18 mm for both smaller and larger blood vessels. The CNR values for the small 

and large blood vessel geometries are 1.78 and 1.52, respectively. In comparison, the CNR 

of the scattered pressure field from the small and large blood vessel conditions without 

proper signal filtering is 0.37 and 0.44, respectively. The resultant pressure fields for the 

cases where the locations of the blood vessels shift 10 mm to the right are illustrated in 

Figures 2.13d and 2.13e. This shift was included in the simulation to observe the effect of 

blood vessel and tumor overlap on the imaging performance. The backscattered pressure 

fields indicate the presence of an acoustic scatterer with shadows at x = -17 mm and x = 20 

mm for the small blood vessel and x = -18 mm and x = 14 mm for the larger blood vessel. 

The CNR values for filtered signals of the small and large blood vessel geometries shifted 
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10 mm to the right are 1.92 and 1.60, respectively, compared to the unfiltered signal CNR 

values of 0.29 and 0.47, respectively. Reconstructing the tumor geometry from this 

backscattered pressure field results in a shift in the tumor location. However, shifting the 

blood vessel another 10 mm to the right improves the symmetry of the backscattered field 

with acoustic shadows located at x = ± 17 mm for the small blood vessel and x = -17 mm 

and x = 18 mm for the large blood vessel (see Figures 2.13f and 2.13g). This improvement 

is due to the blood vessel and tumor shift being far enough to avoid overlap. The CNR 

values of the filtered signals from the small and large blood vessel shifted 20 mm to the 

Figure 2.13: Effects of blood vessel induced indentation on ultrasound imaging with 

NHCMM. (a) Illustration of the NHCMM-skull bilayer with a blood vessel imprinting 

on the interior side of the skull. Reflected pressure fields are taken in the black dashed 

rectangles with the pressure amplitude recorded on the red dashed line. (b) Scattered 

pressure field from imaging through a skull having a small blood vessel vertically 

aligned with the tumor and compensated by NHCMM. (c) Scattered pressure field from 

imaging through a skull having a larger blood vessel vertically aligned with the tumor 

and compensated by NHCMM. (d) Scattered pressure field from imaging through a 

skull having a small blood shifted 10 mm to the right from its location in (b) 

compensated by NHCMM. (e) Scattered pressure field from imaging through a skull 

having a medium blood vessel shifted 10 mm to the right from its location in (c) 

compensated by NHCMM. (f) Scattered pressure field from imaging through a skull 

having a small blood vessel shifted 20 mm to the right from its location in (b) 

compensated by NHCMM. (g) Scattered pressure field from imaging through a skull 

having a medium blood vessel shifted 20 mm to the right from its location in (c) 

compensated by NHCMM. The color bars represent pressure amplitude in Pa. 



 40 

right are 1.71 and 1.78, respectively, above the CNR threshold. The control CNR values 

for the small and large blood vessel 20 mm shifted case are 0.29 and 0.27, respectively. 

The results from these models indicate the effectiveness of NHCMMs for imaging through 

the skull with blood vessels. In order to detect the tumor presence with acceptable signal 

contrast, it is critical to properly filter the pressure signal, as indicated by the filtered signals 

consistently having above-threshold CNR values compared to the unfiltered signals having 

CNR values of 0.27-0.47. This filtering can be accomplished by tuning the NHCMM 

parameters to compensate for the skull indents caused by the blood vessel after using 

microbubble contrast agents to determine the location of the blood vessel.  

2.4.4 Imaging through a skull with multiple irregularities 

To ensure that the NHCMM is tunable for any skull geometry, we created a model 

of a skull region with a combination of skull sloping, skull curvature, and skull aberrations 

caused by blood vessel presence. The skull curvature was modeled by creating layers of 

shifted concentric circles, each with a 100 mm radius, as described in Section 2.3. We 

tested this geometry both with a uniform circular tumor with a 10 mm radius as well as a 

pear-shaped, irregular tumor 24 mm in length. The results for this case are shown in Figure 

2.14, with the model conditions for the non-uniform tumor reproduced in Figure 2.14a. The 

skull is curved slightly and increases in thickness at the right edge of the imaging window, 

with a large blood vessel and corresponding hemispherical skull indent directly above the 

tumor. As shown in Figure 2.14b, which has the scattered pressure field from this skull 

shape condition and circular tumor with a precisely tuned NHCMM to match the skull 
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properties precisely, an increase in the pressure amplitude appears in the center of the 

pressure field, an indicator of abnormal tissue which causes this backscatter. In Figure 

2.14c, the pressure amplitude caused by the pear-shaped tumor also increases in the center 

of the pressure field and has a distinctly different profile from that in Figure 2.14b. The 

CNR of these pressure fields are 1.39 for the circular tumor and 1.96 for the irregular tumor, 

compared to CNR values of 0.96 and 1.39 for the circular and irregular tumor cases, 

respectively. Based on the CNR values for the irregular tumor, the unfiltered pressure field 

can still detect the tumor presence, but the filtered case provides greater contrast to help 

distinguish the tumor. This model provides further evidence that a properly matched 

NHCMM can resolve tissue abnormalities through a lossy barrier such as the skull. 

2.4.5 Further discussion 

Figure 2.14: Effects of multiple skull inhomogeneities on ultrasound imaging with 

NHCMM. (a) Diagram of the skull, NHCMM, blood vessel, and tumor arrangement. 

The skull was modeled to be curved and increased in thickness towards the right end of 

the imaging window. The tumor in the diagram is the shape of the pear-shaped irregular 

tumor. A large blood vessel is located above the tumor which creates a hemispherical 

indent in the skull. (b) The scattered pressure field of the inhomogeneous skull with a 

uniform tumor and precisely tuned NHCMM. (c) The scattered pressure field of the 

inhomogeneous skull and irregular tumor with a precisely tuned NHCMM to match the 

skull geometry. The color bars represent pressure amplitudes in Pa. 
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The tunable NHCMM in Section 2.4 is capable of achieving lossless acoustic 

transmission through lossy barriers such as the skull, regardless of the skull shape or 

internal geometry. Previous research has investigated NHCMMs for brain imaging [20] 

but confined its research to a flat and homogenous skull layer, lacking consideration of the 

complexity of different skull regions. We prove that using a uniform NHCMM, such as the 

one in [20], fails to locate a brain tumor through a non-uniform skull layer in Figs. 2.9b 

and 2.9c, Figs. 2.10a, 2.10b, and 2.10c and Fig. 2.11b; even slight variations in the skull 

thickness throughout the imaging window caused the uniform NHCMM to be completely 

ineffective at detecting the abnormal tissue region. By incorporating active circuit 

components in the NHCMM, taking an initial measurement of the acoustic reflection 

caused by the unique skull geometry, and tuning each circuit such that the effective 

metamaterial parameters precisely match that skull region’s geometry, perfect acoustic 

transmission can be achieved through lossy barriers. More specifically, the NHCMM 

calibrating procedure for each patient would begin by applying the NHCMM to a relatively 

flat skull region and adjusting the circuit components until the known reflection pulse 

signal from the skull disappear. When imaging through skull regions with more complex 

geometry, the pre-calibrated parameters will be used for fine tuning of the unit cells based 

on the skull non-uniformity as described in this work. Thus, this NHCMM imaging 

technique can be implemented in patients of all ages, head sizes, or tumor locations in the 

brain, as the acoustic properties of the skull are determined on a case-by-case basis and the 

tunable NHCMM can be altered to match those acoustic properties.  

Ultrasound is already widely used for tumor detection in a variety of biological 

systems. In patients with early stage cervical cancer, ultrasound was capable of detecting 
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both large (>40 nm) and small (<20 mm) tumors with high fidelity and performed better 

than MRI [68]. Furthermore, computer-aided ultrasound systems are capable of detecting 

tumors on the millimeter-scale [69]. Additionally, ultrasound is implemented in several 

types of neurological therapies, such as thalamic stimulation for comatose patients, and has 

been implemented in resolving brain vasculature in combination with microbubble 

ultrasound contrast agents. However, the frequency used in thalamic stimulation is much 

lower than typical diagnostic ultrasound such that it cannot be used for imaging, and the 

blood vessel imaging can only be accomplished with significant skull thinning [43]. By 

implementing a tunable NHCMM system, collecting a preliminary backscattered pressure 

field and altering the NHCMM parameters to compensate for variations in that pressure 

field caused by the skull geometry, tumors can be detected through the skull with high 

fidelity. Based on the findings in this work as well as those in the literature cited above, we 

anticipate that this NHCMM/skull imaging system coupled with high frequency diagnostic 

ultrasound can easily image millimeter-scale tumors, suggesting that tunable NHCMMs 

could lead to significant advances in medical imaging technology for the early diagnosis 

and treatment of brain tumors.  

It is important to note that the NHCMMs designed in this section use plane-wave 

ultrasound. The resolution limits of plane-wave ultrasound imaging is determined by the 

full-width half max of the ultrasound beamwidth, given by the formula 𝐹𝑊𝐻𝑀 =

1.206𝜆𝑧/𝐿, where 𝜆 is the wavelength of the ultrasound in a given medium, calculated by 

dividing the incident frequency by the medium sound speed, 𝑧 is the imaging depth, and 𝐿 

is the length of the transducer face [70]. Using a 1.5 MHz linear array transducer, the 

smallest resolvable object is approximately 600µm, and this resolution limit improves as 
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the frequency increases. When this NHCMM is physically realized, the resolution will be 

dependent on the unit cell size of the metamaterial as governed by manufacturing 

limitations. However, advances in microfabrication techniques can help ensure that the 

physically realized metamaterial unit cell size remains on the 100 µm to mm scale, not 

significantly hindering the fundamental resolution limit of this technology. As for the upper 

limit of the tumor detection, this is dependent on the imaging window length; in order to 

reveal a clear difference in pressure amplitude contrast from the tumor versus the 

background signal, the tumor cannot fill the entire ultrasound imaging window. In the CNR 

analysis, a 10 mm region on both ends of the imaging window was used to establish the 

background signal and noise values. Since most medical imaging transducers range from 

50-150 mm in length, this means that an absolute maximal tumor size detectable by this 

ultrasound/NHCMM design is about 130 mm. Researchers noted an average malignant 

glioma tumor size to be 78 mm with minimum and maximum tumor sizes of 2.8 mm and 

206.6 mm [71]. It is important to note that the maximum size in that paper is inflated as it 

is a combination of measurements taken from multiple regions, so most tumor sizes will 

not reach that large. Based on this information, the NHCMM should be capable of detecting 

the vast majority of brain tumors, especially if used for early diagnosis. 

This section modeled the NHCMM working with a variety of skull 

inhomogeneities, including skull curvature, aberrations caused by blood vessels, and 

changing skull thickness. One environmental condition not explicitly considered in these 

simulations is the presence of the scalp at the surface. The scalp was not included in the 

simulations due to having acoustic properties similar to tissue; based on the findings in 

[72], the thickness of skin on the scalp and forehead ranges from 1.2-1.8 mm depending on 
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the studied region, and the change in thickness between different areas ranges from 30-100 

µm, much smaller (thickness < 𝜆/10) than the wavelength from the ultrasound transducer. 

Because of the scalp uniformity, we predict that the scalp presence would cause a slight 

phase variation in the signal, and thus was deemed not critically important in the 

NHCMM/skull models. In addition, the irregularities considered in this section may be 

more extreme than the irregularities in a thinner region of the skull. The thickness and 

curvature of a real human skull differs depending on the cranial bone being imaged, so 

imaging through a thin layer of temporal bone will be easier than through thick parietal 

bone at the back of the skull. Furthermore, the 10 mm skull thickness used in the 

simulations is representative of a worst-case scenario; in reality, most skulls range from 

5.3 mm to 7.5 mm in thickness and is dependent on sex but not age [73]. We used such a 

thick skull layer to prove that bone thickness was not a limitation to the usefulness of 

NHCMM for brain tumor detection, and in reality, the resulting pressure signal from 

tumor/ultrasound interaction will be even stronger and more obvious. 

2.5 Design of the circuit elements 

We determine a method to experimentally realize NHCMMs by retrieving the 

elements of an active circuit used to manipulate the acoustic response of a passive material 

and allow full control of its effective material properties. An input signal from an active 

circuit has experimentally modulated the real and imaginary components of the effective 

density and bulk modulus of an otherwise passive material to achieve single negativity 

[18]. This method relies on transducers to sense incident pressure waves and drive a phase 

shifted signal with gain to superimpose an active acoustic signal onto the passive material 

response. The independence of these pressure waves are characterized by the sum of the 
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active and passive reflection and transmission coefficients that comprise the total effective 

response, 

𝑅 = 𝑅𝑝𝑎𝑠𝑠 + 𝑅𝑎𝑐𝑡 ,       (2.1) 

𝑇 = 𝑇𝑝𝑎𝑠𝑠 + 𝑇𝑎𝑐𝑡 ,        (2.2) 

where 𝑅 and 𝑇 are the total acoustic reflection and transmission coefficients respectively, 

𝑅𝑝𝑎𝑠𝑠 and 𝑇𝑝𝑎𝑠𝑠 are the passive acoustic transmission and reflection coefficients 

respectively, and 𝑅𝑎𝑐𝑡 and 𝑇𝑎𝑐𝑡 are the active reflection and transmission coefficients 

respectively. The independent contributions of the passive and active components allows 

for the isolation of the active influence on the material. Using a feedback loop circuit, 𝑅𝑎𝑐𝑡 

and 𝑇𝑎𝑐𝑡 are fully characterized by the coupling efficiencies of the transducers used and a 

constant gain [18], 

𝑅𝑎𝑐𝑡 =
ℎ𝑖ℎ𝑟𝑜𝐺

1−ℎ𝑖𝐺
 ,        (2.3) 

𝑇𝑎𝑐𝑡 =
ℎ𝑖ℎ𝑡𝑜𝐺

1−ℎ𝑖𝐺
 .        (2.4) 

where 𝐺 represents the gain, the coupling term ℎ𝑖 =
𝑣𝑖

𝑝𝑖
 represents the efficiency of the input 

pressure and resulted input voltage on the sensing transducer, ℎ𝑖𝑜 =
𝑣𝑖

𝑣𝑜
 represents the 

efficiency of the voltage between sensing and driving transducer, ℎ𝑟𝑜 =
𝑝𝑟

𝑎𝑐𝑡

𝑣𝑜
 represents the 

efficiency of the reflected pressure wave from an output voltage, and ℎ𝑡𝑜 =
𝑝𝑡

𝑎𝑐𝑡

𝑣𝑜
 represents 
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the efficiency of the transmitted pressure wave from an output voltage. We extend this 

principle of superimposed acoustic responses by employing two transducers with 

independent phase control coupled to either side of a passive material to enable monopolar 

and dipolar modes that analytically demonstrate double negativity.  

In order to control this parameter modulation at any frequency, we determine the 

reflection and transmission coefficients for the effective material with its desired density 

and bulk modulus as well as the reflection and transmission coefficients for a selected 

passive material using methods described in [56]. These known coefficients allow for the 

design of the active circuit components needed to achieve the determined 𝑅𝑎𝑐𝑡 and 𝑇𝑎𝑐𝑡. 

Figure 2.15: Schematic of the NHCMM with a tunable feedback loop circuit (a) Phase 

shifting circuit for high frequency signals employing a LM7171 operational amplifier. 

The phase is tuned by modulating R2and C1 to achieve a desired phase from 0 to -180 

degrees. (b) Active gain circuit using a Non-Inverting Op-amp to change the gain by 

changing the resistance values of R3 and R4. (c) Phase shifting circuit for high 

frequency signals employing a LM7171 operational amplifier. The phase is tuned by 

modulating R5 and C2 to achieve a desired phase. (d) One-dimensional waveguide 

employing water as the background medium to send incident signals and record the 

resulting reflection and transmission coefficients as a potential experimental set up. 
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We design the appropriate circuit elements by selecting a 10 mm thick layer of PDMS with 

density, 𝜌 =  969 kg/m3 and sound speed, 𝑐 = 1119 m/s to represent the passive material, 

and the parameters of a 10 mm thick NHCMM having density, 𝜌 =  −0.9999(1900 +

50𝑖) kg/m3 and sound speed, 𝑐 = −0.9999(2835 + 80𝑖) m/s directly opposite of a human 

skull. Calculating the reflection and transmission coefficients of both materials at 1.5MHz 

require the circuit parameters satisfy the determined 𝑅𝑎𝑐𝑡 and 𝑇𝑎𝑐𝑡 but allow degrees of 

freedom for selected efficiency terms, ℎ𝑖ℎ𝑟𝑜 and ℎ𝑖𝑜 in Equation 2.3. Choosing ℎ𝑖ℎ𝑟𝑜 =

0.1 and ℎ𝑖𝑜 = 0.1 and solving for the remaining unknowns yields a gain, 𝐺 = 4.2716 with 

a phase, 𝜙1 = −6.95𝑜 and efficiency term, ℎ𝑖ℎ𝑡𝑜= 0.1090 with phase 𝜙2 = 35.91𝑜. The 

Figure 2.16: Retrieved material parameters that enable ultrasound transmission through 

the skull (a) Plot of the real effective density values normalized by the desired real 

density over a frequency range of 1-2MHz. (b) Plotting the imaginary effective density 

values normalized by the desired imaginary density over a frequency range of 1-2MHz. 

(c) Plot of the real effective bulk modulus normalized by the desired real bulk modulus 

over a frequency range of 1-2MHz. (d) Plot of the imaginary effective bulk modulus 

normalized by the desired imaginary bulk modulus over a frequency range of 1-2MHz. 
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results require two independent phase shifting circuits (Figs. 2.15a and 2.15c) to 

independently control the phase of each transducer along with a single gain circuit (Fig. 

2.15b). The values required to achieve a 𝜙1 = −6.95𝑜 phase shift in Fig. 2.15a are 

resistance, 𝑅2 = 644.3𝛺 and capacitance, 𝐶1 = 10pF, while the resistor and capacitor 

values required to realize a 𝜙2 = 35.91𝑜 phase shift in Fig. 2.15c are 𝑅5 = 3.438 k𝛺 and 

𝐶2 = 10pF. To achieve the proper gain, 𝐺 = 4.2716 the circuit in Fig. 2.15b requires a 

resistance 𝑅3 = 1 k𝛺 and resistance 𝑅4 = 3.272 k𝛺. We facilitate a mirror image of the 

circuit in Figs. 2.15a-2.15c to achieve the desired material parameters for bidirectional 

incidence, employing diodes to filter the incident and driving signals. 

With the circuit elements determined, we plot the real and imaginary effective 

density (Figs. 2.16a and 2.16b respectively) and bulk modulus (Figs. 2.16c and 2.16d 

respectively) as a function of the frequency from 1-2 MHz normalized by the desired 

parameter outputs. It is observed that in each plot the normalized parameter goal of 

negative one is achieved at 1.5MHz for each real and imaginary component, further 

verifying the results previously determined. 
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CHAPTER 3 

WILLIS COUPLING 

3.1 Bianisotropic gratings 

This thesis chapter contains material that has been published in Applied Physics Letters 

[74] and the Journal of the Acoustical Society of America [75]. 

3.1.1 Introduction 

Manipulating acoustic wave propagation facilitates the development of novel 

applications in numerous fields, including lensing [9], noise control [76,77], and high-

intensity focused ultrasound therapies [78,79]. Due to the reversible nature of wave 

functions, classical acoustic waves propagate with symmetries in both time and space. 

Asymmetric transmission and reflection stem from breaking these symmetries for the 

realization of nonreciprocal acoustic propagation, inversion symmetry violation, or parity-

time symmetry. A common way to achieve nonreciprocity in acoustics is by altering the 

frequency of incident waves using nonlinear materials and filtering unwanted frequencies 

with sonic crystals, enabling one-way acoustic propagation [80]. Using nonlinearities to 

achieve asymmetric wave propagation has also been demonstrated with active elements by 

coupling Helmholtz resonators with a piezoelectric material and a nonlinear circuit [51]. 

Alternative techniques to realize nonreciprocity have been accomplished with circular flow 

in a resonant ring cavity to introduce a momentum bias on the propagating wave [81]. This 

is an acoustic analog to the Zeeman Effect in electromagnetics, achieved by a magnetic 

field. Appling this approach of nonreciprocal circular flow to an array of cylindrical sonic 
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crystals leads to the creation of a topologically protected edge state with one-way acoustic 

wave propagation, which is an acoustic analogy of the quantum Hall effect [82,83]. Besides 

breaking the time reversal symmetry with circular flow, topologically protected one-way 

edge states were also realized by breaking the inversion symmetry of phononic crystals 

that induces acoustic pseudospin, analogous to quantum spin Hall effect [84-87]. 

Generalizing topological acoustics in higher dimensions leads to the exploration of acoustic 

Weyl points and Fermi arcs, resulting in asymmetric wave propagation in three dimensions 

[88-90]. In addition, asymmetric wave transmission has been observed in non-Hermitian 

structures with pure loss effects [91]. Non-Hermitian acoustic structures with parity-time 

symmetry, where the loss and gain materials were exactly balanced, was demonstrated to 

exhibit asymmetric wave reflection while maintaining total transmission on both sides of 

the structure at their exceptional points [11,50,52]. Bianisotropic materials enable 

asymmetric wave scattering with unitary efficiency in the bulk state compared to the 

existing approaches [92]. Bianisotropic properties were observed in electromagnetism 

where a coupling tensor relates electric and magnetic fields with monopolar and dipolar 

moments in the scattered waves [93]. Acoustic bianisotropic materials couple the pressure 

and local particle velocity fields with monopole and dipole scattering resulting in 

asymmetric wave propagations [94-101]. In acoustics, bianisotropy describes the same 

phenomenon as Willis coupling. The bianisotropic material was used as an effective sound 

barrier [102]. The coupling between the pressure and local particle velocity fields along 

with the scattered acoustic monopole and dipole is characterized by a polarizability tensor. 

In a two-dimensional scenario, the polarizability tensor is a second order tensor given by  
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where 𝑀 is the monopole scattering, 𝐷𝑥 and 𝐷𝑦 are the dipole scattering along the x and y 

axis, 𝑝 is the pressure field, 𝑣𝑥 and 𝑣𝑦 are the local particle velocity fields in the x and y 

directions, and �̂�𝑗
𝑖 are the elements of the polarizability tensor with i denoting the coupling 

between the pressure and local particle velocity fields and j denoting the coupling axes, 

respectively. Given an arbitrary polarizability tensor, one can obtain the scattering field of 

a bianisotropic particle [103]. For example, the scattering of a bianisotropic particle 

allowing for both forward and backward scattering, whose polarizability tensor is a 

function of frequency given by Fig. 3.1a, is obtained in Fig. 3.1b. Similarly, the scattering 

of another bianisotropic particle with a polarizability tensor given by Fig. 3.1c only 

permitting backwards scattering is shown in Fig. 3.1d. 

In this section, we realize an acoustic bianisotropic grating with its polarizability 

tensor given by Fig. 3.1a at 6 kHz (wavelength equal to 57 mm). Because the bianisotropic 

grating we intend to fabricate is linear, the wavelength and frequency remain unchanged 

during the scattering process, and the incident and scattered wavevectors retain on a circle 

with its radius given by k = 2π/λ = 109.9 m-1 (Figs. 3.2a and 3.2b). The Bloch wavevectors 

of the grating required to achieve this asymmetric wave propagation in Fig. 3.1b is given 

by the difference between the incident and scattered wavevectors shown by the black 

arrows in Figs. 3.2a and 3.2b. A -45-degree incident wave is completely reflected by the 

bianisotropic grating back towards the source that requires a Bloch wavevector 

(−√2𝑘, √2𝑘) given by the structure (Fig. 3.2a). The time reversal of the scattering process 
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for this incidence is identical to itself (Fig. 3.2a). On the other hand, a 45-degree incident 

wave is refracted with a total transmission in the -45-degree direction, which requires a 

Bloch wavevector (0, −√2𝑘) from the grating shown in Fig. 3.2b. The time reversal of this 

incident case exhibits the same refraction, confirming the preservation of time reversal 

symmetry in the bianisotropic grating. The asymmetric wave scattering of the -45- and 45-

Figure 3.1: The polarizability tensor and its desired scattering outcome (a) The elements 

of the polarizability tensor of a bianisotropic particle that allows both forward and 

backward scattering as functions of frequency. (b) Asymmetric wave scattering for 

different incidences from the bianisotropic particle in (a). (c) The elements of the 

polarizability tensor of a bianisotropic particle with only backward scattering. (d) 

Asymmetric wave scattering for different incidences from the bianisotropic particle in 

(c). For both (b) and (d), the blue arrows represent incident and red arrows represent 

scattered waves, respectively. 
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degree incidents reveal the violation of parity symmetry in the y direction, indicating the 

inversion symmetry breaking of the bianisotropic grating about the x-axis. Thus, the 

mirrored Bloch wavevectors (√2𝑘, √2𝑘) and (0, √2𝑘) about the x-axis are not provided by 

the grating. To realize this bianisotropic grating, we determine the grating periodicity from 

the scattered wave directions from the aforementioned polarizability tensor. The geometry 

of the unit cells are optimized based on a finite element method, which maximizes the 

scattering efficiency of the grating [35]. The resulting bianisotropic grating consists of a 

periodic array of scatterers along the y-axis with 40.4 mm spacing. Each scatterer consists 

of a rectangle having a base of 39.5 mm and height of 14.8 mm adjacent to a second 

rectangle with a 19.5 mm base and 21.2 mm height centered above the first (Fig. 3.2c). In 

order to confirm that the grating elements provide the desired scattering in Fig. 3.1b, 

Fourier analysis of the symmetry properties of the scattered wavevectors in the reciprocal 

space is performed (Fig. 3.2d), which results in the wavevectors required by the scattering 

in Figs. 3.2a and 3.2b. 

3.1.2 Asymmetric Transmission 

To verify the bianisotropic properties of the designed grating experimentally, 25 

aluminum grating elements were machined by CNC milling (Fig. 3.2e). In our 

experiment, the grating elements were arranged in a two-dimensional waveguide with a 

height of 20 mm bounded by two 1000 mm by 1500 mm acrylic sheets. Plane waves 

were generated by a speaker array consisting of twelve 17 mm diameter speakers spaced 

𝜆/2 apart, positioned at a 45-degree angle relative to the grating with the closest edge of 

the array being 500 mm away from the grating (Fig. 3.2e). In order to create a consistent 

signal, the pressure amplitude of the speakers was controlled by a digital, multichannel 
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recorder while an omnidirectional microphone attached to a motorized positioner 

measured the pressure fields for both -45- and 45-degree incidence cases. The motorized 

positioner was controlled by a MATLAB script to scan two 450 mm by 800 mm areas, 

which are 10 mm away from the grating with a scan resolution of 𝜆/10. A lock-in 

amplifier records the amplitude and phase of the acoustic waves in the scan area (Fig. 

3.2e). To distinguish the incident and scattered waves, spatial two-dimensional Fourier 

Figure 3.2: Wavevector analysis for the transmission wave-grating interaction with 

experiment results (a) Wave-grating interaction for the transmission case for -45-degree 

incidence in the reciprocal space. (b) Wave-grating interaction for +45-degree incidence 

as well as the time reversed case represented by the dashed lines. For both (a) and (b), 

the incident, scattered, and Bloch wavevectors are represented by �⃗� 𝑖, �⃗� 𝑠 and 𝛥𝑘, 

respectively. (c) Bianisotropic grating structure with asymmetric wave scattering in (a) 

and (b) determined by inverse Fourier analysis of the Bloch wavevectors. (d) Two-

dimensional spatial Fourier transform of the grating geometry with the expected 

scattering wavevectors having the highest intensity. (e) Experimental set up for the 

bianisotropic transmission grating. The zoom out shows the detailed structure of the 

grating. The outlined rectangles with red dashed lines represent the scanned areas. (f) 

Measured pressure field of acoustic waves propagating with positive 𝑘𝑥 component for 

-45-degree incidence. (g) Measured pressure field with negative 𝑘𝑥 component for -45-

degree. (h) Measured pressure field of acoustic waves propagating with positive 𝑘𝑥 

component for +45-degree incidence. (i) Measured pressure field with negative 𝑘𝑥 

component for +45-degree incidence. All the pressure fields in (f), (g), (h), and (i) are 

normalized by their corresponding maximum amplitude in each measurement. 
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analysis is performed on the measured pressure fields, differentiating the waves with 

positive 𝑘𝑥 (Figs. 3.2f and 3.2h) and negative 𝑘𝑥 components (Figs. 3.2g and 3.2i). For 

-45-degree incidence, the acoustic wave is reflected back towards the source by the 

bianisotropic grating with pressure reflection coefficient R = 0.72 and no transmission 

through the grating (Fig. 3.2f and 3.2g). This experimental result matches the desired 

scattering of the bianisotropic structure in Fig. 3.1b with its polarizability tensor given 

by Fig. 3.1a. On the other hand, a 45-degree incidence results in a transmission at a -45-

degree angle with pressure transmission coefficient T = 0.78 and no reflection from the 

grating (Figs. 3.2h and 3.2i), which matches the scattering of the bianisotropic material 

in Fig. 3.1b. The full wave simulations in Section 3.1.4 show near perfect reflection and 

transmission for the two incident cases, respectively, which indicates near perfect 

scattering efficiencies. The experimental error arises from the speaker array being an 

imperfect source that excites unwanted wavevectors. In addition, the finite dimensions 

of the waveguide possesses open boundaries at the edges of the acrylic sheets resulting 

in unwanted reflections. Further error arises from the fabrication and imperfect 

alignment of the grating. These experimental results confirm the feasibility for the 

realization of bianisotropic properties by breaking the inversion symmetry of the 

structure. 

3.1.3 Asymmetric Reflection 

The realization of a bianisotropic grating with polarizability defined by Fig. 3.1d 

at 6 kHz is similar to the procedure previously executed. By analyzing the wave-grating 

interaction in reciprocal space, the Bloch wavevectors are determined for each incidence 

case. We continue to use a bianisotropic grating with linear elements, the incident and 
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scattered wavevectors are known to remain on a circle with radius 𝑘 = 109.9 m-1 (Fig. 

3.3a and 3.3b). A wave with 45-degree incidence interacting with the bianisotropic 

grating results in a total reflection back towards the source requiring a Bloch wavevector 

of (−√2𝑘, −√2𝑘) (Fig. 3.3a). This Bloch wavevector is identical to that of the time 

reversal propagation. For normal incidence, the acoustic wave is fully reflected towards 

135-degree direction, which requires a Bloch wavevector of (−(1 +
√2

2
) 𝑘,

√2

2
𝑘) (Fig. 

3.3b). The time reversal case for this incidence requires an identical Bloch wavevector, 

confirming the time reversal symmetry for both incidence cases. The asymmetric wave 

propagation for different incidence reveals the violation of parity symmetry about the 

x-axis. Similar to the bianisotropic grating above, the scattered wave directions 

determine the grating periodicity while a finite element method is used to optimize the 

unit cell geometry and maximize the scattering efficiency. The resulting bianisotropic 

grating consists of an array of scatterers having an 80.8 mm periodicity. Each scatterer 

consists of two rectangles: the first having a base of 18.5 mm and height of 26.5 mm 

directly underneath the second rectangle with a base of 9.4 mm and height of 21.2 mm 

(Fig. 3.3c). Analyzing the grating geometries with spatial Fourier transform reveals the 

resulted Bloch wavevectors in Fig. 3.3d matching the scattering wavevectors from the 

symmetry analysis in Figs. 3.3a and 3.3b. Inversion symmetry about the y-axis can be 

observed in Fig. 3.3d due to the sound hard boundary behind the grating serving as a 

mirror to any incident pressure signals. 

The designed bianisotropic grating with thirteen elements are fabricated for the 

verification of the asymmetric wave scattering for the reflection only case (Fig. 3.3e). The 

grating elements were arranged linearly in the same waveguide described above. The 
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speaker array was positioned in the same location for angled incidence, but was relocated 

to the end of the waveguide, 660 mm away from the grating for the normal incidence case. 

The motorized positioner scanned an identical rectangular area to measure the total 

Figure 3.3: Wavevector analysis for the reflection wave-grating interaction with 

experiment results (a) Wave-grating interaction for the reflection case for 45-degree 

incidence in the reciprocal space. (b) Wave-grating interaction for normal incidence as 

well as the time reversed case represented by the dashed lines. For both (a) and (b), the 

incident, scattered, and Bloch wavevectors are represented by �⃗� 𝑖, �⃗� 𝑠 and 𝛥𝑘, 

respectively. (c) Bianisotropic grating structure with asymmetric wave scattering in (a) 

and (b) determined by inverse Fourier analysis of the Bloch wavevectors. (d) Two-

dimensional spatial Fourier transform of the grating geometry with the expected 

scattering wavevectors having the highest intensity to the left of the inversion symmetry 

about the y-axis (e) Experimental set up for the bianisotropic reflection grating. The 

zoomed in image shows the detailed structure of the grating. The outlined rectangle 

with red dashed lines represents the scanned areas. (f) Measured pressure field of 

acoustic waves propagating with a positive 𝑘𝑥 component for normal incidence. (g) 

Measured pressure field with negative 𝑘𝑥 component for normal incidence. (h) 

Measured pressure field of acoustic waves propagating with positive 𝑘𝑥 component for 

+45-degree incidence. (i) Measured pressure field with negative 𝑘𝑥 component for +45-

degree incidence. (j) Measured pressure field of acoustic waves propagating with 

positive 𝑘𝑥 component for -45-degree incidence. (k) Measured pressure field with 

negative 𝑘𝑥 component for -45-degree incidence. All the pressure fields in (f), (g), (h), 

(i), (j), and (k) are normalized by their corresponding maximum amplitude in each 

measurement. 
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pressure field with both incident and scattered waves. The two-dimensional spatial Fourier 

analysis mentioned above is used to separate the incident and scattered waves. 

Experimental measurement shows a normal incidence interacting with the bianisotropic 

grating results in a reflection at a 135-degree angle with reflection coefficient R = 0.76 

(Figs. 3.3f and 3.3g). The time reversal of this incidence is illustrated in Figs. 3.3j and 3.3k 

with a reflection coefficient R = 0.88. The 45-degree incident wave is reflected with a 

reflection coefficient R = 0.84 back towards the source (Figs. 3.3h and 3.3i). These 

experimental results match with the desired scattering of the bianisotropic material in Figs. 

3.1e and 3.1f, whose polarizability tensor is given by Fig. 3.1d. Once again, the simulations 

show a near perfect reflection for each incident case in Section 3.1.4. The unwanted 

wavevectors produced by the imperfect source array as well as the open boundaries at the 

edges of the waveguide affect the reflections in the experiment as shown in the Fourier 

analysis of the propagating waves in Section 3.1.4. The fabrication and alignment errors of 

the grating also contribute to the experimental error. 

3.1.4 Full wave simulations 

We determine the reflection and transmission coefficients for each incident case 

using Fourier analysis of the total pressure field to compare the intensities of the incident 

and scattered wavevectors in reciprocal space. The measured and simulated pressure fields 

illustrate the wave-grating interaction for a particular incidence and are represented in 

reciprocal space by the corresponding wavevectors comprising the total pressure field. Due 

to the linearity of the grating, all of the acoustic energy lies on a circle of constant frequency 

with a radius equal to the magnitude of the incident wavevector. We note that the 

wavevectors with the highest intensities correspond to the incident and scattered signals, 
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with the weaker intensities representing unwanted scattering. The transmission and 

reflection coefficients of the grating determine the overall scattering efficiency being 

sought to maximize and is determined by the ratio of incident intensity to the reflected or 

transmitted intensity in reciprocal space. The measured and simulated pressure fields of the 

transmission grating having -45-degree incidence and retroreflection is illustrated in Figs. 

3.4a and 3.4c respectively. The two-dimensional Fourier transform of these fields reveal 

the incident and scattering wavevectors in reciprocal space (Figs. 3.4b and 3.4d) and are 

compared to yield a reflection coefficient R = 0.72 and 0.95 for the experiment and 

simulation respectively. The alternative case with 45-degree incidence and -45-degree 

transmission (Figs. 3.4e and 3.4g) results in an experimental and simulated transmission T 

Figure 3.4: Fourier analysis of the wave-grating interaction for the 45-degree 

transmission experiment and full-wave simulation results (a) Measured pressure field 

for the transmission grating having -45-degree incidence and reflection directed back 

towards the source. (b) two-dimensional Fourier transform of (a) with the expected 

wavevectors having the highest intensities. (c) Simulated pressure field for -45-degree 

incidence case. (d) two-dimensional Fourier transform of (c) with wavevectors having 

peak intensities matching (b). (e) Measured pressure field for 45-degree incidence and 

-45-degree transmission. (f) Fourier transform of the measured pressure field in (e) 

illustrating expected wavevector locations in reciprocal space. (g) Simulated pressure 

field for 45-degree incidence. (h) Two-dimensional Fourier transform of (g) with 

wavevectors having peak intensities matching (f). 
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= 0.78 and 0.96 respectively, determined by the previously detailed wavevector analysis  

(Figs. 3.4f and 3.4h). The high simulation transmission and reflection coefficients indicate 

near perfect scattering efficiencies. The determined experimental coefficients are reduced 

Figure 3.5: Fourier analysis of the wave-grating interaction for the 45-degree reflection 

experiment and full-wave simulation results (a) Measured pressure field for the 

reflection grating having a -45-degree incidence and normal reflection. (b) Two-

dimensional Fourier transform of (a) with the expected wavevectors having the highest 

intensity values. (c) Simulated pressure field for -45-degree incidence. (d) Two-

dimensional Fourier transform of (c) with wavevectors having peak intensities 

matching (b). (e) Measured pressure field for 45-degree incidence with reflection 

directed back towards the source. (f) Fourier transform of the measured pressure field 

in (e) having peak intensities matching the expected wavevectors. (g) Simulated 

pressure field for 45-degree incidence. (h) Two-dimensional Fourier transform of (g) 

with wavevectors having peak intensities matching (f). (i) Measured pressure field for 

normal incidence with a 135-degree reflection. (j) Two-dimensional Fourier transform 

of (i) having peak intensities at expected wavevector locations. (k) Simulation of normal 

incidence case. (l) Two-dimensional Fourier transform of (k) having wavevectors 

matching (j). 
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due to the excitation of unwanted planewaves from the imperfect source as well as the open 

boundary at edge of the waveguide as seen in the reciprocal space of the pressure field. 

To determine the scattering efficiency of the reflection grating, an identical 

wavevector analysis of reciprocal space is performed on a two-dimensional Fourier 

transform of the total pressure field. For an acoustic signal having -45-degree incidence 

and normal reflection (Figs. 3.5a and 3.5c), the intensities of the incident and scattered 

wavevectors in reciprocal space (Figs. 3.5b and 3.5d) are directly compared to determine 

experimental and simulated reflection coefficients R = 0.88 and 0.94 respectively. 

Alternatively, a 45-degree incident signal reflecting directly back towards the source (Figs. 

3.5e and 3.5g) resulted in a reflection coefficient R = 0.84 and 0.99 for experimentation 

and simulation respectively (Figs. 3.5f and 3.5h). Observing the pressure field resulted 

from normal incidence and 135-degree reflection (Figs. 3.5i and 3.5k) yielded R = 0.76 and 

0.97 for experimentation and simulation respectively using the established wavevector 

analysis in reciprocal space (Figs. 3.5j and 3.5l). Similar to the transmission simulations, 

the reflection simulations demonstrate near perfect scattering efficiencies as indicated by 

the reflection coefficients. However, the experimental reflection coefficients are lower due 

to the unwanted wavevector excitations from the imperfect source and open boundaries at 

the edge of the waveguide illustrated in reciprocal space as the non-zero wavevector 

intensities not localized to either the incident or scattered signals. 

3.1.5 Determining the scatterer geometries 

We design a grating with near perfect scattering efficiency by optimizing the unit 

cell geometry within a defined periodicity using a finite element method and Fourier 
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analysis. To define the grating periodicity, we refer to the grating equation for normal 

reflection  

𝑑 =
𝑚𝜆

𝑠𝑖𝑛(𝜃)
,      (3.2) 

where 𝑑 represents the periodicity, 𝑚 is the diffraction order, 𝜆 the wavelength, and 𝜃 the 

angle of incidence. The only constraints in place are the grating periodicity and asymmetry 

required to invoke the asymmetric scattering. Thus, we seek to study the simplest structure 

possible following these constraints while minimizing the spatial resolution. Each unit cell 

is determined to be two rectangular structures of differing widths that equally divide the 

grating periodicity in three equal heights. A finite element program varies the respective 

widths of each section, iterating different unit cell geometries to study the wave-grating 

interaction for the selected scattering angle. We determine the maximum scattering 

efficiency for the desired wavevectors by performing a two-dimensional Fourier transform 

of the resulted pressure fields and compare the intensities of the incident and scattered 

wavevectors in reciprocal space. The unit cell geometry with the highest efficiency is 

selected, and the iterative process is repeated to optimize the scatterer heights while 

maintaining the grating periodicity. 

3.1.6 Bianisotropic gratings for 35-degree incidence 

We design a bianisotropic transmission grating with a 6 kHz working frequency 

and 35-degree transmission or retroreflection by analyzing the required wave-grating 

interaction needed to produce the desired asymmetric scattering. The difference of the 
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incident and scattered signals in reciprocal space determine the Bloch wavevectors required  

by the grating. In the case of retroreflection from -35-degree incidence requires a Bloch 

wavevector of (-1.64k, 1.15k) as illustrated in Fig. 3.6a. On the other hand, transmission of 

a 35-degree incident signal requires a Bloch wavevector (0, -1.15k) shown in Fig. 3.6b in 

addition to an identical Bloch wavevector for its time reversal case. Knowing this wave-

grating interaction, we design a grating with 49.8 mm periodicity from Equation 3.2. A 

finite element method iterates the possible unit cell designs to determine the grating 

Figure 3.6: Wavevector analysis for the 35-degree transmission grating and full-wave 

simulation results (a) Wave-grating interaction for the transmission grating having -35-

degree incidence and 145-degree reflection in reciprocal space, allowing for the 

determination of the required grating Bloch wavevector. (b) Wave-grating interaction 

for 35-degree incidence as well as the time reversed case represented by the dashed 

lines. For both (a) and (b), the incident, scattered, and Bloch wavevectors are 

represented by �⃗� 𝑖, �⃗� 𝑠 and 𝛥𝑘, respectively. (c) Bianisotropic grating structure with 

asymmetric wave scattering in (a) and (b) determined by inverse Fourier analysis of the 

incident and scattered wavevectors. (d) Real component of the two-dimensional spatial 

Fourier transform of the grating geometry with the expected Bloch wavevectors having 

the highest intensity. (e) Imaginary component of the two-dimensional spatial Fourier 

transform of the grating geometry having a zero vector. (f) Simulated pressure field of 

a -35-degree incident signal interacting with the bianisotropic transmission grating. (g) 

two-dimensional Fourier transform of (f) with wavevectors having peak intensities 

matching the desired scattering in (a). (h) Simulated pressure field of a 35-degree 

incident signal interacting with the bianisotropic transmission grating. (i) Two-

dimensional Fourier transform of (h) with wavevectors having peak intensities 

matching the desired scattering in (b). 
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geometry as Fourier analysis is performed to maximize the scattering efficiency. Each 

scatterer consists of the two rectangular blocks vertically adjacent to one another, one 

having a 39 mm width and 18.5 mm height directly underneath a centered second block 

having 13 mm width and 16.5 mm height (Fig. 3.6c). The real component of a spatial two-

dimensional Fourier transform of the scatterer geometries reveal the structure’s intrinsic 

Bloch wavevectors (Fig. 3.6d) match Figs. 3.6a and 3.6b while the imaginary part of the 

transform has a non-interacting zero vector (Fig. 3.6e). The simulated pressure field for the 

bianisotropic transmission geometry having -35-degree incidence and retroreflection (Fig. 

3.6f) yields a reflection coefficient R = 0.97 when the intensities of the incident and 

scattered wavevectors are compared in reciprocal space (Fig. 3.6g). Alternatively, the 

simulated field of the grating having 35-degree incidence and -35-degree transmission (Fig. 

3.6h) yields a reflection coefficient R = 0.97 by Fourier analysis (Fig. 3.6i). 

The design of the bianisotropic reflection grating with an identical working 

frequency and interacting with normal or 35-degree incident signals follows a similar 

process detailed by the transmission grating. The grating’s Bloch wavevectors are 

determined by the difference of incident and scattered signals in reciprocal space illustrated 

in Figs. 3.7a and 3.7b. A 35-degree incident signal with a direct reflection back towards 

the source yields a Bloch wavevector (-1.64k, 1.15k) while the normal incident and its time 

reversal case require a Bloch wavevector of (-1.82k, 0.57k). The grating’s dependence on 

the incident angle leads to a 99.6 mm periodicity determined by Equation 3.2. Iterating 

over many unit cell geometries to determine the unit cell with the maximum scattering 

efficiency yields the structures with the Bloch wavevectors in Figs. 3.7a and 3.7b. The 
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scatterer geometry is comprised of a rectangular block having a 41 mm height and 15.6  

mm width directly underneath a second block having a 39 mm height and 5.1 mm width 

(Fig. 3.7c). The real part of a spatial two-dimensional Fourier transform of the geometries 

reveals the grating Bloch wavevectors (Fig. 3.7d) match Figs. 3.7a and 3.7b while the 

Figure 3.7: Wavevector analysis for the 35-degree reflection grating and full-wave 

simulation results (a) Wave-grating interaction for the reflection case for 35-degree 

incidence in reciprocal space and corresponding grating Bloch wavevector. (b) Wave-

grating interaction for normal incidence as well as the time reversed case represented 

by the dashed lines. For both (a) and (b), the incident, scattered, and Bloch wavevectors 

are represented by �⃗� 𝑖, �⃗� 𝑠 and 𝛥𝑘, respectively. (c) Bianisotropic grating structure with 

asymmetric wave scattering in (a) and (b) determined by a finite element program to 

maximize the grating efficiency. (d) Real component of a two-dimensional spatial 

Fourier transform of the grating geometry with the expected scattering wavevectors 

having the highest intensity to the left of the inversion symmetry about the y-axis (e) 

Imaginary component of the two-dimensional spatial Fourier transform of the grating 

geometry having a zero vector. (f) Simulated pressure field of a 35-degree incident 

signal interacting with the bianisotropic reflection grating (g) Two-dimensional Fourier 

transform of (f) with wavevectors having peak intensities matching the desired 

scattering in (a). (h) Simulated pressure field of a normally incident signal interacting 

with the bianisotropic transmission grating. (i) Two-dimensional Fourier transform of 

(h) with wavevectors having peak intensities matching the desired scattering in (b). (j) 

Pressure field of a -35-degree incident signal and normal reflection after interacting 

with the grating. (k) Two-dimensional Fourier transform of (j) with wavevectors having 

peak intensities matching the desired scattering in the time reversal incidence in (b). 



 67 

imaginary part of the transform continues to be a non-interacting zero vector (Fig. 3.7e). 

Full wave simulations of the finalized geometries yield a pressure field having 35-degree 

incidence and retroreflection (Fig. 3.7f) with reflection coefficient R = 0.97 after the 

previously described wavevector analysis is carried out (Fig. 3.7g). For the other incidence 

case having normal incidence and 145-degree reflection, the total pressure field is plotted 

in Fig. 3.7h with a reflection coefficient R = 0.95 from Fourier analysis (Fig. 3.7i). Time 

reversal of this incidence yields a pressure field illustrated in Fig. 3.7j with its reciprocal 

space in Fig. 3.7k having a reflection coefficient R = 0.97. 

3.1.7 Bianisotropic gratings for 70-degree incidence 

Further validating the design process, we simulate the transmission and reflection 

gratings interacting with 70-degree incidence. The bianisotropic transmission grating with 

Bloch wavevectors (-0.68k, 1.88k) and (0, -1.88k) shown in Figs. 3.8a and 3.8b is designed 

with 30.4 mm periodicity from Equation 3.2. Iterating the possible unit cell designs with a 

finite element method and analyzing the two-dimensional Fourier transform of the resulted 

pressure field determines the ideal grating geometry for maximum scattering efficiency. 

Each scatterer consists of the two rectangular blocks vertically adjacent to one another, one 

having 40.8 mm width and 6.4 mm height directly underneath a second centered block 

having 30 mm width and 14.2 mm height illustrated in Fig. 3.8c. The spatial two-

dimensional Fourier transform of the grating structures have a real component matching 

the determined Bloch wavevectors in Figs. 3.8a and 3.8b and a non-interacting zero vector 

representing the imaginary part of the transform (Figs. 3.8d and 3.8e). The full wave 

simulations of the determined grating structures are plotted for each incident case, 
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beginning with a signal having -70-degree incidence and direct reflection back towards the 

source (Fig. 3.8f). Comparing the incident and scattered wavevectors in reciprocal space 

yields a reflection coefficient R = 0.94 (Fig. 3.8g). Looking at a signal having 70-degree 

incidence and -70-degree transmission, results in a pressure field illustrated by Fig. 3.8h 

with a transmission coefficient T = 0.95 evaluated from two-dimensional Fourier analysis. 

Figure 3.8: Wavevector analysis for the 70-degree transmission grating and full-wave 

simulation results (a) Wave-grating interaction for the reflection case for -70-degree 

incidence in reciprocal space and corresponding grating Bloch wavevector. (b) Wave-

grating interaction for 70-degree incidence as well as the time reversed case represented 

by the dashed lines. For both (a) and (b), the incident, scattered, and Bloch wavevectors 

are represented by �⃗� 𝑖, �⃗� 𝑠 and 𝛥𝑘, respectively. (c) Bianisotropic grating structure with 

asymmetric wave scattering in (a) and (b) determined by inverse Fourier analysis of the 

incident and scattered wavevectors. (d) two-dimensional spatial Fourier transform of 

the grating geometry with the expected Bloch wavevectors having the highest intensity. 

(e) Imaginary component of the two-dimensional spatial Fourier transform of the 

grating geometry having a zero vector. (f) Simulated pressure field of a -70-degree 

incident signal interacting with the bianisotropic transmission grating (g) Two-

dimensional Fourier transform of (f) with wavevectors having peak intensities matching 

the desired scattering in (a). (h) Simulated pressure field of a 70-degree incident signal 

interacting with the bianisotropic transmission grating. (i) Two-dimensional Fourier 

transform of (h) with wavevectors having peak intensities matching the desired 

scattering in (b). 
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Proceeding to the bianisotropic grating design tailored to interact with waves 

having 70-degree or normal incidence, we design a grating with 60.8 mm periodicity 

determined by Equation 3.2. To realize the desired asymmetric scattering, we determine 

the grating’s Bloch wavevectors as (-0.68k, -1.88k) and (-1.34k, 0.94k) illustrated in Figs. 

3.9a and 3.9b respectively. We iterate over many possible geometries using a finite element 

Figure 3.9: Wavevector analysis for the 70-degree reflection grating and full-wave 

simulation results (a) Wave-grating interaction for the reflection case with 70-degree 

incidence in reciprocal space and corresponding grating Bloch wavevector. (b) Wave-

grating interaction for normal incidence as well as the time reversed case represented 

by the dashed lines. For both (a) and (b), the incident, scattered, and Bloch wavevectors 

are represented by �⃗� 𝑖, �⃗� 𝑠 and 𝛥𝑘, respectively. (c) Bianisotropic grating structure with 

asymmetric wave scattering in (a) and (b) determined by a finite element program to 

maximize the grating efficiency. (d) Real component of a two-dimensional spatial 

Fourier transform of the grating geometry with the expected scattering wavevectors 

having the highest intensity to the left of the inversion symmetry about the y-axis (e) 

Imaginary component of the two-dimensional spatial Fourier transform of the grating 

geometry having a zero vector. (f) Simulated pressure field of a 70-degree incident 

signal interacting with the bianisotropic reflection grating (g) two-dimensional Fourier 

transform of (f) with wavevectors having peak intensities matching the desired 

scattering in (a). (h) Simulated pressure field of a normally incident signal interacting 

with the bianisotropic transmission grating. (i) two-dimensional Fourier transform of 

(h) with wavevectors having peak intensities matching the desired scattering in (b). (j) 

Pressure field of a -70-degree incident signal and normal reflection after interacting 

with the grating. (k) two-dimensional Fourier transform of (j) with wavevectors having 

peak intensities matching the desired scattering in the time reversal incidence in (b). 



 70 

program to determine the maximum grating efficiency using two-dimensional Fourier 

analysis. The resulting geometries are comprised of a rectangular structure with 16.7 mm 

width and 15.3 mm height directly underneath a second rectangle having 10.2 mm width 

and 18.2 mm height illustrated in Fig. 3.9c. The real component of a spatial two-

dimensional Fourier analysis of the resulting structures yield Bloch wavevectors matching 

those determined in Figs. 3.9a and 3.9b, and a zero vector in the imaginary component not 

interacting with the grating (Figs. 3.9d and 3.9e). A 70-degree incident signal interacts with 

the grating resulting with a direct reflection back towards the source (Fig. 3.9f) with 

reciprocal space illustrated in Fig. 3.9g yielding a reflection coefficient R = 0.95. The 

pressure filed having normal incidence and 120-degree reflection is illustrated in Fig. 3.9h 

with reciprocal space in Fig. 3.9i yielding a reflection coefficient R = 0.95 while the 

pressure field of its time reversal case is illustrated in Fig. 3.9j with reflection coefficient 

R = 0.97 determined from evaluation of its reciprocal space in Fig. 3.9k. 

A two-dimensional spatial Fourier transform of the resulting geometries for each 

grating design revealed the desired Bloch wavevectors in reciprocal space for only in the 

real part of the transform. The imaginary part of each Fourier transform yielded a zero-

vector that does not interact with the incident wave. Fig. 3.10a illustrates the zero vector of 

the bianisotropic transmission grating that interacts with signals having 45-degree 

incidence while Fig. 3.10b illustrates a zero vector for the 45-degree reflection grating. 
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3.2 Willis coupling enabling extreme effective material properties 

3.2.1 Introduction 

Acoustic metamaterial research aims to develop artificial materials with effective 

material properties that go beyond what is found in nature to enable superior control over 

sound wave propagation for applications in biomedical imaging [22,23,41-44], noise 

control [104-107], and cloaking technologies [15,108-112]. Passive metamaterials 

demonstrate these exotic effective material properties, but their lossy behavior, narrow 

bandwidth, and lack of tunability limits their effectiveness for practical applications [2]. 

Active metamaterials use electric circuits to compensate for these disadvantages [11,52]. 

These circuits are highly tunable and can be adjusted in real time to allow reconfigurable 

focusing and beam steering [13]. Simple alterations of the active circuitry modulate the 

Figure 3.10: Imaginary Fourier component of the 45-degree bianisotropic grating (a) 

Imaginary component of a two-dimensional spatial Fourier transform of the 

transmission grating geometries indicating no interaction with incident signal. (b) 

Imaginary component of a two-dimensional spatial Fourier transform of the reflection 

grating geometries 
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effective material properties of the unit cell to achieve negative effective densities and bulk 

moduli [18,19]. 

While existing active metamaterials overcome many disadvantages of their passive 

counterparts, they were all based on local resonance that limit the available effective 

parameter range, making them unsuitable for applications that require extreme effective 

densities and/or bulk moduli such as transformation acoustics-based cloaking [15,58,111], 

wave steering with extreme angles [100], and ultrathin sound isolators [102]. In this 

section, we propose an active metamaterial with strong Willis coupling to dramatically 

broaden the accessible range of the effective density and bulk modulus by at least two 

orders of magnitude compared to that of a non-Willis active metamaterial with a symmetric 

control circuit. Willis coupling, analogous to bianisotropy in electromagnetics, is a cross-

coupling of the pressure and local particle velocity fields that couples the monopolar and 

dipolar responses of metamaterial unit cells [95,113-116]. These coupled responses result 

in asymmetric wave propagation to realize ultrathin nonreciprocal sound isolators, 

abnormal acoustic metagratings with high efficiency, and decorated membranes with large 

Willis coupling [20,117-119]. Additionally, passive acoustic scatterers with maximum 

Willis coupling overcome inherent efficiency limitations of conventional metasurfaces for 

arbitrary wavefront manipulation [98]. Besides fluid media that only support longitudinal 

waves, Willis coupling metamaterials were used to achieve asymmetric shear wave and 

asymmetric longitudinal wave propagation in elastic media [120]. PT-symmetric acoustics 

is an alternative method that enables asymmetric wave scattering by pairing materials with 

acoustic gain and loss properties [52,121,122]. Active Willis coupled metamaterials are 

also used to study virtualized unit cells for non-reciprocal, non-Hermitian, and topological 
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systems [19,123,124]. It is worth noting that asymmetric wave propagation is not the focus 

of this section. In general, Willis coupling is qualitatively understood as two different types 

of coupling mechanisms [95]. The first, known as even coupling, is present when the 

geometric center and center of mass are offset, such that any resultant motion from an 

external force is a combination of the monopolar and dipolar responses [95]. The even 

coupling purely depends on the local properties of the metamaterial and has no reliance on 

the incident wave. The second, known as odd coupling, exhibits non-local effects due to 

its dependence on the incident wavevector [95]. It is difficult to distinguish the local or 

non-local behavior in Willis metamaterials, but the presence of Willis coupling extends the 

range of effective density and bulk modulus [125,126]. 

3.2.2 Modeling 

We model the wave scattering of an active acoustic metamaterial with Willis coupling 

by decomposing the total acoustic response of the unit cell into its passive and active 

components as 

𝑅𝑡𝑜𝑡 = 𝑅𝑝𝑎𝑠𝑠 + 𝑅𝑎𝑐𝑡,                                                   (3.3) 

𝑇𝑡𝑜𝑡 = 𝑇𝑝𝑎𝑠𝑠 + 𝑇𝑎𝑐𝑡,                                                    (3.4)  

where 𝑅𝑡𝑜𝑡 and 𝑇𝑡𝑜𝑡, 𝑅𝑝𝑎𝑠𝑠 and 𝑇𝑝𝑎𝑠𝑠, and 𝑅𝑎𝑐𝑡 and 𝑇𝑎𝑐𝑡 are the total, passive, and active 

acoustic reflection and transmission coefficients, respectively. In this section, we 

implement a similar passive structure consisting of an air layer (light purple part in Fig. 

3.11a) sandwiched by two piezoelectric transducers (purple parts in Fig. 3.11a) and 

acoustic sensors (gold parts in Fig. 3.11a) used in [18]. The passive reflection and 
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transmission coefficients were measured in [18] using a one-dimensional waveguide with 

rectangular cross-section when the active circuit components were off. We can control the 

total acoustic response of the metamaterial by modulating the active response. Our design 

introduces active control with two sensor-transducer pairs on both sides of the proposed 

unit cell to detect incident waves and superimpose an active acoustic signal through 

asymmetric feedback control circuits on the passive acoustic response of the structure (Fig. 

3.11a). Note that the one-dimensional waveguide has hard-wall boundary conditions on the 

boundaries in parallel to the wave propagation that serve as perfectly reflecting/mirror 

Fig. 3.11: Designed unit cell with active feedback control with Willis coupling when 

𝐺1 ≠ 𝐺2. (a) One-dimensional representation of the metamaterial confined in a 

waveguide with the active sensor-transducer pairs connected to the feedback control 

circuits (b) Active circuitry comprising each gain function for independent control of 

the phase and amplitude of 𝐺1 and 𝐺2. (1,2) in the subscripts of the circuit components 

denote the resistance or capacitance values for 𝐺1 and 𝐺2, respectively. 
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boundaries and span the single unit cell effectively into a two-dimensional array. Given 

this setup, the active acoustic outputs are [18] 

𝑅𝐿𝑎𝑐𝑡
=

ℎ𝑖ℎ𝑟𝑜𝐺1

1−ℎ𝑖𝑜𝐺1
,                                                       (3.5) 

𝑅𝑅𝑎𝑐𝑡
=

ℎ𝑖ℎ𝑟𝑜𝐺2

1−ℎ𝑖𝑜𝐺2
,                                                       (3.6) 

𝑇𝑎𝑐𝑡 =
ℎ𝑖ℎ𝑟𝑜𝐺1

1−ℎ𝑖𝑜𝐺1
∙

ℎ𝑖ℎ𝑡𝑜𝐺2

1−ℎ𝑖𝑜𝐺2
,                                                 (3.7)  

where 𝐺1 and 𝐺2 are the gain functions of the feedback circuit, 𝑅𝑅𝑎𝑐𝑡
 and 𝑅𝐿𝑎𝑐𝑡

 are the 

active acoustic reflection coefficients when an incident wave propagates from the right and 

left respectively, ℎ𝑖 is the efficiency that converts a measured input pressure to an input 

voltage by the sensors, ℎ𝑖𝑜 is the ratio between the voltage sent out from the driving 

transducer and the detected voltage received by the sensor, ℎ𝑟𝑜 is the efficiency that 

converts an output voltage to output active reflected pressure, and ℎ𝑡𝑜 is the efficiency that 

converts an output voltage to output active transmitted pressure. Since the sensor-

transducer pairs are identical, the efficiency terms satisfy the condition ℎ𝑟𝑜 = ℎ𝑡𝑜 . These 

efficiency terms fully characterize the coupling between the mechanical and electrical 

components in the metamaterial as they quantify the voltage to pressure and voltage to 

voltage conversions that occur in the active feedback loops. The efficiency terms can be 

measured following the procedure in [18]. For our numerical models, we use the 

experimentally determined passive material parameters and efficiency terms obtained in 

[18]. Based on Equations 3.5-3.7, the active transmission and reflection of the metamaterial 

can be directly controlled by the gain functions 𝐺1 and 𝐺2. These gain functions can be 

realized by the active circuits shown in Fig. 3.11b. The resistance and capacitance values 
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of the active circuitry that are required to achieve the desired 𝐺1 and 𝐺2 are calculated in 

section 3.2.4. 

Independent control of the gain functions 𝐺1 and 𝐺2 allows for the realization of 

unit cells with or without Willis coupling. In acoustics, Willis coupling is the cross-

coupling of the pressure and local particle velocity fields, which appears in the constitutive 

relations as [95,96] 

𝜇 = 𝜌𝑣 + �̃�
𝜕

𝜕𝑡
,      (3.8) 

−𝑝 = 𝜅휀 +  𝜓
𝜕𝑣

𝜕𝑡
,            (3.9) 

where 𝜇 is the momentum density, 𝜌 is the mass density, 𝑣 is the particle velocity, 휀 is the 

volume strain, 𝑝 is the acoustic pressure, 𝜅 is the bulk modulus, and �̃� and 𝜓 are the Willis 

coupling coefficients. The Willis coupling coefficients are proportional to an asymmetry 

coefficient 𝑊 =  𝜓𝜔/𝑍, where 𝑍 is the characteristic impedance [96]. This asymmetry 

coefficient modifies the specific acoustic impedances 𝑍𝑠𝑝
± = 𝑍(1 ± 𝑖𝑊), where the 

positive/negative sign indicates the wave propagation in the forward/backward direction. 

𝑊 can be calculated by the asymmetric acoustic reflection coefficients from the left 𝑅𝐿 and 

from the right 𝑅𝑅 and the transmission coefficient 𝑇 as 

𝑊 = ±
𝑅𝐿−𝑅𝑅

𝑖√(1−𝑅𝐿𝑅𝑅+𝑇2)2−4𝑇2
,       (3.10) 

where 𝑅𝐿, 𝑅𝑅, and 𝑇 are calculated by substituting Equations 3.5-3.7 into Equations 3.3 

and 3.4. This equation indicates that Willis coupling is present with asymmetric acoustic 

reflection [96]. Equations 3.5 and 3.6 illustrate that the introduction of unequal gain 
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functions 𝐺1 and 𝐺2 result in asymmetric acoustic reflections and, by extension, Willis 

coupling. Alternatively, this implies that non-Willis media require the gain functions to 

satisfy 𝐺1 = 𝐺2. This non-Willis gain function condition ensures symmetric feedback 

control circuits and equal reflection coefficients for an acoustic signal incident on either 

side of the metamaterial. 

To determine the effective properties of the active unit cell with Willis coupling for the 

calculation of accessible material parameter range, we use a generalized parameter retrieval 

method based on the reflection coefficients 𝑅𝐿 and 𝑅𝑅, the transmission coefficient 𝑇, and 

the passive length of the unit cell derived in [96]. 

3.2.3 Results 

We retrieve the effective density and bulk modulus of a unit cell with and without 

Willis coupling for 𝐺1 = 2𝑒𝑖(0.87) to investigate the effect of Willis coupling on the 

effective density and bulk modulus from 2.00-3.00 kHz. As previously mentioned, our 

model uses the efficiency terms and passive material parameters from [18] with 𝜌𝑝𝑎𝑠𝑠 =

(15 − 4𝑖)𝜌𝑎𝑖𝑟 and 𝜅𝑝𝑎𝑠𝑠 = (1.15 − 0.3𝑖)𝜅𝑎𝑖𝑟, as well as a material thickness 𝑑 = 5𝑚𝑚 

and air as the background medium (𝜌𝑎𝑖𝑟 = 1.225
𝑘𝑔

𝑚3 and 𝜅𝑎𝑖𝑟 = 1.41 × 105𝑃𝑎). Figure 

3.12a shows the arithmetic mean of the imaginary part of the asymmetry coefficient, W, as 

a function of the amplitude and phase of 𝐺2 near 2.50 kHz calculated from Equations 3.3-

3.7 and 3.10. The arithmetic mean is given by the average value of Im(W) over 2.45 kHz 

to 2.55 kHz. The non-Willis case occurs when 𝐺1 = 𝐺2 = 2𝑒𝑖(0.87), and is achieved with 

the active circuitry in Fig. 3.11b. The complex effective density and bulk modulus 
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normalized  to air of the non-Willis case exhibit frequency bands of negative effective 

density from 2.85-3.00 kHz and negative effective bulk modulus from 2.92-3.00 kHz (Fig. 

3.12b). A Willis coupling case is achieved when 𝐺1 ≠ 𝐺2, where we set 𝐺1 = 2𝑒𝑖(0.87) and 

𝐺2 = 0.6𝑒𝑖(2.79). The selection of the amplitude and phase of 𝐺2 for the Willis coupled 

metamaterial is based on the magnitude of the imaginary part of the asymmetry coefficient 

(Fig. 3.12a) that indicates a large change in the specific acoustic impedance. The complex 

Fig. 3.12: Effects of Willis coupling on effective material parameters. (a) The arithmetic 

mean of the imaginary part of the asymmetry coefficient as a function of the amplitude 

and phase of 𝐺2 near 2.50 kHz. The three marked points correspond to (b), (c), and (d), 

respectively. (b) The complex effective density and bulk modulus normalized to air 

without Willis coupling when 𝐺1 = 𝐺2 =  2𝑒𝑖(0.87). (c) The complex effective density 

and bulk modulus normalized to air with Willis coupling when 𝐺1 = 2𝑒𝑖(0.87) and 𝐺2 =
0.6𝑒𝑖(2.79). (d) The complex effective density and bulk modulus normalized to air with 

Willis coupling when 𝐺1 = 2𝑒𝑖(0.87) and 𝐺2 = 0.15𝑒𝑖(4.10). In (b) and (c), the blue 

diamond and blue square lines plot the real and imaginary bulk modulus, respectively 

and the red x and red star lines plot the real and imaginary density, respectively. The 

subplots in (c) and (d) display the corresponding asymmetry coefficient of the Willis 

coupled metamaterial from 2.00-3.00 kHz.  
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effective density and bulk modulus normalized to air for this Willis coupling case exhibit 

a frequency band with negative effective density from 2.33-2.63 kHz and negative effective 

bulk modulus from 2.34-2.68 kHz (Fig. 3.12c). The effective density and bulk modulus 

achieve a larger magnitude when the imaginary part of the asymmetry coefficient is non-

zero (Fig. 3.12c) comparing with the non-Willis coupling case. A second Willis coupling 

case sets 𝐺1 = 2𝑒𝑖(0.87) and 𝐺2 = 0.15𝑒𝑖(4.10). In this case, the selection of the amplitude 

and phase of 𝐺2 for the Willis coupled metamaterial is based on the magnitude of the 

imaginary part of the asymmetry coefficient (Fig. 3.12a). The complex effective density 

and bulk modulus normalized to air for this Willis coupling case exhibit a frequency band 

with negative effective bulk modulus from 2.68-2.91 kHz (Fig. 3.12d). The magnitudes of 

the effective density and bulk modulus increase to even higher values when the imaginary 

part of the asymmetry coefficient increases its magnitude (Fig. 3.12d). These two Willis 

coupling cases suggest an expansion of the range of realizable effective material parameter 

magnitudes as compared to the non-Willis counterpart. 

To determine the accessible parameter range of our active metamaterial with and 

without Willis coupling, we independently vary the phase of the gain functions 𝐺1 and 𝐺2 

from [0, 2π] and the amplitude of the gain functions 𝐺1 and 𝐺2 from [0, 5] and retrieve the 

effective density and bulk modulus at 2.97 kHz. This frequency corresponds to the 

monopolar resonance of the non-Willis case when 𝐺1 = 𝐺2 = 1. This monopolar 

resonance will occur at other frequencies when the complex gain functions vary for the 

non-Willis case. Thus, the selection of frequency is not critical to our results. The active 

metamaterial without Willis coupling maintains a symmetric feedback circuit with 𝐺1 =

𝐺2, while the active metamaterial with Willis coupling has an asymmetric feedback circuit 
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with 𝐺1 ≠ 𝐺2. We discretize our parameter sweep of the two gain functions with step sizes 

of 0.005 and 10 degrees for the amplitude and phase changes over the proposed range. The 

full range of the real-valued effective material parameters are plotted in Fig. 3.13a with the 

effective density on the horizontal axis and effective bulk modulus on the vertical axis; the 

Fig. 3.13: Full effective parameter map of the complex density and bulk modulus for 

the active Willis coupled and non-Willis metamaterials. (a) Parameter map of the real 

part of the effective density and bulk modulus for the active metamaterial with and 

without Willis coupling. The real part of the effective density and bulk modulus are 

plotted on the horizontal and vertical axes, respectively. Additionally, the colored points 

and black points represent effective material parameters for Willis and non-Willis 

metamaterials, respectively. The color map quantifies the logarithm of the ratio of the 

imaginary part to the real part of the asymmetry coefficient, 𝜂 = log10(𝐴𝑏𝑠(𝐼𝑚{𝑊}/
 𝑅𝑒{𝑊})). (b) Magnified window of (a) displaying a normalized density range of [-

1000, 1000] and a normalized bulk modulus range of [-500, 500]. (c) Parameter map of 

the imaginary part of the effective density and bulk modulus for the active metamaterial 

with and without Willis coupling. The imaginary part of the effective density and bulk 

modulus are plotted on the horizontal and vertical axes, respectively. This subfigure has 

the same color scheme as (a). (d) Magnified window of (c) displaying a normalized 

density range of [-1000, 1000] and a normalized bulk modulus range of [-500, 500].  
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black and colored dots correspond to the retrieved material perimeters for the non-Willis 

and Willis coupling cases, respectively. In the most extreme cases, the available range of 

the real part of the effective density and bulk modulus with the active Willis coupled 

metamaterial spans three orders of magnitude beyond the effective parameter range of the 

non-Willis metamaterial, while the majority of densely clustered points surpass the non-

Willis effective range by two orders of magnitude. The outermost points shown in Fig. 

3.13a are due to the satisfaction of a resonance condition where the imaginary part of the 

asymmetry coefficient reaches a local maximum and the real part reaches a local minimum. 

The effective density and bulk modulus of these outermost points are very sensitive to 

any circuit parameter variations. An extreme point in the fourth quadrant of Fig. 3.13a is 

achieved when 𝐺1 = 3.025𝑒𝑖(4.36) and 𝐺2 = 2.12𝑒𝑖(2.18) resulting in a normalized 

effective density and bulk modulus 𝑅𝑒(𝜌) = 5.39 × 105 and 𝑅𝑒(𝜅) = −1.81 × 104. An 

extreme point in the third quadrant of Fig. 3.13c with the largest magnitude of the negative 

imaginary part of the effective density is achieved when 𝐺1 = 4.20𝑒𝑖(3.67) and 𝐺2 =

2.095𝑒𝑖(3.84) resulting in a normalized effective density and bulk modulus 𝐼𝑚(𝜌) =

−1.24 × 105 and 𝐼𝑚(𝜅) = −1.18𝑥103. While these extreme density and bulk modulus 

values are three orders higher than the non-Willis case, small variations in the resistance 

and capacitance values of the active circuits caused by typical manufacturing error results 

in significant drop (less than an order) to these extreme effective material parameter values. 

 For close inspection of the region of densely clustered points, we zoom in on the plot 

in Fig. 3.13a with the vertical and horizontal axes displaying a normalized density range of 

[-1000, 1000] and a normalized bulk modulus range of [-500, 500] (Fig. 3.13b). In this 
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magnified window, all of the resultant parameter values from every possible non-Willis 

configuration are present. The full parameter range of the non-Willis configurations is 

completely covered by the Willis coupling cases’ point density, indicating that the 

achievable effective density and bulk modulus of the non-Willis case is fully accessible by 

the active Willis coupled metamaterial. The real-valued effective density and bulk modulus 

range resulted from every active Willis coupled metamaterial drastically exceeds the non-

Willis metamaterial parameter range by at least two orders of magnitude, both in the 

positive and negative directions. Similarly, we plot the full range and a magnified window 

of the imaginary part of the effective material parameters in Figs. 3.13c and 3.13d with the 

effective density on the horizontal axis and the effective bulk modulus on the vertical axis 

and the colored and black dots corresponding to the active metamaterial with and without 

Willis coupling, respectively. The available range of the imaginary parts of the effective 

density for the active metamaterial with Willis coupling spans about three orders of 

magnitude beyond the non-Willis metamaterial in the most extreme points, while the 

majority of points in Fig. 3.13c span two orders of magnitude beyond the non-Willis 

metamaterial. The imaginary part of the bulk modulus for the active metamaterial with 

Willis coupling spans one order of magnitude beyond the non-Willis metamaterial. Figure 

3.13d zooms in on the plot of Fig. 3.13c to the same parameter range as Fig. 3.13b, where 

all of the resultant parameter values from every non-Willis configuration are present. 

Similarly, the imaginary part of the non-Willis parameters is fully accessible by the active 

Willis coupled metamaterial with a broader range and higher resolution. Thus, the 

accessible range of the imaginary part of the effective density and bulk modulus is much 
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larger and denser with the active Willis coupled metamaterial as compared to the non-

Willis metamaterial.  

Each point in the Willis case with effective density and bulk modulus values that 

exceed the effective parameter range of the non-Willis case has a large imaginary part and 

a small real part of the asymmetry coefficient. Because of the asymmetric active 

components used in the metamaterial, the extreme effective material parameters result from 

the presence of Willis coupling. This dramatic effective parameter expansion is illustrated 

by the color map in Fig. 3.13, which shows the logarithim of the ratio of the imaginary part 

of the asymmetry coefficient to the real part of the asymmetry coefficient, 𝜂. The points 

with extreme effective parameter values have a much larger 𝜂 than those within the vicinity 

of the non-Willis case (Fig. 3.13). This result indicates that the cause of the significant 

parameter range expansion is dominated by the imaginary part of the asymmetry 

coefficient.  

To investigate the effect of the expanded accessible effective density and bulk modulus 

range on the wave propagation through the active metamaterial, we also calculate the 

effective refractive index and acoustic impedance normalized to air for our active 

metamaterial with and without Willis coupling at 2.97 kHz. The full range of the real parts 

of the effective refractive index and acoustic impedance are shown in Fig. 3.14a with the 

effective refractive index on the horizontal axis and effective acoustic impedance on the 

vertical axis. The black and colored dots correspond to the retrieved material parameters 

for the non-Willis and Willis coupling cases, respectively. While the available range of the 

real effective impedance ratio with Willis coupling spans three orders of magnitude more 
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than the non-Willis cases in the most extreme points, the majority of densely clustered  

points span two orders of magnitude beyond the non-Willis case. The available range of 

the real part of the effective refractive index in both Willis and non-Willis cases are the 

same. The real part of the refractive index limits are identical due to the branch section of 

the arccosine function in the parameter retrieval method based on the deep subwavelength 

Fig. 3.14: Full parameter map of the complex effective refractive index and acoustic 

impedance normalized to air for the active Willis coupled and non-Willis 

metamaterials. (a) The real part of the effective refractive index and acoustic impedance 

for the active metamaterial with and without Willis coupling. The real part of the 

effective refractive index and acoustic impedance are plotted on the horizontal and 

vertical axes, respectively. Additionally, the colored points and black points represent 

effective material parameters for Willis and non-Willis metamaterials, respectively. 

The color map quantifies the logarithm of the ratio of the imaginary part to the real part 

of the asymmetry coefficient, 𝜂 = log10(𝐴𝑏𝑠(𝐼𝑚{𝑊}/ 𝑅𝑒{𝑊})). (b) Magnified 

window of (a) displaying an acoustic impedance range of [-100, 100] (c) The imaginary 

part of the effective refractive index and acoustic impedance for the active metamaterial 

with and without Willis coupling. The imaginary part of the effective refractive index 

and acoustic impedance are plotted on the horizontal and vertical axes, respectively. 

This subfigure has the same color scheme as (a). (d) Magnified window of (c) 

displaying an acoustic impedance range of [-100, 100]. 
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passive thickness of the metamaterial. A magnified window with the vertical axis 

displaying a normalized impedance of [-100, 100] (Fig. 3.14b) confirms that the range of 

the impedance of the active Willis coupled metamaterial dramatically exceeds the 

accessibility of the non-Willis cases. This three-order expansion of the acoustic impedance 

range (two orders for the denser points) aligns with the range expansion of the effective 

density and bulk modulus, because 𝑍 = √𝜌𝜅. The larger range of the acoustic impedance 

can result in stronger impedance mismatch between the Willis coupled metamaterial and 

the background medium to form an ultrathin acoustic barrier with perfect sound isolation 

[117]. The lack of values in the double negative quadrant in Figs. 3.14a and 3.14b stems 

from the simultaneous negativity of the effective density, bulk modulus, and the resultant 

negative phase velocity 𝑐. By defining a characteristic impedance 𝑍 = 𝜌𝑐 a negative 

density and phase velocity result in a positive acoustic impedance.  

We show the full range and a magnified window of the imaginary part of the effective 

refractive index and acoustic impedance in Figs. 3.14c and 3.14d with the effective 

refractive index on the horizontal axis and the effective acoustic impedance on the vertical 

axis; the colored and black dots correspond to the active metamaterial with and without 

Willis coupling, respectively. The available range of the imaginary part of the effective 

acoustic impedance for the active metamaterial with Willis coupling spans about four 

orders of magnitude beyond its non-Willis counterpart in the most extreme cases. The 

majority of points in Fig. 3.14c that correspond to the Willis coupled metamaterial span 

two orders of magnitude beyond the points that correspond to the non-Willis case. The 

imaginary part of the refractive index for the Willis cases expands the range of the non-

Willis cases by a factor of two. This broadened range of accessible points in the imaginary 
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part of the refractive index implies an enhanced control of the acoustic loss and gain 

properties of the metamaterial. Figure 3.14d zooms in on the plot of Fig. 3.14c with the 

vertical axis displaying a normalized impedance of [-100, 100] to confirm that the range of 

the impedance for the active metamaterial with Willis coupling achieves high accessibility, 

dramatically extending beyond the range of the non-Willis metamaterial. Similar to the 

expanded range of the complex effective density and bulk modulus, the expanded range of 

the complex acoustic impedance also results from the prevalence of the imaginary part of 

the asymmetry coefficient, as shown in the color map of 𝜂 in Fig. 3.14. The expanded 

ranges of the complex refractive index and acoustic impedance offer superior control of 

acoustic wave propagation through the active Willis coupled metamaterial. 

3.2.4 Metamaterial circuit design 

Based on Equations 3.5-3.7 in the main text, the active transmission and reflection 

of the metamaterial can be directly controlled by the gain functions 𝐺1 and 𝐺2. These gain 

functions can be realized by the active circuits shown in Fig. 3.11b. The phase shift of 

either gain function is given by 

𝜃 = −2arctan(𝑅2(1,2)𝐶1(1,2)𝜔),                                    (3.11) 

where 𝜃 indicates the final phase shift, 𝑅2(1,2) is the variable resistor value, 𝐶1(1,2) is the 

capacitance value, and 𝜔 is the angular frequency of the signal. The phase shift in Equation 

3.11 only covers [0, π]. It is important to note that the positions of the resistor and capacitor 

(𝑅2(1,2) and 𝐶1(1,2) in Fig. 3.11b) can be reversed to provide a positive or negative phase 

shift. This enables phase shifting over the entire range of 2π. The amplitude of the gain 
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function can be controlled by the non-inverting op-amp circuits and voltage dividers to 

amplify or attenuate input voltage signals. The amplitude modulation is 

𝑉𝑜𝑢𝑡 = 𝑉𝑖𝑛(1 +
𝑅4(1,2)

𝑅3(1,2)
)(

𝑅6(1,2)

𝑅5(1,2)+𝑅6(1,2)
),                         (3.12) 

where 𝑉𝑜𝑢𝑡 is an output voltage amplitude, 𝑉𝑖𝑛 is an input voltage amplitude, and 

𝑅3(1,2), 𝑅4(1,2), 𝑅5(1,2), and 𝑅6(1,2) are the resistors in Fig. 3.11b. Although the active 

response is fully controllable through the manipulation of the circuit components, certain 

conditions are required to avoid instability; specifically, the denominators of Equations 

3.5-3.7 must be greater than zero to avoid the divergence of the feedback loop, implying 

the product of 𝐺1 (𝐺2) and ℎ𝑖𝑜 must be less than one. The experimentally determined values 

of ℎ𝑖𝑜 in [18] yield a frequency-dependent magnitude consistently under 0.2. Therefore, 

the gain amplitudes need to be less than 5. Thus, we restrict the amplitude of the gain 

functions to [0,5] in this work, while their phases vary in the full range of 2π. 

We use Equations 3.11 and 3.12 to calculate the resistance and capacitance values 

for the active circuits in the unit cell that achieve the desired amplitude and phase of the 

gain functions 𝐺1 and 𝐺2 for Willis and non-Willis metamaterials. The first non-Willis case 

presented in the main text  occurs when 𝐺1 = 𝐺2 = 2𝑒𝑖(0.87), and is achieved with the 

active circuitry in Fig. 3.11b when 𝑅1(1,2) = 10𝑘𝛺, 𝑅2(1,2) = 1.865𝑘𝛺, 𝑅3(1,2) =

𝑅4(1,2) = 𝑅5(1,2) = 𝑅6(1,2) = 1𝑘𝛺 and 𝐶1(1,2) = 100𝑛𝐹. The first Willis coupling case is 

achieved when 𝐺1 ≠ 𝐺2, and set 𝐺1 = 2𝑒𝑖(0.87) and 𝐺2 = 0.6𝑒𝑖(2.79) with the active 

circuitry 𝑅1(2) = 10𝑘𝛺, 𝑅2(2) = 6.93𝑘𝛺, 𝑅3(2) = 𝑅5(2) = 𝑅6(2) = 1𝑘𝛺, 𝑅4(2) = 200𝛺, 

and 𝐶1(2) = 100𝑛𝐹. The resistance 𝑅2(2) are changed to control the phase of 𝐺2 in this 
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case, but it is worth noting that the change of the capacitance can result in the same 𝐺2 

phase as long as the product of 𝑅2(2) and 𝐶1(2) remains constant. A second Willis coupling 

case sets 𝐺1 = 2𝑒𝑖(0.87) and 𝐺2 = 0.15𝑒𝑖(4.10) with the active circuitry 𝑅1(2) = 10𝑘𝛺, 

𝑅2(2) = 886.8𝑘𝛺, 𝑅3(2) = 𝑅4(2) = 𝑅6(2) = 1𝑘𝛺, 𝑅5(2) = 450𝛺, and 𝐶1(2) = 100𝑛𝐹. 

To view the effects of circuit error on the effective material parameters, we study 

an extreme point in the fourth quadrant of Fig. 3.13a that is achieved when 𝐺1 =

3.025𝑒𝑖(4.36) and 𝐺2 = 2.12𝑒𝑖(2.18) with active circuitry 𝑅1(1) = 10𝑘𝛺, 𝑅2(1) = 5.712𝑘𝛺, 

𝑅3(1) = 𝑅5(1) = 𝑅6(1) = 1𝑘𝛺, 𝑅4(1) = 2.025𝑘𝛺, and 𝐶1(1) = 100𝑛𝐹 and 𝑅1(2) = 10𝑘𝛺, 

𝑅2(2) = 14.928𝑘𝛺, 𝑅3(2) = 𝑅5(2) = 𝑅6(2) = 1𝑘𝛺, 𝑅4(2) = 1.12𝑘𝛺, and 𝐶1(2) = 100𝑛𝐹 

resulting in a normalized effective density and bulk modulus 𝑅𝑒(𝜌) = 5.39 × 105 and 

𝑅𝑒(𝜅) = −1.81 × 104. For normal circuit components containing five percent error in 

their resistance or capacitance value, the resulted errors of the real part of the effective 

density and bulk modulus are -317.1% to 138.0% and -115.4% to 189.7% at this outer most 

point, respectively. Another extreme point occurs in the third quadrant of Fig. 3.13c with 

the largest magnitude of the negative imaginary part of the effective density. These 

effective parameter values are achieved when 𝐺1 = 4.20𝑒𝑖(3.67) and 𝐺2 = 2.095𝑒𝑖(3.84) 

with active circuitry 𝑅1(1) = 10𝑘𝛺, 𝑅2(1) = 14.928𝑘𝛺, 𝑅3(1) = 𝑅5(1) = 𝑅6(1) = 1𝑘𝛺, 

𝑅4(1) = 3.20𝑘𝛺, and 𝐶1(1) = 100𝑛𝐹 and 𝑅1(2) = 10𝑘𝛺, 𝑅2(2) = 10.989𝑘𝛺, 𝑅3(2) =

𝑅5(2) = 𝑅6(2) = 1𝑘𝛺, 𝑅4(2) = 1.095𝑘𝛺, and 𝐶1(2) = 100𝑛𝐹 resulting in a normalized 

effective density and bulk modulus 𝐼𝑚(𝜌) = −1.24 × 105 and 𝐼𝑚(𝜅) = −1.18𝑥103. 

Circuit components with a five percent error in their resistance or capacitance values have 

errors in the imaginary part of the effective density and bulk modulus of -1087.0% to 
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380.5% and -773.9% to 386.7% at this outer most point, respectively. The highly sensitive 

effective material parameters indicate the difficulty of achieving the most extreme 

parameter values in experiments. 

3.2.5 Quality factor of the metamaterial 

We study the quality factor of the effective material parameters to find that the extreme 

points in a selected data set do not require a high quality factor. We calculate the quality 

factor of the metamaterial unit cell based on the conventional definition for acoustic 

resonators in between 2.00 kHz to 3.00 kHz and plot the corresponding effective density 

and bulk modulus with the quality factor shown as a color map (Fig. 3.15). As shown, the 

quality factor required to achieve the most extreme points is lower than 50, which is 

achievable experimentally. 
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Figure 3.15: Effective material parameter plots for a non-Willis and Willis unit cell (a) 

Effective parameter map of the real part of the density and bulk modulus for the active 

metamaterial with Willis coupling. The real part of the effective density and bulk 

modulus are plotted on the horizontal and vertical axes, respectively. The color map 

quantifies the quality factor based on the conventional definition for acoustic 

resonators. (b) Effective parameter map of the real part of the density and bulk modulus 

for the active metamaterial without Willis coupling. The axes and color map in this 

subfigure are identical to (a). (c) Parameter map of the imaginary part of the effective 

density and bulk modulus for the active metamaterial with Willis coupling. The 

imaginary part of the effective density and bulk modulus are plotted on the horizontal 

and vertical axes, respectively. This subfigure has the same color scheme as (a). (d) 

Effective parameter map of the imaginary part of the density and bulk modulus for the 

active metamaterial without Willis coupling. The axes and color map in this subfigure 

are identical to (c).  
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CHAPTER 4 

TRANSFORMATION ACOUSTICS 

This thesis chapter contains material that has been published in Applied Physics Letters 

[127]. 

4.1 Introduction 

The constitutive relations that govern wave propagation through a medium directly 

depend on the physical properties of the materials. This intrinsic relationship motivates 

researchers to create complex materials that manipulate wave propagation through 

mathematically defined coordinate transformations, known as transformation 

electromagnetics and acoustics [108,109,128]. This mapping leads to a unique design of 

wave bending and distortion that realizes electromagnetic and acoustic invisibility cloaks 

[15,110-112]. The transformation electromagnetics and acoustics are valid when the field 

equations describing wave propagation is invariant under coordinate transformations 

[108,109]. This is known to be true for Maxwell’s field equations, and enable the 

theoretical development transformation electromagnetics [129-131]. Transformation 

invariance is also true for acoustics, given an anisotropic mass density tensor [132,133]. 

Transformation acoustics allows the design of acoustic metamaterials with effective 

anisotropic mass density properties that are used to experimentally demonstrate acoustic 

cloaking [15,111,112] and gradient index sonic lenses [134-136]. 
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On the other hand, transformation acoustics facilitates the mapping of wave patterns 

in sophisticated materials to medium where the precise modeling of wave propagation is 

well-understood. This is critical for high precision applications in which acoustic waves 

propagate through anisotropic media; prime examples being biomedical acoustics and 

integrated on-chip systems. In recent years, biomedical ultrasound has demonstrated the 

ability to ablate cancerous tumors [24-29], pulverize kidney stones [30], and clear aortic 

plaque [33,34] in addition to being a noninvasive imaging tool for diagnostic purposes [40-

44,137]. For many of these applications, beamforming by manipulating a phased array to 

Figure 4.1: Anisotropic distortion of beamformed acoustic waves with the experiment 

setup. (a) Discretized transducer array with a phase gradient as a function of the x axis 

such that the desired acoustic focusing is achieved in an isotropic medium. (b) Identical 

transducer array with the same phase gradient in an anisotropic medium resulting in a 

focal point shifted from the desired location. (c) Same transducer array with a corrected 

phase gradient that restores the focal point to its original location. (d) Experimental 

setup in which two-dimensional SSAWs propagate across effective isotropic and 

anisotropic gratings. (e) Close up of the isotropic grating design. (f) Close up of the 

anisotropic grating design. 
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generate a desired wave pattern in the body is critical (Fig. 4.1a). In addition to applications 

for bulk acoustic waves, integrated on-chip systems use surface acoustic waves (SAW) to 

manipulate, trap, and sort cells in a controlled environment [138,139]. These on-chip devices 

commonly use anisotropic piezoelectrics to support SAW propagation. For both bulk and 

surface acoustic waves, effective anisotropy distorts beamformed wave fronts and drastically 

affects the performance of the desired application (Fig. 4.1b). To address these effects, we 

apply a coordinate transformation to correlate anisotropic wave distortion with a required 

phase profile correction. In doing so, any unwanted anisotropic effects are suppressed, and 

the intended beamforming is restored (Fig. 4.1c). Here, we demonstrate the effectiveness of 

beamforming correction in anisotropic media using transformation acoustics for biomedical 

and on-chip applications via experimental validation using finned grating surfaces that 

support two-dimensional spoof surface acoustic waves (SSAWs) for focused and self-

bending beams (Fig. 4.1d) [140,141]. Based on the dispersion relation of the grating [142], 

we mimic effective isotropic (Fig. 4.1e) and anisotropic (Fig. 4.1f) media by varying the fin 

heights in x and y directions. First, we apply transformation acoustics to correct focused 

ultrasound beams in anisotropic media. 

4.2 Correcting focused acoustic waves 

The focusing of the acoustic waves in an isotropic medium can be achieved by a 

transducer array with phase profile given by [143-147] 

𝜙(𝑥) =  −𝑘0 [√(𝑥 − 𝑓𝑥)2 + (𝑦 − 𝑓𝑦)
2
− 𝑓𝑦],    (4.1) 
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where 𝜙(𝑥) is the transducer phase along the horizontal axis, 𝑘0 is the wave number of the 

isotropic medium, and 𝑓𝑥 and 𝑓𝑦 are the coordinates of the focal point. The origin is set at the 

center of the transducer array. The focal point is chosen to be at (70 mm, 150 mm) for 9 kHz 

waves in our experiment. As expected, the phase gradient determined by Equation 4.1 focuses 

the acoustic energy to the desired focal point in an isotropic medium in a numerical simulation 

(Fig. 4.2a). On the other hand, the same phase profile of the transducer array results in a shifted 

focal spot in an anisotropic medium with effective density 1.35 times greater in x than y (Fig. 

4.2b). To correct for this shift, we map the coordinates (x, y) of the original isotropic medium 

to the coordinates (x’, y’) of the anisotropic medium with 𝑥 = [√𝑟𝜌cos(𝜃)𝑥′ − sin(𝜃)𝑦′] and 

𝑦 = [√𝑟𝜌sin(𝜃)𝑥′ + cos(𝜃) 𝑦′], where 𝑟𝜌 is the ratio between the anisotropic density in the x’ 

direction and the isotropic density, assuming the anisotropic density in y’ direction is the same 

as the isotropic density and 𝜃 is the angle between the transducer array and the x’ principle 

axis of the anisotropic medium. This coordinate transformation compensates the wavelength 

distortion along the principle axis due to the variance of sound speed as a result of the 

anisotropic density (𝑐𝑥′ = 𝑐/√𝑟𝜌, where 𝑐 and 𝑐𝑥′ are the sound speeds in the isotropic 

medium and along the x’ axis in anisotropic medium, respectively). Substituting this 

transformation in Equation 4.1 yields the corrected phase profile for focused acoustic beams 

in an anisotropic medium (See Section 4.4.1 for details) 

𝜙(𝑥′, 𝑦′) = −𝑘0 [√𝑟𝜌(𝑥′ − 𝑓𝑥′)2 + (𝑦′ − 𝑓𝑦′)
2
−

√𝑟𝜌(𝑦′𝑓𝑥
′+𝑥′𝑓𝑦

′)

√𝑟𝜌𝑥′2+𝑦′2
].   (4.2) 
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Applying this phase gradient with the aforementioned anisotropic density ratio shifts the 

focal point back to its intended location (Fig. 4.2c). We perform experiments with the 

previously mentioned finned grating structures to verify the transformation. Isotropic and 

anisotropic grating surfaces were 3D printed and assembled from smaller square grating 

structures that combine to have a square surface area of 533×533 mm2 (Fig. 4.1d). Small 

gaps or misalignments between gratings cause acoustic reflections that impact the 

beamforming performance, resulting in experimental error. The dispersion relation of the 

gratings determines the specific dimensions of each structure to mimic an effective isotropic 

Figure 4.2: Simulation and experiment results for arbitrarily focused acoustic beams. 

(a) Simulation results of a focused acoustic beam in a two-dimensional isotropic 

medium that focuses 70 mm to the right and 150 mm above the center of the speaker 

array. (b) Simulation results of a focused acoustic beam in an effective two-dimensional 

anisotropic medium with the same phase profile as (a). Here, the resulted focal point 

shifts from the desired location. (c) Simulation results of a focused acoustic beam in an 

effective two-dimensional anisotropic medium with a corrected phase profile with a 

focal point matching (a). (d) Experimental replication of the simulation in (a) with a 

matching focal point. (e) Experimental replication of the simulation in (b) with a 

matching focal point. (f) Experimental replication of the simulation in (c) with a 

matching focal point. 
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or anisotropic medium. Acoustic surface waves were generated with a transducer array 

consisting of twelve 17 mm diameter speakers with 19 mm periodicity. The phase gradients 

were created with a digital multichannel recorder with independent channels to control the 

phase profile. To measure the resulted pressure field, an omnidirectional microphone 

attached to a motorized positioner scanned a planar area (5λ by 7λ, where the wavelength in 

the isotropic medium λ= 38.1 mm) 2 mm above the grating surfaces with a scan resolution 

of λ/10 for each case (Fig. 4.2d-4.2f). A lock-in amplifier recorded the amplitude and phase 

of the acoustic waves to reconstruct the pressure fields above the grating surfaces. For an 

isotropic grating with a predetermined focal point at (70 mm, 150 mm) when the transducer 

Figure 4.3: Simulation and experiment results for arbitrarily focused beams with a tilted 

source. (a) Simulation results of a focused acoustic beam in a two-dimensional isotropic 

medium that achieves the desired focal point with a ten-degree tilt. (b) Simulation 

results of a focused acoustic beam with the same phase profile in an effective two-

dimensional anisotropic medium. Here, the focal point shifts from the focal point of the 

isotropic case. (c) Simulation results of a focused acoustic beam in an effective two-

dimensional anisotropic medium with a corrected phase profile resulting in focusing at 

the desired focal point (d) Experimental replication of (a) with a matching focal point. 

(e) Experimental replication of (b) with a matching focal point. (f) Experimental 

replication of (c) with a matching focal point. 
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array aligns with the x’ axis, the acoustic intensity pattern matches with the desired focal 

point denoted by the blue dot in Fig 4.2d. When the same phase profile is applied to focus 

the acoustic wave on the anisotropic grating, the focal point shifts from the desired location 

to (57.15 mm, 209.55 mm) (Fig. 4.2e). Using the corrected phase profile in Equation 4.2, 

the focal point shifts back to its intended location (Fig. 4.2f). 

The derived phase correction from transformation acoustics is also valid for more 

general cases in which the anisotropic axes are not in line with the speaker array. To 

demonstrate the focusing correction with misalignment, we tilt the transducer array 10 

degrees and focus the acoustic wave to the same focal spot at 9 kHz. The theoretical model 

focuses the acoustic energy at the predetermined location (the blue dot) as illustrated in Fig. 

4.3a. Again, switching the propagation medium to the anisotropic grating displaces the focal 

point to (38.1 mm, 215.65 mm) (Fig. 4.3b), while the corrected phase profile given by 

Equation 4.2 restores the focal point to its proper location in Fig. 4.3c. Experimental 

validation of the off axis anisotropic density is performed with a nearly identical 

experimental setup as the previous case. However, the microphone’s scan area is reduced to 

a 5λ by 6λ rectangular area (indicated by the blue rectangle in Figs. 4.3a-4.3f) to avoid 

collision with the tilted transducer array. The experimental demonstration with propagation 

above the isotropic grating results in a focal point (Fig. 4.3d) in agreeance with the 

theoretical results shown in Fig. 4.3a. Switching the grating surface to the anisotropic 

medium shifts the focal point (Fig. 4.3e), matching the results in Fig. 4.3b, while applying 

the corrected phase profile shifts the focal point back to its intended location (Fig. 4.3f), 

matching Fig. 4.3c. 
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4.3 Correcting self-bending acoustic beams 

To further demonstrate the effectiveness of transformation acoustics correcting 

anisotropic distortions, we restore the curved interference patterns of self-bending acoustic 

beams in anisotropic media. Without loss of generality, the resulted curved pattern of the 

acoustic beam is chosen to be 𝑓(𝑦) =  √𝑟2 − (𝑦 − 𝑟)2,where 𝑟 is the radius of the 

semicircular curve. The corresponding transducer array phase profile derived in [143-147] 

and applied in an isotropic numerical simulation to achieve an acoustic energy intensity 

profile matching the aforementioned equation (Fig. 4.4a). However, using the same phase 

profile on the transducer array in the previously discussed anisotropic medium distorts the 

semicircular interference pattern, resulting in an elliptical intensity profile (Fig. 4.4b). We 

use transformation acoustics to restore the original semicircular pattern (Fig. 4.4c) by 

applying the same coordinate transformation as the focusing case to correct the phase 

gradient. To verify the transformation, we conduct experiments using the previously 

described experimental setup where the transducer array is in line with the x’ axis. For an 

isotropic grating with a semicircular acoustic interference pattern having radius 4λ, the 

acoustic intensity pattern matches the desired trajectory denoted by the blue arc in Fig 4.4d. 

When the same phase profile is applied on the anisotropic grating, the circular trajectory 

distorts to form an elliptical arc (Fig. 4.4e). Using the corrected phase profile, derived in 

section 4.4.2, the beam is restored back to its intended interference pattern (Fig. 4.4f). 
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4.4 Focused and self-bending beam derivations 

4.4.1 Focused beam 

We use transformation acoustics to derive a phase gradient that corrects anisotropic 

distortions for focused acoustic beams in complex media. The transformation maps the 

coordinates (x, y) of the original isotropic medium to the coordinates (x’, y’) of the 

anisotropic medium with 𝑥 = [√𝑟𝜌cos(𝜃)𝑥′ − sin(𝜃)𝑦′] and 𝑦 = [√𝑟𝜌sin(𝜃)𝑥′ + cos(𝜃) 𝑦′], 

where 𝑟𝜌 is the ratio between the anisotropic density in the x’ direction and the isotropic 

density and 𝜃 is the angle between the transducer array and the x’ principle axis of the 

Figure 4.4: Simulation and experiment results for self-bending acoustic beams. (a) 

Simulation results of a self-bending acoustic beam in a two-dimensional isotropic 

medium that matches the desired beam pattern. (b) Simulation results of a self-bending 

acoustic beam in an effective two-dimensional anisotropic medium with the same phase 

profile. Here, the intensity profile shifts from the desired interference pattern. (c) 

Simulation results of a self-bending acoustic beam in an effective two-dimensional 

anisotropic medium with a corrected phase profile. Here, the resulted curved 

interference pattern matches the desired intensity profile in the isotropic case. (d) 

Experimental replication of the simulation in (a) with a matching curved interference 

pattern. (e) Experimental replication of (b) with a matching interference pattern. (f) 

Experimental replication of (c) with a matching interference pattern. 
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anisotropic medium. Substituting this coordinate mapping into the original phase profile that 

achieves focusing in an isotropic medium results in a phase profile that corrects for 

anisotropic distortions and correctly focuses beamformed acoustic waves in anisotropic 

media as, 

𝜙(𝑥′) =  −𝑘0 [(√𝑟𝜌cos(𝜃)𝑥′  − sin(𝜃)𝑦′ − √𝑟𝜌cos(𝜃)𝑓𝑥
′ + sin(𝜃) 𝑓𝑦

′)
2
+

(√𝑟𝜌sin(𝜃)𝑥′ +  cos(𝜃)𝑦′ − √𝑟𝜌sin(𝜃)𝑓𝑥
′ − cos(𝜃) 𝑓𝑦

′)
2
]
1/2

+ 𝑘0(√𝑟𝜌sin(𝜃)𝑓𝑥
′ +

cos(𝜃) 𝑓𝑦
′),           (4.3) 

where 𝑘0 is the isotropic wavenumber, and 𝜙(𝑥′) is the transducer phase in the anisotropic 

medium. Further simplification of this expression leads to the final corrected phase gradient 

in Section 4.2 with the following steps: First, we combine the trigonometric terms in 

equation 4.3 as, 

𝜙(𝑥′) =  −𝑘0 [(√𝑟𝜌cos(𝜃)(𝑥′ − 𝑓𝑥
′) − sin(𝜃)(𝑦′ − 𝑓𝑦

′))
2

+ (√𝑟𝜌sin(𝜃)(𝑥′ − 𝑓𝑥′) +

 cos(𝜃)(𝑦′ − 𝑓𝑦
′)

2
]

1

2
+ 𝑘0(√𝑟𝜌sin(𝜃)𝑓𝑥

′ + cos(𝜃) 𝑓𝑦
′).   (4.4)  

Squaring the terms in equation 4.4 results in the expression, 

𝜙(𝑥′) =  −𝑘0 [𝑟𝜌 cos2(𝜃) (𝑥′ − 𝑓𝑥
′)2 + sin2(𝜃) (𝑦′ − 𝑓𝑦

′)
2
− 2√𝑟𝜌 cos(𝜃) sin(𝜃) (𝑥′ −

𝑓𝑥
′)(𝑦′ − 𝑓𝑦

′)  + 𝑟𝜌 sin2(𝜃) (𝑥′ − 𝑓𝑥
′)2 + cos2(𝜃) (𝑦′ − 𝑓𝑦

′)
2
+ 2√𝑟𝜌 cos(𝜃) sin(𝜃) (𝑥′ −

𝑓𝑥
′)(𝑦′ − 𝑓𝑦

′) ]

1

2
+ 𝑘0(√𝑟𝜌sin(𝜃)𝑓𝑥

′ + cos(𝜃) 𝑓𝑦
′).    (4.5) 
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Trigonometric identities further simplify the argument of the square root to the expression 

shown: 

𝜙(𝑥′) =  −𝑘0√𝑟𝜌(𝑥′ − 𝑓𝑥′)2 + (𝑦′ − 𝑓𝑦′)
2
+ 𝑘0(√𝑟𝜌sin(𝜃)𝑓𝑥

′ + cos(𝜃) 𝑓𝑦
′).    (4.6) 

The final term on the right is further reduced by expressing sine and cosine in terms of the 

prime coordinate system as, 

sin(𝜃) =
𝑦′

√𝑟𝜌𝑥′2+𝑦′2
 ,     (4.7) 

cos(𝜃) =
√𝑟𝜌𝑥′

√𝑟𝜌𝑥′2+𝑦′2
 .     (4.8) 

Plugging in equations (4.7) and (4.8) into equation (4.6) results in the expression, 

𝜙(𝑥′) =  −𝑘0√𝑟𝜌(𝑥′ − 𝑓𝑥′)2 + (𝑦′ − 𝑓𝑦′)
2
+ 𝑘0 (

√𝑟𝜌𝑦′

√𝑟𝜌𝑥′2+𝑦′2
𝑓𝑥

′ +
√𝑟𝜌𝑥′

√𝑟𝜌𝑥′2+𝑦′2
𝑓𝑦

′),     (4.9) 

which further simplifies to the phase gradient in Section 4.2 that corrects focused acoustic 

beams in anisotropic media, 

𝜙(𝑥′) =  −𝑘0 [√𝑟𝜌(𝑥′ − 𝑓𝑥′)2 + (𝑦′ − 𝑓𝑦′)
2
− 

√𝑟𝜌(𝑦′𝑓𝑥
′+𝑥′𝑓𝑦

′)

√𝑟𝜌𝑥′2+𝑦′2
].        (4.10) 

4.4.2 Self-bending beam 

We use transformation acoustics to derive a phase gradient that corrects anisotropic 

distortions on curved intensity profiles in complex media. In contrast to the focused 
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correction, we cannot directly substitute the anisotropic coordinate mapping into the final 

phase gradient to restore the beamformed interference pattern to its desired shape in an 

isotropic medium. Instead, we transform the geometric equations used to derive the phase 

gradient of curved intensity profiles in isotropic media. These equations are given by [143-

147], 

 𝑓′(𝑦0) = − tan(𝜃),     (4.11) 

 𝑥 = 𝑥0 + 𝑦0 tan(𝜃),               (4.12) 

 
𝑑𝜙(𝑥)

𝑑𝑥
= −𝑘0 sin(𝜃),               (4.13) 

where 𝑘0 is the isotropic wavenumber, 𝜃 is the angle between the vertical axis and acoustic 

ray trajectory, 𝜙(𝑥) is the transducer phase along the x axis, and (𝑥0, 𝑦0) is a point on the 

Figure 4.5: Derivation of the self-bending beam correction technique. (a) Geometric 

interpretation of a transducer array outputting a convex, curved acoustic beam 

represented by the red semicircle. The acoustic ray paths, represented by blue lines, are 

outputs from the transducer array along the x axis forming the desired curve with some 

determined phase gradient along the x axis. (b) Close up of the general relationship that 

defines the direction of an acoustic ray outputting from a transducer to its phase change 

along the x axis. (c) Transducers with transformed coordinate locations and the same 

phase output produce acoustic ray trajectories at different angles when compared to their 

untransformed counterparts.  
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curved beam trajectory. Expressions 4.11-4.13 all have simple geometric interpretations 

illustrated in Figs. 4.5a-4.5b. For example, Equation 4.11 is understood as the slope of a 

tangent line at any point (𝑥0, 𝑦0) on the red curve, where as Equation 4.12 simply traces 

the acoustic ray path from a point on the curve (𝑥0, 𝑦0) back to the x axis. The final 

geometric relation, Equation 4.13, correlates the angle of an acoustic ray output from a 

transducer on the x axis to the phase change from that source (Fig. 4.5b). With these 

geometric relations, we determine a phase gradient 𝜙(𝑥) that constructs an acoustic 

intensity profile resulting in a convex trajectory in an isotropic medium.  

To replicate the desired intensity profile in an anisotropic medium, we use 

transformation acoustics to modify the geometric Equations 4.11-4.13 by mapping the 

original isotropic coordinate system (x, y) to the anisotropic coordinate system (x’, y’) with 

𝑦 = 𝑦′ and 𝑥 = √𝑟𝜌𝑥′. Once this mapping transforms the transducer locations along the x 

axis, the angle of the acoustic ray trajectories shifts due to the effective spacing of the 

transducers (Fig. 4.5c). To correct for this angle change, we map the trigonometric terms 

dependent on 𝜃 in the isotropic medium to the trigonometric terms dependent on 𝜃′ in the 

anisotropic medium with tan(𝜃) = √𝑟𝜌tan(𝜃′) and sin(𝜃) = sin(arctan(√𝑟𝜌 tan(𝜃′))). 

These coordinate mappings redefine Equations 4.11-4.13 to represent the same geometric 

relationships in an anisotropic medium, 

 𝑓′(𝑦0
′) = −√𝑟𝜌tan(𝜃′),      (4.14) 

 𝑥′ = 𝑥0
′ + 𝑦0

′ tan(𝜃′),              (4.15) 

  
𝑑𝜙(𝑥′)

𝑑𝑥′
= −√𝑟𝜌𝑘0 sin(arctan(√𝑟𝜌 tan(𝜃′))).                (4.16) 
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With these transformed equations, we derive a phase gradient that constructs a circular 

interference path in an anisotropic medium. To begin this derivation, we define the desired 

intensity profile of the circular interference pattern in an isotropic medium as,  

𝑥2

𝑟𝑥
2 +

(𝑦 −𝑟𝑦)2

𝑟𝑦
2  = 1,     (4.17) 

where 𝑟𝑥 and 𝑟𝑦 are the radii of the curve in the x axis and y axis directions respectively. In 

addition to transforming the coordinate axes, we transform these radii terms by mapping  

𝑟𝑥 = √𝑟𝜌𝑟′ and 𝑟𝑦 = 𝑟′. Substituting these transformations into Equation 4.17 results in the 

intensity profile we achieve in the anisotropic medium, 

   
𝑥′2

𝑟′2
+

(𝑦′ −𝑟𝑦
′)2

𝑟′2
 = 1.     (4.18) 

Solving Equation 4.18 for x’ yields, 

𝑥′ =  √𝑟′2 − (𝑦′ − 𝑟′)2.      (4.19) 

This equation is satisfied for any point along this curve as, 

𝑥0
′ =  √𝑟′2 − (𝑦0

′ − 𝑟′)2,    (4.20) 

which is used to relate back to our governing geometric equations. Taking the derivative of 

Equation 4.20 and inputting this relation into Equation 4.14 yields, 

−
 (𝑦0

′−𝑟′)

√𝑟′2−(𝑦0
′−𝑟′)

2
= −√𝑟𝜌 tan(𝜃′),     (4.21) 

where 𝑦0
′  is solved for as, 
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𝑦0
′ = 𝑟′(

√𝑟𝜌 tan(𝜃′)

√1+𝑟𝜌 tan2(𝜃′)
+ 1).       (4.22) 

Inputting 4.22 into 4.20 gives an expression for 𝑥0
′  as, 

𝑥0
′ = 𝑟′√

1

1+𝑟𝜌 tan2(𝜃′)
.               (4.23) 

Now that we have expressions for 𝑥0
′  and 𝑦0

′ , we express Equation 4.15 in terms of 𝜃′ as, 

𝑥′ = 𝑟′√
1

1+𝑟𝜌 tan2(𝜃′)
+ 𝑟′(

√𝑟𝜌 tan(𝜃′)

√1+𝑟𝜌 tan2(𝜃′)
+ 1) tan(𝜃′).  (4.24) 

Equation 4.24 is now used to derive the phase relation along the x’ axis with Equation 4.16. 

Expressing Equation 4.16 in terms of 𝜃′ yields, 

𝑑𝜙(𝜃′)

𝑑𝜃′

𝑑𝜃′

𝑑𝑥′ = −√𝑟𝜌𝑘0 sin(arctan(√𝑟𝜌 tan(𝜃′))),     (4.25) 

which is used to determine the relative transducer phase delay along the x’ axis. 

    𝜙(𝜃′)𝑎 − 𝜙(𝜃′)𝑏 = ∫ −√𝑟𝜌𝑘0sin(arctan(√𝑟𝜌 tan(𝜃′))) 
𝑑𝑥′

𝑑𝜃′ 𝑑𝜃′
𝜃𝑏

′

𝜃𝑎
′

   (4.26) 

Equation 4.26 gives the relative phase difference between transducers to reconstruct the 

desired self-bending beam defined in Equation 4.18. With known transducer coordinates 

along the x’ axis, we determine the 𝜃 values of the self-bending beam to numerically solve 

Equation 4.26 and yield the final transducer phase gradient that beamforms the desired 

acoustic intensity profile. 
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4.5 High anisotropy, grating dispersion, and full-wave simulations 

4.5.1 High anisotropy 

We further test the validity of the corrected phase gradient by restoring the curved 

interference pattern of self-bending beams in anisotropic media with significantly higher 

density ratios compared to Sections 4.2 and 4.3. Since the following study is purely 

numerical, we idealize the simulations with a larger transducer array that spans 10𝜆 

comprised of 1200 acoustic sources. Once again, the desired path of the acoustic beam 

propagates along a semicircular arc with radius 4𝜆 defined by the function, 𝑓(𝑦) =

 √𝑟2 − (𝑦 − 𝑟)2. The corresponding transducer phase gradient determined by Equation 

4.26 for an isotropic medium is applied to achieve an acoustic energy intensity profile 

matching the desired interference pattern denoted by the blue arc in Fig. 4.6a. However, 

using the same phase gradient on the transducer array in an anisotropic medium with an 

effective density 2 times greater in x than y severely distorts the interference pattern, 

resulting in an elliptical intensity profile following the dashed blue arc in Fig. 4.6b. To 

correct for this distortion, we consider the anisotropy of the medium and calculate a 

corrected phase gradient with Equation 4.26 to restore the original semicircular 

interference pattern. Applying the corrected phase gradient with the aforementioned 

anisotropic density ratio restores the circular interference pattern, as illustrated by Fig. 4.6c. 

To further demonstrate the effectiveness of the correction technique, the same study is 

repeated for an anisotropic medium with an effective density ratio 4 times greater in x than 

y. Once again, the previously determined isotropic phase gradient is applied in an isotropic 

medium to achieve an acoustic energy intensity profile that matches the desired 
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interference pattern (Fig. 4.6d). For the aforementioned anisotropic medium with an 

effective density 4 times greater in the x than y, using the same phase gradient results in an 

extremely distorted intensity profile with an elliptical trajectory illustrated by the dashed 

blue arc in Fig. 4.6e. After considering the anisotropy of the medium, we calculate the 

corrected phase gradient with Equation 4.26 to restore the original interference pattern. 

Figure 4.6: Correcting self-bending beams that propagate in highly anisotropic media. 

(a) Simulation results of a self-bending acoustic beam in a two-dimensional isotropic 

medium that matches the desired beam pattern. (b) Simulation results of a self-bending 

acoustic beam in a medium with an effective density two times greater in the x axis than 

the y axis. Here, we use the same phase profile as the previous isotropic case with a 

beam path shifted drastically from the desired interference pattern. (c) Simulation 

results of a self-bending acoustic beam in an effective two-dimensional anisotropic 

medium with a corrected phase profile. Here, the beam interference pattern matches the 

desired curve in the isotropic case. (d) Simulation results of a self-bending acoustic 

beam in a two-dimensional isotropic medium that follows the desired beam path. (e) 

Simulation results of a self-bending acoustic beam in a medium with an effective 

density four times greater in the x axis than the y axis. Here, we use the same phase 

profile as the previous isotropic case with a beam path shifted drastically from the 

desired interference pattern. (f) Simulation results of a self-bending acoustic beam in an 

effective two-dimensional anisotropic medium with a corrected phase profile. Here, 

the beam interference pattern matches the desired curve in the isotropic case. 
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Applying the corrected phase gradient restores the circular interference pattern as 

illustrated by Fig. 4.6f. These numerical examples demonstrate the robustness of our 

transformation acoustics based correction technique to restore the distorted intensity 

profiles of self-bending acoustic beams in anisotropic media. 

4.5.2 Grating dispersion 

The one-dimensional dispersion relation with a dependency on grating fin height 

allows us to design an effective anisotropic medium using two different fin heights in the 

x and y directions. The one-dimensional dispersion relation is given by [142], 

𝑘 = 𝑘0√1 +
𝑤2

𝑝2 tan2(𝑘0𝑇) ,     (S.25) 

where 𝑘 is the spoof surface acoustic wave (SSAW) wavenumber, 𝑤 is the spacing between 

grating fins, 𝑝 is the grating periodicity, and 𝑇 is the grating fin height. To illustrate how 

the fin height impacts the surface wave propagation, we keep the grating parameters 𝑤 and 

𝑝 to be constant, at 4.76 mm and 6.35 mm respectively. We plot the dispersion curves of 

these one-dimensional gratings with a 4 mm fin height and a 6.2 mm fin heights in Fig. 

4.7a. The subsequent results are compared to the linear dispersion relation of air at audible 

frequencies (Fig. 4.7a). As illustrated in the plot, the difference in the SSAW wavenumbers 

for the two fin heights increases with frequency. This wavenumber discrepancy has a direct 

impact on the SSAW wavelength and effective sound speed across the grating. From 

relations of linear acoustics, we can equate any discrepancy in the sound speed or 

wavelength to a difference in the effective density of the gratings with 𝑐𝑥 = 𝑐/√𝑟𝜌 (where 

𝑐 and 𝑐𝑥 are the sound speeds in the isotropic medium and along the x’ axis in the 
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anisotropic medium, respectively). For a selected frequency of 9 kHz, we calculate the 

effective grating density with the dispersion relation in Fig. 4.7a to be 1.84 times larger 

when a source is propagating perpendicular to the 6.2 mm fins compared to the 4 mm fins. 

Therefore, if we design a two-dimensional grating with a 4 mm fin height perpendicular to 

the y axis and 6.2 mm fin height perpendicular to the x axis, we have an effective 

anisotropic surface with a density 1.84 times larger in the x than y. However, upon 

fabrication of the design, we place a single point source directly above the grating and 

output a 9 kHz acoustic wave to measure the resulted pressure field and observe an 

effective density ratio of 1.35 (Fig. 4.7b). While there seems to be a rather large 

discrepancy in the theoretical and experimental effective density ratio, a more accurate 

comparison of results is through the direct measurement of the effective wavelength. Using 

the dispersion relation and the selected grating fin heights, we calculate an effective 

wavelength ratio 1.35 times larger in y than x at 9 kHz and measure an average effective 

wavelength ratio of 1.16. Here, the difference in the theory and experiment is 14.0%, which 

Figure 4.7: Selected grating dispersion with experimental validation. (a) Dispersion 

curves of SSAWs propagating across grating structures with a 4 mm fin height (blue) 

and 6.2 mm fin height (red) compared to the dispersion relation of air at audible 

frequencies (black). (b) Measured pressure field of an acoustic point source positioned 

directly on top of an effective two-dimensional anisotropic surface.  
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is a reasonable experimental error. For this transformation acoustics-based correction 

method, we use the experimentally determined density ratio of 1.35 in Sections 4.2 and 4.3 

and find good agreement between the theory and experiment. 

4.5.3 Full-wave simulations with and without viscothermal loss 

We study how the viscothermal loss of the two-dimensional grating structures 

impacts the beamforming capabilities of SSAWs across the grating surface. For certain 

grating designs that support surface acoustic waves, viscothermal losses have a significant 

impact on the acoustic energy propagation across the surface [142]. To see if any unwanted 

lossy effects occur on our grating design, we perform full-wave simulations of a focused 

acoustic beam with a focal point 100 mm to the right of the center of the transducer array 

and evaluate its focusing performance. When considering the viscothermal loss of the 

Figure 4.8: Simulations that consider viscothermal loss. (a) Full-wave simulation 

considering viscothermal loss results of a focused acoustic beam in a two-dimensional 

isotropic medium that focuses 100 mm to the right of the center of the transducer array. 

(b) Full-wave simulation of a of a focused acoustic beam across a lossless two-

dimensional isotropic grating focusing 100 mm to the right of the center of the 

transducer array. 
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grating, we note a rather large reduction in the acoustic intensity that propagates across the 

grating surface. However, the resulted focusing matches the desired focal point denoted by 

the blue dot in Fig. 4.8a without any apparent energy loss as the beamformed wave 

propagates across the grating surface. Without considering the viscothermal loss of the 

grating, the same focal point is achieved with a noticeably higher acoustic intensity (Fig. 

4.8b). These results demonstrate that the viscothermal loss of the grating primarily impacts 

the acoustic energy coupling to the grating without altering the location of the focal point. 

Therefore, the viscothermal loss from our grating design does not impact the beamforming 

of the acoustic signal for the purposes of our study. In addition to the numerical simulations 

provided in the previous sections, we performed full-wave simulations of the focused and 

self-bending beams to further verify our transformation acoustics-based correction method. 

Figure 4.9: Simulation of an arbitrarily focused acoustic beam. (a) Full-wave simulation 

results of a focused acoustic beam in a two-dimensional isotropic medium that focuses 

70 mm to the right and 150 mm above the center of the transducer array. (b) Full-wave 

simulation results of a focused acoustic beam in an effective two-dimensional 

anisotropic medium with the same phase profile as (a). Here, the resulted focal point 

shifts from the desired location due to the anisotropic effects of the medium. (c) Full-

wave simulation results of a focused acoustic beam in an effective two-dimensional 

anisotropic medium with a corrected phase profile. Here, the focal point matches the 

desired focal point in (a). 
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Figure 4.10: Simulation of an arbitrarily focused acoustic beam with a tilted source. (a) 

Full-wave simulation results of a focused acoustic beam in a two-dimensional isotropic 

medium that achieves the desired focal point with a ten-degree tilt. (b) Full-wave 

simulation results of a focused acoustic beam in an effective two-dimensional 

anisotropic medium with the same phase profile and tilt as the previous isotropic case. 

Here, the focal point of the phase profile shifts from the desired location that the 

isotropic case achieves. (c) Full-wave simulation results of a focused acoustic beam in 

an effective two-dimensional anisotropic medium with a corrected phase profile. Here, 

the focal point matches the desired focal point in the isotropic case. 
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Figure 4.11: Simulation of a self-bending acoustic beam. (a) Full-wave simulation 

results of a self-bending acoustic beam in a two-dimensional isotropic medium that 

matches the desired beam pattern. (b) Full-wave simulation results of a self-bending 

acoustic beam in an effective two-dimensional anisotropic medium with the same phase 

profile as the previous isotropic case. Here, the interference pattern resulted from the 

phase profile shifts from the desired curve. (c) Simulation results of a self-bending 

acoustic beam in an effective two-dimensional anisotropic medium with a corrected 

phase profile. Here, the beam interference pattern matches the desired curve in the 

isotropic case. 
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CHAPTER 5 

CONCLUSIONS 

5.1 Non-Hermitian complementary acoustic metamaterials 

In conclusion, we have obtained the values of the material parameters needed for the 

NHCMM to compensate a lossy skull barrier. The density and sound speed of the NHCMM 

are the direct opposite of those of the skull, which suppress the impedance mismatch of the 

skull barrier. The opposite imaginary parts of the material parameters indicate the use of 

an active gain element which compensates for the energy loss through the skull. The 

ultrasonic imaging of a brain tumor and the focusing through the complemented skull 

demonstrate an effective performance of the NHCMM. This NHCMM sets the foundation 

for noninvasive ultrasonic brain imaging and neuron disease treatments that require high 

frequency ultrasound. Additionally, we evaluated the performance of NHCMMs for 

imaging through the skull with near realistic conditions by modeling cases where the skull 

exhibited curving, sloping, and interior surface aberrations. In all cases, the acoustic 

pressure field revealed the presence of a tumor when NHCMMs with material parameters 

calibrated to each unique skull condition were applied to the skull surfaces, as determined 

by both qualitative observations as well as calculating the contrast to noise ratio of the 

pressure signal. In contrast, ultrasound imaging through the skull with no NHCMM present 

or with an improperly designed NHCMM, one that was not tailored to match the skull 

profile, failed to resolve the tumor regardless of the skull shape. Thus, tunable NHCMMs 

are shown to be a functional and novel tool for diagnostic ultrasound imaging and can be 

applied to detect tumor presence for any skull geometry.  
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Our future work aims to use a NHCMM comprised of active feedback loop circuits 

embedded in hydrogel to improve the acoustic transmission through a human skull sample 

in an experiment. This procedure begins with determining the density and sound speed of 

a human skull sample by measuring its acoustic reflection and transmission in a 

transmission line. The transmission line is comprised of a collimated ultrasound transducer 

and two calibrated needle hydrophones on both sides of the skull that send and receive 

ultrasound pulses, respectively. The collimated transducer sends an acoustic pulse towards 

the skull and the hydrophones to record the resulting reflection and transmission. The 

reflection and transmission coefficients are used to calculate the material properties of the 

skull with the parameter retrieval method in [56].  We can compare these experimental 

results with the reflection and transmission coefficients in the previous finite element 

simulations. Once the skull parameters are calculated, we finalize the unit cell design and 

determine the efficiency terms of the sending and sensing piezo elements within the 

metamaterial. 

With the passive reflection and transmission coefficients and the efficiency terms, 

we calculate the gain values that realize the negative effective properties of the skull. 

However, due to potential errors in the experiment, we do not necessarily expect the 

calculated gain values to realize the exact negative effective density and bulk modulus of 

the skull. Instead, we optimize the NHCMM performance by varying the phase and 

amplitudes of 𝐺1 and 𝐺2 near their calculated values to maximize the acoustic transmission 

and minimize the acoustic reflection. While this one-dimensional experimental proof of 

concept is an achievement on its own, a two-dimensional unit cell array must be fabricated 

to realize non-invasive imaging through the skull. This array requires microfabrication to 
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achieve a reasonable imaging resolution, as the final resolution depends on the size of the 

metamaterial unit cell. Transitioning this work from a one-dimensional proof of concept to 

a functioning two-dimensional material requires several non-trivial steps and additional 

considerations not discussed in this work. These considerations include overheating the 

skull, powering multiple unit cells simultaneously, independently controlling the active 

metamaterial outputs of each unit cell, designing a reliable microfabrication technique, and 

other unforeseen complications that occur during experiments. While the final goal of this 

work may be difficult to achieve, the ultimate outcome would have a significant impact on 

the biomedical community, as a multitude of potential applications could stem from this 

metamaterials-based approach to transmit ultrasound energy through the skull. 

5.2 Willis coupling    

In conclusion, we demonstrate a systematic approach to realize an arbitrarily given 

bianisotropic polarizability by a designed acoustic grating. This is achieved by optimizing 

the geometry of the grating element to realize maximum scattering efficiency and 

confirming the asymmetric wave scattering of the desired bianisotropic properties in the 

reciprocal space through spatial Fourier analysis. The resulted parity symmetry violation 

of the acoustic wave propagation indicates the necessity of inversion symmetry breaking 

for the realization of the bianisotropic properties. The experimentally measured acoustic 

wave interactions with the designed bianisotropic grating match the desired scattering 

patterns of the given polarizability tensor. Our method paves the road for systematic 

realization of bianisotropic properties and asymmetric wave propagation with unitary 

efficiency, which is important for one-way acoustic filtering, sensing, and lensing. 
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The active metamaterial with Willis coupling dramatically increases the accessible 

range of the effective density and bulk modulus by at least two orders of magnitude as 

compared to the accessibility of their non-Willis counterpart. In the most extreme cases, 

the complex effective density and bulk modulus for active metamaterials with Willis 

coupling extend the parameter range beyond the non-Willis case by three orders of 

magnitude. Similar range expansion is observed in the complex acoustic impedance. The 

parameter range expansion is dominated by the imaginary part of the asymmetry 

coefficient of the Willis coupling. The development of active metamaterials with extreme 

material parameters via Willis coupling will enable improved control over acoustic 

propagation and will yield valuable advancements in biomedical imaging, noise control, 

and invisibility cloaking technology. 

5.3 Transformation Acoustics 

We use transformation acoustics to modify phase profiles for arbitrarily focused and 

self-bending acoustic beams to correct for the distortive effects resulted from anisotropy. 

Experimental verifications are performed using two-dimensional grating structures that 

support SSAWs with density anisotropy in the x and y directions. This transformation 

acoustics enabled beamforming is crucial for biomedical ultrasound applications, such as 

HIFU, acoustic tweezers for non-invasive surgeries, cell trapping, and cell sorting. 
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