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SUMMARY

Runway overrun is one of the most frequently occurring flight accident types threaten-

ing the safety of aviation. Sensors have been improved with recent technological advance-

ments and allow data collection during flights. The recorded data helps to better identify

the characteristics of runway overruns. The improved technological capabilities and the

growing air traffic led to increased momentum for reducing flight risk using artificial in-

telligence. Discussions on incorporating artificial intelligence to enhance flight safety are

timely and critical. Using artificial intelligence, we may be able to develop the tools we

need to better identify runway overrun risk and increase awareness of runway overruns.

This work seeks to increase attitude, skill, and knowledge (ASK) of runway overrun risks

by predicting the flight states near touchdown and simulating the flight exposed to runway

overrun precursors.

To achieve this, the methodology develops a prediction model and a simulation model.

During the flight training process, the prediction model is used in flight to identify potential

risks and the simulation model is used post-flight to review the flight behavior. The predic-

tion model identifies potential risks by predicting flight parameters that best characterize

the landing performance during the final approach phase. The predicted flight parameters

are used to alert the pilots for any runway overrun precursors that may pose a threat. The

predictions and alerts are made when thresholds of various flight parameters are exceeded.

The flight simulation model simulates the final approach trajectory with an emphasis on

capturing the effect wind has on the aircraft. The focus is on the wind since the wind is

a relatively significant factor during the final approach; typically, the aircraft is stabilized

during the final approach. The flight simulation is used to quickly assess the differences

between fight patterns that have triggered overrun precursors and normal flights with no

abnormalities. The differences are crucial in learning how to mitigate adverse flight condi-

tions. Both of the models are created with neural network models. The main challenges of
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developing a neural network model are the unique assignment of each model design space

and the size of a model design space. A model design space is unique to each problem and

cannot accommodate multiple problems. A model design space can also be significantly

large depending on the depth of the model. Therefore, a hyperparameter optimization algo-

rithm is investigated and used to design the data and model structures to best characterize

the aircraft behavior during the final approach.

A series of experiments are performed to observe how the model accuracy change with

different data pre-processing methods for the prediction model and different neural network

models for the simulation model. The data pre-processing methods include indexing the

data by different frequencies, by different window sizes, and data clustering. The neural

network models include simple Recurrent Neural Networks, Gated Recurrent Units, Long

Short Term Memory, and Neural Network Autoregressive with Exogenous Input. Another

series of experiments are performed to evaluate the robustness of these models to adverse

wind and flare. This is because different wind conditions and flares represent controls that

the models need to map to the predicted flight states. The most robust models are then

used to identify significant features for the prediction model and the feasible control space

for the simulation model. The outcomes of the most robust models are also mapped to

the required landing distance metric so that the results of the prediction and simulation

are easily read. Then, the methodology is demonstrated with a sample flight exposed to

an overrun precursor, and high approach speed, to show how the models can potentially

increase attitude, skill, and knowledge of runway overrun risk.

The main contribution of this work is on evaluating the accuracy and robustness of pre-

diction and simulation models trained using Flight Operational Quality Assurance (FOQA)

data. Unlike many studies that focused on optimizing the model structures to create the two

models, this work optimized both data and model structures to ensure that the data well

capture the dynamics of the aircraft it represents. To achieve this, this work introduced a

hybrid genetic algorithm that combines the benefits of conventional and quantum-inspired
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genetic algorithms to quickly converge to an optimal configuration while exploring the de-

sign space. With the optimized model, this work identified the data features, from the final

approach, with a higher contribution to predicting airspeed, vertical speed, and pitch angle

near touchdown. The top contributing features are altitude, angle of attack, core rpm, and

air speeds. For both the prediction and the simulation models, this study goes through the

impact of various data preprocessing methods on the accuracy of the two models. The re-

sults may help future studies identify the right data preprocessing methods for their work.

Another contribution from this work is on evaluating how flight control and wind affect

both the prediction and the simulation models. This is achieved by mapping the model

accuracy at various levels of control surface deflection, wind speeds, and wind direction

change. The results saw fairly consistent prediction and simulation accuracy at differ-

ent levels of control surface deflection and wind conditions. This showed that the neural

network-based models are effective in creating robust prediction and simulation models of

aircraft during the final approach. The results also showed that data frequency has a signif-

icant impact on the prediction and simulation accuracy so it is important to have sufficient

data to train the models in the condition that the models will be used. The final contribution

of this work is on demonstrating how the prediction and the simulation models can be used

to increase awareness of runway overrun.
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CHAPTER 1

MOTIVATION

The aviation industry has faced a steady increase in air traffic volume worldwide until

2019. In 2020, the total number of air passengers decreased by 60% after the coronavirus

(COVID-19) struck the world. The International Civil Aviation Organization (ICAO) an-

ticipates between 1.2% to 3.6% compound annual growth rate of revenue passenger kilo-

meters between 2018 and 2028 [1]. This is below the 4.2% compound annual growth rate

anticipated before COVID. Despite the dampened air passenger traffic, the air freight traffic

demand remains strong with a relatively insignificant 6.2% decrease in October 2020, from

2019 [2], and an 8.1% increase in February 2022 [3].

The accident rate remains unchanged, unlike the number of flights, at about 1 accident

per million for 2019 and 2021, for aircraft with maximum takeoff weight over 12600 lbm

[4], as shown in Figure 1.1. The distribution of flight accidents by type, as shown in Fig-

ure 1.2, shows that runway excursion is the accident type that occurs most frequently. A

description of the abbreviations used in the Figure 1.2 is shown in Table 1.1. As indicated,

runway excursion contributes to 25 percent of all accidents [4]. The fatal accident distribu-

tion, as shown in Figure 1.2, shows that runway excursion contributes close to 20 percent of

all fatal accident flights. A fatal accident is defined as any accident that resulted in at least

one fatality or an injury leading to death. The frequency and fatality of runway excursions

make it one of the most frequently investigated accidents to reduce flight risk.

The Economic impact of runway excursions is also significant. For flights between

the years 1985 and 2010, Airbus-Willis estimated the cost due to hull loss from landing

excursion is $5,429 MUSD [5]. This is nearly double the cost of accidents that occurred

during the approach phase ($2,937 MUSD), which is the second highest in cost due to hull

loss. Including liability, the cost due to the landing excursion is estimated at $6,562 MUSD.
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Figure 1.1: Number of flight accidents and accident rates from 2017 to 2021 for both
turbojet and turboprop aircraft with maximum takeoff weight over 12600 lbm [4].

Figure 1.2: All flight accident (blue) and fatal flight accident (orange) distribution from
year 2017 to 2021 for both turbojet and turboprop aircraft with maximum takeoff weight
over 12600 lbm [4].

This is over 39 percent of the total cost ($16,542 MUSD) due to flight accidents at landing

between 1985 and 2010. In addition, the costs from hull loss have been trending upward

since 1985 and will continue to rise without a change that will shift the trend. Therefore,
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Table 1.1: Accident Type Abbreviations

Abbreviation Accident Type
RWY/TWY EXC Runway/Taxiway Excursion

G UP LDG/CLPSE Gear-Up Landing/Gear Collapse
IN-F Damage In-Flight Damage
HARD LDG Hard Landing

GND DAMAGE Ground Damage
TAILSTRIKE Tail Strike

LOC-I Loss of Control - In-Flight
UNDERSHOOT Undershoot

RWY COLL Runway Collision
OTHER Other End State

CFIT Control Flight into Terrain
OFF AIRP LDG Off-Airport landing
MID-AR COLL Mid-Air Collision

the need to evaluate runway excursions and reduce flight risk is evident.

Typical causes for runway excursions are crosswind, contaminated runway, pilot be-

havior, and more. As shown in Figure 1.2, runway excursion is the dominant category for

runway accidents. In total, 58 runway excursions occurred between 2017 and 2021 and

resulted in 79 fatalities [4]. This compares to the 31 gear-up landings, the second most

frequent accident, that occurred with no fatalities. The corresponding accident rates for

excursion and gear-up landings are 0.32 and 0.17 per million flights.

Runway excursions can further divide between accidents that occur during takeoff and

landing. The distribution of runway excursions from flights between 2016 and 2021 [4]

shows that the ratio of landing and takeoff excursions is close to 5 to 1. This indicates that

runway excursions during landing are of a bigger concern. Runway excursions can also

divide between veer-offs and overruns. At the takeoff phase, the percent contribution to

runway excursion by veer off and overrun is 37 and 63 percent. At the landing phase, the

percent contribution to runway excursion by veer off and overrun is 53 and 47 percent [6].

These accident data suggest that runway veer-offs and overruns during landing are both

dominant categories of runway accidents. However, studies identified flight behaviors in

the final approach, such as the altitude at threshold crossing and touchdown speed, to have

a strong correlation to runway overruns [7]. This makes overrun predictable and train-

able through final approach simulations. These observations indicate a need to investigate
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methods for reducing runway overruns during landing.

Runway overrun accidents were surveyed to identify the factors that need to be ad-

dressed to runway overrun. A runway overrun accident occurred on 2005 December 8th

in Chicago Midway International Airport [8]. B737 aircraft with 103 occupants ran off

the departure end of the runway. The aircraft rolled onto an adjacent runway and struck

an automobile. A child in that automobile was killed and over 18 people in the aircraft

were injured in the accident. Another runway overrun accident occurred on 1999 June 1st

in Little Rock National Airport [9]. An MD82 aircraft overran runway 4R. During this

accident, 10 passengers were killed and 105 passengers received injuries. The accident at

LaGuardia airport on 2015 March 5th is another example of a runway overrun [10]. Na-

tional Transport Safety Board (NTSB) analysis on these three accidents shows that multiple

contributing factors lead to these accidents. The factors include, and are not limited to, in-

appropriate application of braking devices, poor weather, and runway contamination. Not

a single factor was the sole dominating cause of the accident. This finding shows all of the

contributing factors need to be addressed together to effectively reduce overrun accidents.

Multiple organizations are actively reducing multiple factors contributing to runway

accidents. Organizations include aerodrome operators, air navigation service providers,

aircraft operators, aircraft manufacturers, regulators, and R&D. Key principles addressed

by these organizations for reducing runway accidents include safety assurance, safety risk

management, safety policy, and safety promotion [11]. The safety assurance principle is

focused on identifying the data monitoring and analysis methods to characterize flight acci-

dents and identify risks. A program designed around this principle is the Flight Operational

Quality Assurance (FOQA) program [12]. The objective of this program is to collect and

analyze aggregate flight data so that regulators, aircraft operators, and aircraft manufactur-

ers can identify and reduce risk. The objective of the safety risk management principle is

to develop plans and technology to reduce flight risks. This is realized by efforts such as

the application of Engineered Material Arresting System (EMAS). EMAS was developed
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to stop aircraft that overrun the runway. The safety policy principle is concentrated on es-

tablishing and maintaining policies to ensure adequate measures are taken to reduce flight

risk. Lastly, the safety promotion principle is focused on educating the aviation industry to

promote best practices and reduce flight risk.

Efforts are made based on the four principles to reduce flight risk. The effectiveness

of these efforts was difficult to measure without a metric that quantifies the risk level of a

flight. So Runway Safety Metric (RSM) like tools are developed with an effort to monitor

the safety performance near runway environment [13]. The RSM assumes fatal injury as the

worst outcome and assigns weight to flights based on their ”proximity” to a fatal accident.

Investigation on the risk of commercial and noncommercial flights, based on RSM, shows

that the flight risk was reduced for commercial flights but increased for noncommercial

flights between 2009 to 2014. The difference in risk trends indicates that commercial and

noncommercial operations should be considered independently. As discussed, Metrics such

as RSM are capable of characterizing global trends in flight safety. RSM like tools may be

developed to further analyze the weak spots in the runway overrun.

More direct efforts are made by aerodrome operators to reduce flight risk through pro-

grams such as; EMAS, Airport Surface Detection Equipment model X (ASDE-X), Air-

port Taxiway Arrival Prediction (ATAP) enhancements, and installment of RunWay Status

Lights (RWSL) [11]. These efforts reduce the severity of accidents by increasing pilots’

awareness, in flight, of external factors, and current flight conditions. Currently, at the na-

tional level, these technology solutions are targeted toward 475 towered airports without

surface surveillance systems. The case for installing EMAS at 115 runway ends and in-

stallment of RWSL at 20 airports nationwide are some outcomes. Combined efforts from

regulators and aerodrome operators to reduce runway risk include the Runway Incursion

Mitigation (RIM) program. This program modifies the taxiway design to reduce runway

accidents. In one case the runway incursion reduced from 15 (between the years 2008 and

2014) to 0 before and after implementing the RIM program.
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Aircraft manufacturers are also making efforts that directly address the issues with run-

way accidents. Runway Overrun Awareness and Alerting System (ROAAS) [14] is a tool

developed by Honeywell and Gulfstream to reduce overrun risk. Factors leading to the

development of ROAAS include the lack of awareness of energy state, current autobrake

setting, braking capabilities in actual runways, and approached runway length. ROAAS

improve flight safety through a two-step process. While the aircraft is in the air, ROAAS

computes a model landing distance based on runway data, aircraft height relative to the

glide slope, and aircraft ground speed. While the aircraft is on the ground, various braking

device usage is considered to estimate the landing distance. When the required landing dis-

tance is beyond the available runway, the pilot is alerted of this condition. A ROAAS like

system developed by Airbus is called Runway Overrun Prevention System (ROPS) [15]. A

ROAAS like system currently in development by Boeing is called Runway Awareness and

Advisory System (RAAS) [16]. The ability of these systems to predict landing distance

during multiple phases of flight allows the pilots to get a real-time evaluation of landing

distance and predictive measure of the landing performance.

Efforts introduced so far are proven to be effective based on accident data shown in

Figure 1.3. The accident rate distribution from the year 2011 to 2020 by IATA also shows

a decrease in accident rate and hull loss [4]. These two accident data also show that the

accident rate is leveling off and a change in how accidents are handled is required to further

improve flight safety. The Global Action Plan for the Prevention of Runway Excursions

(GAPPRE) [17] is developed by 40 different international organizations to set a list of

recommendations to improve runway excursion. These recommendations are made based

on representing industry best practices, for aerodrome operators, air navigation service

providers, aircraft operators, aircraft manufacturers, regulators, and R&D organizations.

As shown in Table 1.2, there are frequent mentions in the GAPPRE to increase the aware-

ness of the flight condition and energy states to reduce overruns. ROAAS like tools are

frequently mentioned as a potential tool to realize this goal. In the review of this work
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Figure 1.3: Yearly fatal accident rate per million flights [18].

Table 1.2: GAPPRE recommendations on the need for an awareness tool for monitoring
flight condition

REF Recommendation Implementation Date

R&D1
Investigate awareness and alerting system for

End of 2030
significant lateral deviation during final stages of landing

R&D7 Develop functions that provide flight path and energy information End of 2030

MAN4
Develop a system to easily and reliably calculate

End of 2025
landing distances for normal and non normal conditions

MAN12 Make available systems that provide flight path and energy state awareness End of 2027
OPS4 Incorporate appropriate technical solutions to reduce runway excursion risks End of 2027

OPS29 Foster a culture that stimulates safe behavior Ongoing

and other relevant research, the methodology to improve flight conditions and energy state

awareness is important for reducing runway overrun. These tools currently rely on human

inputs and limited flight parameters to determine the aircraft landing performance metrics.

They are ill-suited for rating flight conditions in a holistic manner to account for overrun

precursors that are triggered early on in the final approach. Also, these tools are designed

to reduce the severity of potential accidents during flight. They do not provide pilots feed-

back on the flight behavior post-flight. A methodology that may potentially reduce runway

overruns by closing these gaps is proposed in this study. The goal that summarizes the

research objective for the proposed is as below.
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Research Objective

Develop a methodology that increases pilots’ awareness of the risk of runway overrun
by predicting and simulating flight states that define a stable approach

The following chapters of this document discuss the following:

• Chapter 2 presents a review of relevant background to characterize the runway over-

run accidents and improve flight safety

• Chapter 3 presents the problem formulation in terms of gaps found in chapter 2 and

proposes methods to close the gaps

• Chapter 4 presents the overall framework of the proposed methodology that increase

awareness to risk through prediction and simulation

• Chapter 5 proposes a hyperparameter optimization framework to optimize the models

used to close the gaps found in chapter 2

• Chapter 6 discusses the process of developing the prediction model

• Chapter 7 discusses the process of developing the simulation model

• Chapter 8 demonstrates the potential of the proposed methodology for increasing

awareness of runway overrun risks

• Chapter 9 presents concluding remarks on the proposed methodology
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CHAPTER 2

BACKGROUND AND LITERATURE

Flight safety and accident mitigation require efforts from all aspects of aviation. An im-

portant aspect of aviation for accident mitigation is to increase the pilots’ awareness of ac-

cident precursors so that they can avoid risks. A concept at the foundation of pilot training

is the Attitude Skill and Knowledge (ASK) triangle. The attitude skill knowledge related

to evidence-based training is a concept used in a wide range of industries. [19, 20, 21].

The idea behind ASK for pilot training is that you can ”survive” if you are well equipped

with two of the three aspects. For example, a pilot may have poor landing skills during

crosswind. However, the pilot can ”survive” by knowing that it is against guidance to land

at the high crosswind and having the right attitude to avoid threats through go around. So it

is important to train the pilots in all three aspects of ASK and maintain a balance between

the three.

The goal of this study is to support the pilots in these three aspects of training to mitigate

runway overruns. To do so pilots need to be given enough but not too much information to

have a good attitude when facing runway overrun. Pilots also need to be given the oppor-

tunity to learn and practice from historical flights to have good knowledge and skill against

conditions that have led to runway overrun. If so, what leads to runway overrun? Flight

accidents, in general, are frequently characterized by flight precursors based on threshold

exceedance of one or few flight metrics [12]. The occurrence of a precursor does not guar-

antee an accident, but precursors are strong indicators of an accident occurring. NTSB

analysis of flight accidents shows that a typical accident results from multiple compound-

ing precursors. For example, NTSB identified the following precursors as probable causes

for the accident at Chicago Midway on December 8, 2005 [8]: tailwind over 5 knots, run-

way operational uncertainties, and proper application of braking devices. Other factors that
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contributed to the accident were: a lack of clear guidance on landing distance calculation

procedures and a lack of knowledge of the assumptions used in an onboard computer that

is critical for the pilot’s decision-making. These indicate the lack of training in all three

aspects of ASK and an enhancement in the training program is needed. Another accident

analyzed by NTSB is the accident at Little Rock, Arkansas on June 1, 1999. [9]. Precursors

that contributed to the accident were: high crosswind and excess reverse thrust application

(> 1.3 engine pressure ratio). Other factors that contributed to the accident were: pilot’s

fatigue and reduced situational awareness. These indicate the lack of training in all three

aspects of ASK as well. A more recent accident analyzed by NTSB was the accident at La-

Guardia airport on March 5, 2015 [10]. Precursors that contributed to the accident were: a

lack of lateral stability and inadequate thrust reverser control. Other factors that contributed

to the accident were: stress due to concerns about stopping performance and fatigue during

landing. Again this accident points to the lack of all three aspects of ASK. These accidents

show that there is a correlation between overrun precursors and overrun. Due to this rea-

son, regulatory guidance is in place at specific approach altitude gates so that the pilots stay

within the safe flight parameter bounds for landing [22]. Flights that remain within these

parameter bounds during the approach are defined as a stable approach. The use of flight

parameter threshold to define a stable approach again shows that precursors are a good way

to describe overruns. So the focus of this study is on investigating methods to identify and

increase awareness of overrun precursors.

Some of the overrun precursors are defined by flight parameters during the final ap-

proach. The correlation between runway overruns and final approach parameters lead to

studies that measure the risk of runway overrun based on these parameters. The next sec-

tions survey the runway overrun-related flight parameters identified by other studies. These

parameters are analyzed and collected to form a satisfactory set that characterizes the risk

of overrun during the final approach. The methods of improving flight safety were investi-

gated based on these parameters.
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2.1 Landing Process Analysis

Stabilized approach and stabilized ground roll are important factors to consider when re-

ducing runway overruns. An approach is considered stable when nine conditions are met

either by 1000 ft above touchdown in Instrumental Meteorological Conditions (IMC) or by

500 ft above touchdown in Visual Meteorological Conditions (VMC) [6]. Some of these

conditions are as follows:

• Aircraft is on the correct flight path.

• Small corrections in heading and pitch to maintain the flight path

• Aircraft speed < VRef + 20 and indicated airspeed > VRef

• Aircraft is on correct landing configuration.

• Sink rate below 1000ft/min

• Engine is on appropriate power settings

Meeting these conditions is important for reducing the occurrences of overrun precursors.

So what are some of the overrun precursors and how much do they contribute to over-

runs? This can be identified from studies that analyzed runway excursions. The distribution

of top precursors that contributes to runway excursion is shown in Figure 2.1 [6]. Go-

around not conducted is the most important factor for landing excursions that contributes

to over 35 percent of excursions. There are multiple factors, at or near touchdown, consid-

ered to conduct a go-around. These factors include and are not limited to alerts, visibility,

runway contamination, wind, side slip angle, vertical velocity, and lateral position to the

center of the runway. If these factors can be predicted ahead of touchdown, then the need

for go around can be predicted, hence the risk for overrun can also be predicted. The same

rule applies to other precursors such as touchdown: long, fast, and hard. These three pre-

cursors result from a lack of energy management, which is defined as maintaining the right
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Figure 2.1: Distribution of percent excursions that each precursors contributed to [6]

speed and altitude throughout the approach. If the aircraft speed and altitude trajectories

can be predicted, the likelihood of long, fast, and hard touchdown precursors can also be

predicted, hence the risk for overrun can also be predicted. Other precursors such as pilot

directional control precursors have more direct relation veer-offs and they are not consid-

ered for this study. However, the same logic applies when analyzing runway veer-offs. For

example, lack of directional control means asymmetry of braking devices deployed from

the time of landing. The likelihood of pilot directional control precursor to occur may be

identified in flight based on the side slip angle near touchdown and the level of cross-wind

fluctuation. If the aircraft side slip and crosswind near touchdown can be predicted then

the likelihood of pilot directional control precursor can also be predicted, hence the risk for

veer off can also be predicted.

The precursors mentioned in Figure 2.1 show the importance of ASK triangle and this

can be explained with a few scenarios. During the approach phase, one may be skilled

at landing, but a poor attitude towards go around and a lack of knowledge of the aircraft

condition may lead to excursions. One may also have the knowledge that the aircraft is

exceeding the energy thresholds but the lack of attitude and skill to drain enough energy
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before touchdown may lead to excursions. During the rollout phase, one may have the

attitude to use lateral control to resist crosswind but does not have the knowledge or skill to

do so. An overview of the precursors that trigger runway excursion shows that the following

may increase awareness of runway overruns:

1. Prediction of flight parameters near touchdown

2. Simulation of final approach at normal and adverse flight conditions

The runway excursion precursors associated with the full landing process are observed

in the following sections. To do so, the landing process is divided into three different flight

phases since aircraft dynamics vary significantly at each flight phase. The flight phases are

defined based on Boeing’s breakdown on the runway overrun precursors by flight phase:

approach, touchdown/landing, deceleration/ground roll [16]. Different runway excursion

precursors are identified at each of these flight phases. The precursor analysis by phase

showed that different precursors contribute to runway overrun for each phase [23, 24].

Hence the precursors are further evaluated for each of the flight phases.

2.1.1 Approach

The aircraft landing process starts with the approach phase. The approach phase includes

the base leg and final approach [25]. In the base leg, the velocity and glide slope is decided

to maintain stabilized descent while reaching the desired touchdown point. A general rule

is to descend with reduced power and maintain an airspeed of approximately 1.4 Vstall.

This phase is continued until a shallow turn can align the airplane’s path with the runway

center line and the accurate touchdown point can be estimated. At the start of the final

approach, the aircraft’s longitudinal axis is aligned with the landing surface. The alignment

is followed by a correction of the pitch to match the desired descent rate. Here, for every

engine power setting, there is one speed, flap, and wind condition to land at the landing

point. Flap setting is a significant factor at this stage of the flight since it is capable of
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increasing lift and drag to reduce the aircraft’s speed while remaining in flight.

Studies show that safety at the approach phase is characterized by maintaining stability

at various altitude gates. The main parameters to stabilize are glide slope deviation, Vref

deviation, and Rate Of Descent (ROD). Other parameters and their stabilization thresholds

are shown in Table 2.1. These parameters are expected to be stabilized at altitudes 1,000

ft above touchdown for IMC and 500 ft for VMC. Failure to stabilize the aircraft at these

altitudes may trigger multiple precursors, which may result in an accident. A study with

flights between 2012 and 2016 shows that aircraft with undesired states are contributing

factors to 50 percent of hard landings, 27 percent of excursions, 9 percent of tail strike, and

more [22]. Analysis showed that for approaches with undesired aircraft states, 74 percent

Table 2.1: Approach stabilization criteria for safe landing [26]

Parameter Criteria
Stabilization height 1,000 ft IMC, 500 ft VMC

Glideslope 3 degrees
Vref Vref − 5 to Vref + 20 kts

ROD < 1,000 ft/min
Engine Power stable above idle

were due to incorrect manual handling, 47 percent due to noncompliance with Standard

Operating Procedure (SOP), and 53 percent due to failure to go around. These precursors

are compound with the fact that 97 percent of unstable approach flights did not result in

go around to increase flight risk [24]. This emphasizes the significance of ASK to prevent

accidents.

Multiple regulatory guidelines are developed to encourage operators to approach the

runway in a stabilized manner. Continuous Descent Final Approach (CDFA) approach

is encouraged for Instrumental Approach Procedures, Approach Procedures with Vertical

Guidance, and Non-Precision Approaches [27]. This technique starts from Final Approach

Fix (FAF) to flare and increases safety by abiding by the stabilized approach criteria. This

method utilizes a constant glide slope to land at the desired location on the runway. The

constant glide slope is calculated based on the altitude difference between FAF and run-
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way Threshold Crossing Height (TCH) divided by the descent gradient. This approach

is shallower, more efficient, and has a lower risk of triggering accident precursors (such

as hard landing) compared to the conventional method of nonprecision approach (the dive

drive approach) as shown in Figure 2.2. Some parameters relevant to CDFA include ground

Descent Angle 3°

6° Descent 
Angle

2° Descent Angle

Runway

MAP

.5 NMVDP

1 NM1.5 NM

FAF CDFA

Dive and Drive

Figure 2.2: Examples comparing dive and drive approach vs CDFA [27]

speed, glide slope, ROD, FAF altitude, TCH, and minimum descent altitude, which is the

decision altitude to proceed with a final approach based on visual ques. These parameters

are also relevant to the parameters identified by Federal Aviation Administration (FAA)

for mitigating runway overrun upon landing [28]. Other factors to consider for mitigating

runway overrun that is not considered for CDFA include aircraft landing weight, landing

airport altitude, runway slope, and delayed use of braking devices.

Based on CDFA guidance, there should be small deviations in the approach parameters

below the stabilization window. In reality, the approach parameter may vary significantly at

each stabilization gate and near touchdown. For example, the distribution of ground speed

is shown for 3688 regional turbojet flight data at 50 ft above touchdown in Figure 2.3.

One study shows that a 10 percent increase in final approach speed results in a 20 percent

increase in landing distance at normal touchdown conditions [6]. The study also shows that

for every 10 ft above standard TCH, the landing distance increases by 200 ft.

Multiple external factors can deviate the approach parameters such as wind and con-

trol sequence. Campbell et al. [26] studied the significance of deviation in some of these
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Figure 2.3: Ground speed distribution at 50 ft above touchdown for regional turbojet flights.

approach parameters (localizer, glide slope, ROD, and ground speed) to the touchdown

condition at three approach gate altitudes (500 ft, 300 ft, 100 ft). Touchdown performance

was analyzed based on longitudinal, lateral touchdown location, and sink rate at touch-

down. The analysis showed that the deviation in relative velocity at the 100 ft gate had the

most significant impact on touchdown performance. Deviations in approach parameters at

300 ft and 500 ft gates were less significant because the pilots were able to correct the devi-

ations. This brings into question if the flight parameters near touchdown can be predicted

based on aircraft states and external factors known well in advance of touchdown. If this

can be realized, the pilots may be notified of the risk of landing well in advance, above the

300 ft altitude gate.

2.1.2 Landing

The aircraft approach phase is followed by the landing phase. The landing phase includes

flare and touchdown [25]. Flare is a continuous process that smoothly transitions the air-

craft from approach to touchdown. During a flare, pitch and Angle Of Attack (AOA) are

increased to increase lift while reducing ROD and ground speed. Here, a proper level of

elevator application is needed to prevent the aircraft from stalling. Touchdown is a gentle
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settling of the aircraft on the runway. This is accomplished by the right amount of AOA

so that at touchdown the ROD is near zero. An important factor to remember for a touch-

down is that the longitudinal axis needs to be parallel to the runway at touchdown to avoid

veer-off.

The performance of the flare and how well the excess airspeed is bled has a signifi-

cant impact on the landing distance. As mentioned earlier, landing distance increases by

10 percent for every 5 percent increase in airspeed during the final approach. For delayed

touchdown due to extended flare, the landing distance may increase by 30 percent [6].

Touchdown may be delayed due to bounced/rejected landing. Bounced landing is one of

the precursor events to runway excursions, that occurs during touchdown. For these situa-

tions remaining landing distance, aircraft pitch attitude, and asymmetry in thrust needs to

be considered [29]. A study tried to estimate the aircraft touchdown parameters such as

aircraft attitudes, angular rates, aileron deflection angle, elevator deflection angle, rudder

deflection angle, and engine throttle setting [30]. This study shows that undesired aircraft

states through long / floated / bounced / firm / off-center / crabbed landing contribute to 40

percent of runway excursion, which includes overrun. Measuring the touchdown perfor-

mance based on ”proximity” to these events may be done based on parameters measured

from the study by Wu et al. [30].

Crosswind is one of the threats associated with flare and touchdown phases that con-

tribute to runway overrun. IATA safety report shows that for runway excursion accidents

between years 2017 to 2021, the wind is a threat that contributes to 33 percent of excursions

[4]. Unnecessary weather penetration is an undesired aircraft state that contributes to 22

percent of excursions. Based on the frequent contribution of wind on runway excursions,

the regulators computed the maximum recommended crosswind for a safe landing. There

are also two techniques developed to account for crosswind: crabbed approach and side slip

approach. The crabbed approach is when the aircraft approaches the runway with wings

leveled while the longitudinal axis is corrected so the flight path aligns with the runway
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center line. The side slip is when the aircraft approach with a longitudinal axis aligned

with the runway centerline while correcting the aileron and rudder to account for the cross-

wind. Typically Airbus recommends using the crabbed approach for fighting crosswind

[31]. For example, a strong 30 kts crosswind is typically accounted with 13 degrees of

crab angle. To reduce the potential for landing gear damage, a combination of crabbed

angle and side slip may be considered. Parameters to consider during crosswind include

pitch attitude, bank angle, crosswind, ground speed, runway condition, aileron deflection,

and rudder deflection. How these parameters interact at the time of landing defines the air-

craft’s condition near touchdown. One such interaction is between crosswind and ground

speed. The contribution of crosswinds to the aircraft’s aerodynamics may be reduced by

increasing the ground speed. Another interaction is between the aileron and rudder deflec-

tion. The difference in airspeed, at the swept wings, generated by crosswind results in a

rolling moment. Ailerons are deflected to make up for this moment, but this also generates

a difference in drag across the wing span which is countered by the rudder deflection. In-

teraction between flight parameters and external factors also exist such as limited pitch and

bank angle to account for a tail strike, engine nacelle contact, and wingtip contact. Cross-

wind is an external factor with a significant impact on landing performance. Therefore an

accurate representation of the impact of external factors on flight dynamics is needed to

train pilots in these adverse situations.

It is important to mention that the recommended flight condition near touchdown varies

with the runway. The approach and touchdown performance should consider the land-

ing guidance provided per airport. For example, at Newark Liberty International Airport

(EWR) the glide slope indicator is at 3.1 degrees for runway 22R but 3 degrees for 22L.

The TCH TCH is 47 ft for EWR runway 22R but 40 ft for EWR runway 22L.
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2.1.3 Ground Roll

At the ground roll phase, the aircraft speed is reduced to full stop or taxi in speed on the run-

way[25]. Main gear brakes, spoilers, and thrust reversers are some of the controls used in

civil aircraft to bring the aircraft to a full stop. During this process, the effectiveness of di-

rectional controls and the timeliness of the braking devices applied contributes significantly

to runway excursion accidents. Weight on the main gear is significant for establishing the

effectiveness of directional control and braking devices. Since higher weight on the main

gear means the landing gears have full contact with the runway. The same applies to the

brake pressure due to its contribution to skidding. Even with perfect weight on the main

gear and brake pressure, the braking performance may degrade from external factors.

The Flight Safety Foundation (FSF) mapped each factor, that contributes to landing, to

a landing distance multiplier [6]. The contribution of the increase in ground speed and al-

titude at threshold crossing on the required landing distance was already introduced above.

The analysis shows that runway parameters such as runway gradient, condition, and ele-

vation have a considerable impact on the landing performance as well. Runway altitude

has a significant contribution to the air density, which directly impacts lift. Any lift lost

due to an increase in altitude is compensated by an increase in speed. So for an airport

located at 1000 ft above sea level, the landing distance is expected to increase between 5

to 10 percent. An increase in runway gradient by 1 percent increases the runway distance

by 10 percent as well. It is important to note that airport runway gradient may not be con-

stant for the full distance. So the aircraft may experience a higher runway slope locally

as the aircraft runs down the runway. This study shows that the contribution from various

parameters can be condensed into the required landing distance metric.

Understanding runway condition plays a significant role in the success of reducing over-

run. Studies show a significant reduction in tire friction for contaminated vs uncontami-

nated runways [32]. The Joint Aviation Authorities (JAA) defined contaminated runways

with the presence of the following contaminants:
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• More than 3 mm deep surface water, slush, loose snow, or the equivalent.

• Compressed solid snow.

• Ice or wet ice.

During braking, these contaminants reduce friction between the tires and the runway sur-

face by reducing the contact surface [6]. Fluid contaminants may also contribute to braking

by reducing the forward movement of wheels through displacement drag and by spraying

fluid at the airframe to form impingement drag. The level of impact the contaminants have

on the braking performance is categorized into seven levels. The dry runway is denoted

with a six while a wet ice runway with minimal braking deceleration is denoted with a

zero [28]. A wheel braking coefficient is assigned to each of the contamination categories

to modify the required landing distance [33]. Runway pavement is another factor to con-

sider when considering overrun especially for a contaminated runway condition. Studies

show that micro and macro textures on the runway determine the drainage of water and

are inversely proportional to the hydroplaning [34]. Macro structures on the runway such

as grooving affect the slope of the tire friction and speed gradient curve. Microstructures

on the runway affect the magnitude of friction at a given speed. Analysis of hydroplaning

showed that the pressure or percent contact between the tire and flooded pavement varies

with vehicle speed squared. When this pressure exceeds the pressure between the tire and

the pavement surface, the tire is detached from the surface.

An overview of the ground roll phase shows that for this flight phase it is important

to accurately represent the impact of external factors on aircraft dynamics. Especially, an

accurate representation of an aircraft’s performance during poor weather may improve the

attitude, knowledge, and skill of the pilot by simulating landing under adverse conditions.
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2.1.4 Overrun

The factors that contribute to runway overrun have been summarized. Boeing investigated

the precursor events to runway overruns and generated an overview of overrun accidents

[16]. Based on the investigation in the planning and approach flight phases, stabilization

at various altitude gates is the key factor to consider. The approach phase is followed by

a touchdown, which includes flare and landing processes. Long landing, high touchdown

speed, and proper deployment of speed brakes are precursors that contribute to overrun

during touchdown. A key consideration in the touchdown phase is to decelerate the rate

of descent so that the aircraft ”kiss” the runway. The last phase is the landing phase.

During this phase, proper application of braking, runway contamination, and timing of

braking devices are identified as precursors that contribute to overrun. Collective analysis

of accident data from 2003 to 2010 is shown in Table 2.2. The analysis shows that excursion

is a complex problem with multiple contributors. Reducing runway excursions requires an

investigation of the full landing process.

Table 2.2: Percent flights with overruns that exceeded the critical flight metrics [16]

Flight Metrics Overrun Flights (%)
Unstable Approach 32

Exceeded Touchdown Zone 45
Contaminated Runway 90

Tailwind ( > 5 kts) 42

2.2 Literature Review

The precursor analysis of runway overrun points to two themes for improving flight safety:

prediction and simulation. These themes revolve around enhancing the three aspects of pi-

lots training: ASK. The prediction of flight conditions near touchdown may increase pilots’

awareness of potential risks for landing and enhance their attitude to reduce risk. The flight

simulation in regular and adverse weather may be used to enhance the pilots’ knowledge of

21



the threats in these conditions. Studies regarding these two themes are investigated in the

following sections.

2.2.1 Prediction

Flight condition prediction may be in the form of metrics prediction and precursor events

prediction. A survey was conducted by NASA to evaluate what, when, and where the

prediction should be made [35]. The survey was conducted by 22 airline transport pilots

with flight hours ranging from 2,000 hrs to 17,500 hrs. Results from the survey showed

that the pilots wanted information on the abnormal changes in flight parameters and the

presence of threshold exceedance. The survey also showed that the pilots preferred that the

predictive information is shared before touchdown so that enough time is given to respond.

Another study conducted by NASA discusses the stress experienced by the pilots from

the predicted information [36]. The experiment considered the stress contributed by data

type (baseline, direction, timed) and the prediction time (1min, 5min, 15min, 45min) until

the alerted issue occurred. The study showed that although introducing predictive system

information did increase stress, this was mainly due to the increased workload to correct

flight paths. What’s interesting is that pilots did not respond differently to alerts made 1

min before a problem occurred because not enough time was given to the pilots to diagnose

the problem. The pilots did respond when enough time was given to respond and the stress

level decreased with increasing prediction time. The experiment was not conducted for the

pilots’ response to the prediction of runway overrun precursors. However, a similar result

can be expected for runway overrun precursor prediction. The pilots will need enough

time to utilize the prediction data or else the prediction will only add to the stress. In fact,

the study by Campbell et al. also showed that pilots were able to correct deviations in

flight parameters when alerts were made at least 300 ft HAT. Based on these results, some

criteria can be made for the expectation on the prediction tool to mitigate runway excursion

accidents.
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1. Show potential flight parameter with threshold exceedance.

2. Show expected trend for the significant flight parameters.

3. Sufficient prediction time to react to the alerts.

Based on these criteria, FOQA data may be suitable for this analysis since the purpose

of FOQA is to identify threshold exceedance trends. The events defined by FAA identi-

fied some of the threshold exceedance events to be monitored by the basic FOQA program

[12]. The temporal manner in which the FOQA data is recorded also makes it capable of

analyzing the direction that the flight parameters are changing and how they vary from the

norm. The following parameters are most frequently mentioned in the earlier survey of

flight parameters significant to runway overrun: ground speed, vertical speed, and pitch

angle. So these parameters were considered to be the most meaningful parameters to pre-

dict. In terms of how the prediction is made, multipoint and sequential prediction models

of the aforementioned three parameters are most beneficial based on the survey results. The

key is that the prediction is made as early as possible. Studies that attempt to perform this

prediction task are surveyed.

Metrics Prediction

Multiple studies are focused on predicting aircraft speed. This is because speed is a signif-

icant factor in determining the kinetic energy of the aircraft. Proper energy management

plays a significant role in flight safety due to its contribution to various accidents including

loss of control (LOC) [37], controlled flight into terrain (CFIT) [38], and runway excur-

sions (RE) [4]. A study by Puranik et al. [39] identified total energy and total energy rate

metrics to track energy management. As shown in this study the contribution that speed

has on energy management makes predicting this metric meaningful.

The predictive power of various studies that predict ground speed are shown in Ta-

ble 2.3. Here the predictive power is defined based on the accuracy in terms of root mean
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square error (RMSE), prediction time, and prediction type. Existing studies on ground

speed prediction show that many of the prediction models are generated with neural net-

works. Tong et al. [40] used LSTM neural network to generate a state space model of

ground speed. This model predicts ground speed at time-step (t) based on ground speed and

other flight metrics at the previous time-step (t-1). The flight parameters considered for the

analysis are selected based on their significance to the ground speed. The significance here

is defined based on the prediction sensitivity to the perturbation in flight parameters. Di-

allo [41] predicted landing speed under various gust conditions using a feed-forward back

propagation (FFBP) neural network. Kang et al. [42] combined gradient boosting decision

tree with LSTM model to do sequence-to-sequence prediction of ground speed. A common

theme between the methods introduced here is the use of LSTM models. LSTM models

are a type of recurrent neural network model that can handle diminishing or exploding

feedback propagation errors by using memory gates. This allows LSTM models to cap-

ture the spatial-temporal behavior of an aircraft and generate a more accurate model of the

data it represents as shown in Table 2.3. However, neural network models are not the only

Table 2.3: Machine learning prediction models for aircraft ground speed [43]

Measure Puranik et al. [44] Tong et al. [40, 45] Diallo [41] Kang et al. [42]
RMSE (kts) 2.98 0.0065 3.5 1.71

Prediction Time (s) 18 (300 ft) 1 Retrospective 3 (50 ft)
Prediction Type Single-Point Single-Point Sequential Sequential

method used for predicting ground speed. Puranik et al. [44] generated a prediction model

of ground speed with random forest regression. A random forest model is a combination of

tree predictors where at each node of the tree the data set is split to maximize homogeneity

within each group. Although the ground speed accuracy of this study is lower than that of

the rest of the studies, the prediction range is much higher, making this the more feasible

tool for the pilots to use.

Ground speed or airspeed is not the only metric predicted from current studies. Zhang

and Zhu [46] used LSTM, support vector machine (SVM), back-propagating neural net-
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work (BP), and logistic regression (LR) models to predict hard landing based on vertical

acceleration at touchdown. The generated model is capable of predicting the vertical ac-

celeration 2 seconds before touchdown. The results show that LSTM prediction model had

the highest accuracy followed by the SVM model. Jarry et al. [47] used LSTM and simple

dense models to estimate fuel flow rate, landing gear setting, and flaps configuration. The

state space prediction model was used to predict each metric for up to 70 nm. The pre-

diction accuracy is below 10 percent of the normalized RMSE and Pearson’s value of the

predicted metric trajectories is above 0.90. These studies show the potential for machine

learning models to predict multiple flight metrics.

Precursors Prediction

Flight metric prediction provides quantitative analysis of the level of abnormality and the

direction of the change in the flight parameters. A quick way to alert the pilots of a thresh-

old exceedance is by directly predicting the threshold exceedance labels or precursors.

FAA has identified a list of base exceedances to be used for identifying anomalies in the

FOQA data [12]. These exceedances are typically used to find trends in the aggregate flight

data. Some studies used these exceedances to generate labels that count the number of ex-

ceedances that occurred for each predefined metric threshold. These labels are used to train

a supervised machine learning method to predict future exceedances. This is because su-

pervised machine learning models are capable of identifying the relationship between the

input data and the labels.

Exceedances may also be identified by using unsupervised machine learning methods

by detecting anomalies directly from the input data. Some of the anomaly detection meth-

ods used in the aviation industry include the exceedance method, distance method, cluster

method, distance method, and neural network method. The exceedance method identifies

thresholds based on reference data to evaluate anomalies in the current flight [48, 12, 49,

50]. Multiple Kernel Anomaly Detection (MKAD) and Orca algorithms are examples of
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exceedance methods of anomaly detection. Orca utilizes the k nearest neighbors approach

and defines the reference data based on a nominal data set [51]. Euclidean distance to the

nominal vector space is used to identify anomalous data. A downside to orca is that it does

not learn the sequential dependencies. MKAD, on the other hand, is capable of identifying

anomalies for both discrete and continuous data but it is more sensitive to discrete param-

eters [52]. MKAD finds the probability of a data point to lie outside of the dataset [49]. A

study by Lv et al. [50] used the physics of the overrun risk to identify the risk margin for

speed and remaining runway distance. The euclidean distance between flight data and risk

margin was used to identify anomalous flights. This method of anomaly detection limits

analysis to a few parameters that are considered the most significant for an accident type.

The cluster method finds clusters at a reduced dimensional space to group similar

flights. SequenceMiner and Cluster Anomaly Detection (ClusterAD) algorithms are exam-

ples of cluster methods of anomaly detection. SequenceMiner selects the longest common

sequence as the reference and identifies data that is not similar to anomalies [53]. This

algorithm does consider the sequence of how the data parameters change but is only capa-

ble of handling discrete parameters. ClusterAD utilizes density-based spatial clustering of

application with noise (DBSCAN) on input data at a latent space. DBSCAN identifies the

nominal data points and groups them based on data point density near the nominal point

[54]. Li et al. [52] compared ClusterAD and MKAD to show that ClusterAD is more

capable of detecting anomalies in continuous parameters than MKAD.

Neural Network methods of anomaly detection used supervised machine learning tech-

niques to map flight data to threshold exceedance labels. Nanduri and Sherry [55] used

LSTM and GRU to classify flight data to various threshold precursors. The benefit of using

a neural network is that the algorithm does not map the data to a latent space. The multi-

variate sequential input data is used directly for classifying the input data. Other types of

neural networks such as Convolutional Neural Network (CNN), RNN, and hybrid models

are also used for capturing the hidden features in complex data [56].
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While it is possible to make an algorithm identify precursors on its own, some stud-

ies are focused on detecting specific precursors. Multiple studies used SVM, radial basis

function neural network (RBF), and LSTM models to classify hard landing flights [57, 58,

46]. These methods either directly predict hard landing or predict a flight metric. These

methods also classify hard landing flights based on threshold exceedance of the predicted

metric. A similar study is performed by Martinez et al. [59] to predict an unstable approach

with supervised machine learning. Ensemble and LSTM models are used to generate pre-

diction models. The results show that the LSTM model has higher accuracy for predicting

unstable approaches. Overall, the literature survey shows the potential of neural network

models to accurately predict anomalous flights. The neural network models can directly

use the input data to simultaneously predict flight metrics and exceedance events. Multiple

gaps can be identified regarding the development of flight condition prediction models.

• Gap 1 – current models that predict flight conditions optimized model-related param-

eters and not data-related parameters

• Gap 2 – current studies on predicting flight conditions lack analysis on the sensitivity

of the model to external conditions

2.2.2 Simulation

Aircraft fly in various flight conditions including strong wind, rain, snow, and more. The

aircraft performance and pilot behaviors may or may not change for different flight condi-

tions. Capturing the potential difference in flight performance for various flight conditions

requires sufficient data for flights under each condition. The same goes for capturing air-

craft dynamics experiencing accident precursors. Unfortunately, studies show a significant

imbalance between flights with and without specific flight events. For example, flight data

analyzed by the author in an earlier work [60] shows that the ratio of tire speed exceedance

event to nonevent flights may be close to 1 to 4. Data balancing techniques were created
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to balance the number of events and nonevent flights to improve analysis results. So de-

pending on the flight data available, it may be difficult to generate highly accurate aircraft

models tailored for each flight condition. This imbalance in the data indicates a need for an

aircraft dynamics model to simulate adverse flight conditions. For example, a runway with

snow contamination may be difficult to come by for pilots flying from Hartsfield–Jackson

Atlanta International Airport (ATL). The aircraft deceleration model during ground roll on

the snow-contaminated runway may be used to improve pilots’ awareness of this type of

runway condition. Currently, regulatory guidance points toward the use of multipliers on

the point mass aircraft dynamics model to consider various ground roll conditions [33, 6].

Studies by van Es [32, 61] also show that these physics-driven dynamic models can be used

as performance margins.

Simulation models can be created by identifying aircraft system dynamics with linear

and nonlinear models [62]. Locally linear aircraft models are generated with methods such

as Kalman Filter variants to estimate short-period dynamics, upset detection, and identify

key flight parameters [63, 64, 65]. These methods are used iteratively to update the model

with every small change in system states when the assumptions for the linear models are

no longer applicable. Nonlinear aircraft models rely on methods such as neural networks,

fuzzy logic, GA, swarm intelligence, and more. Neural network system identification meth-

ods have the benefit of combining different neural network models to accurately model the

system. This method of system identification is used in various applications including the

biomedical and aviation industries [66, 67]. The benefit of neural network models is that

they can generate Multi Input Multi Output (MIMO) system. This is important because

even the simplified longitudinal and lateral dynamics model requires the tracking of four

states. Multiple variants of fuzzy logic are used for system identification as well [68, 69,

70, 71]. Benefits of the fuzzy logic identification method include the ability to model large

time delay system and Multi Input Single Output (MISO) system. The ability to model time

delay is an important consideration for generating the aircraft model because aircraft con-
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trols have a different impact on each state for the long and short term. For example, when

the aircraft is in trim condition increasing thrust will initially increase speed but eventu-

ally increase the altitude at a steady state. Based on existing aircraft system identification

methods, some criteria can be made for the expectation of the simulation model to mitigate

runway overruns.

1. Capture the temporal aspect of the aircraft behavior

2. Capture the coupling of multiple inputs and multiple outputs

3. Accurately model the change in the dynamics at various flight conditions

Based on these criteria, the current methods of aircraft system identification are surveyed

to identify methods that are capable of modeling regular and anomalous flights. These

methods may have the potential to develop a single neural network model that captures

non-linearity and temporal dependencies on aircraft behavior.

Physics Driven

A conventional way of generating an aircraft state space model starts with the force moment

diagram of assuming a point mass system. To discuss the force moment diagram of an

aircraft, an illustration of the notations used in this section is shown in Figure 2.4 In the

illustration, the capital letters (X, Y, Z, L, M, N) denote the forces and moments in the body

fixed reference frame. u, v, w, and p, q, r denote the aircraft’s linear and angular velocities.

x, y, z, and θ denote the aircraft position and pitch angle. Not labeled in the illustration are

ϕ, ψ variables, which represent the bank angle and the yaw angle. Below are the forces and

moments on the aircraft assuming a rigid body, symmetry in the xz plane, and negligible
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Figure 2.4: Illustration of the aircraft dynamics notation

contribution from the engine spinning rotors, and no wind condition.

X −mg sin θ = m(u̇+ qw − rv) (2.1a)

Y +mg cos θ sinϕ = m(v̇ + ru− pw) (2.1b)

Z +mg cos θ cos θ = m(ẇ + pv − qu) (2.1c)

L = Ixṗ− Izxṙ + qr(Iz − Iy)− Izxpq (2.2a)

M = Iy q̇ + rp(Ix − Iz) + Izx(p
2 − r2) (2.2b)

N = Iz ṙ − Izxṗ+ pq(Iy − Ix) + Izxqr (2.2c)

Here the m is the mass of the aircraft, g is the acceleration due to gravity, and I is the inertial

matrix of the aircraft. The force and moment terms are normalized by aircraft geometry

(wing plan-form area, mean cord, and span) and flight condition (total velocity, u, and

local air density) to neglect the impact of these factors. These normalized aerodynamic

coefficients are linearized in terms of states and inputs to analyze the static and dynamic
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stability of the aircraft. For an aircraft with no bank angle and assuming a small disturbance

in the dynamics, the aircraft dynamics can be linearized in terms of longitudinal and lateral

motion. The resulting form is as follows:

ṡ = As+Bc (2.3)

where s is the state vector, c is the input vector, A is the state matrix, and B is the input

matrix. The state vectors for the longitudinal, lateral dynamics and the input vectors are as

follows:

slong = [∆u, w, q, ∆θ]T (2.4a)

slat = [v, p, r, ϕ]T (2.4b)

c = [δa, δe, δr, δp]
T (2.4c)

here the δ of a, e, r, and p are the inputs applied for the aileron, elevator, rudder, and

thrust controls. In some studies only p, e are considered for the longitudinal dynamics and

a, r are considered for the lateral dynamics assuming the two are completely decoupled.

Physics-driven system identification methods typically focus on finding the best aerody-

namic coefficients to characterize the motion for longitudinal or lateral dynamics. The

identified coefficients may be linear or nonlinear depending on the method used.

There are many studies that utilize the general equations of motion to update the aerody-

namic coefficients from flight data [72, 73, 74]. The reason for modeling the aerodynamic

coefficients instead of generating the state space model is because the result can be gen-

eralized to other flight conditions [75]. However, the state space model does generate a

model more accurate to the local condition. Some of the system identification methods

identify the aerodynamic coefficient regression models in the frequency domain. This is

done by updating the aerodynamic coefficients in a recursive manner that maximizes the

objective function such as the Baysian model, Fisher model, or least squares model. The
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set of equations solved by these methods is focused on identifying the unknown vector θ,

which is a list of aerodynamic coefficients, with the following set of equations [72].

ṡ = f [s(t), c(t), θ] (2.5a)

z = h[s(t), c(t), θ] + v (2.5b)

In equation Equation 2.5, f is the dynamic equations, h is the aircraft response, z is the

observed states, and v is the measurement noise. For the methods that use the least squares

model, the objective function (J) finds the sum of error squared in the measured and esti-

mated aircraft states.

J =
N∑
i=1

[z(i)− h(i)θ]2 (2.6)

This objective function does not assume uncertainty in the unknown variables. This is

different from the Baysian and Fisher models which consider uncertainty and tries to max-

imize the likelihood of the estimation. A benefit of fitting models in the frequency domain

is that the frequency ranges relevant to aircraft dynamics can be modeled[76].

Some studies identified aerodynamic coefficients of the aircraft dynamics through Kalman

filters [77, 78, 79]. A Kalman filter estimates the optimal states of a linear system subject

to zero mean noise through a two-step process: prediction and correction. The prediction

(Equation 2.7) and correction (Equation 2.8) processes are defined by the following set of

equations [79].

ŝk = Ask−1 +Bck−1 (2.7a)

P̂k = APk−1A
T +Qk−1 (2.7b)

Here P is the covariance matrix, Q is the covariance of the process noise, and hat denotes

the predicted variable. The covariance matrix P is a definition of the accuracy of the states

and it is referred to as the Riccati variable. As shown by Equation 2.8, the Kalman filter
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updates the state variable by the solution of the Riccati equation.

Kk = P̂kH
T
k [HkP̂H

T
k +Rk]

−1 (2.8a)

sk = ŝk +Kk[zk −Hkŝk] (2.8b)

Pk = [I −KkHk]P̂k (2.8c)

Here K is the Kalman gain, H is the observation model, and R is the covariance of the obser-

vation matrix. Simply put, the Kalman gain reduces the residual error of the predicted and

actual states based on the accuracy of the observation, defined by the covariance. Because

Kalman filter models are designed to estimate the linearized system, it is often insufficient

to use a single model to predict the dynamics of the full flight. Variants of Kalman filters

such as extended Kalman filter (EKID), unscented Kalman (UKID) filter, and neural net-

work based Kalman filters are used to model the aerodynamic coefficients in a nonlinear

manner. Extended and unscented Kalman filter work with the nonlinear f so that z and s are

in the form equivalent to Equation 2.5 [78]. The neural network based Kalman filter uses

a feed-forward neural network to generate a nonlinear aerodynamic coefficient model and

train this model with a Kalman filter [77].

Studies show that neural networks are capable of generating nonlinear aerodynamic

coefficient models with different methods of training. The most common training method

is the least squares algorithm. This is also known as the steepest descent learning rule

and it guarantees the convergence to a local minimum. Levenberg-Marquardt technique is

used by Bagherzadeh [75] to train the Artificial Neural Network (ANN). This technique,

also known as damped least squares, updates the weights (w) of the ANN by assuming

a quadratic error with model weights. First, the Jacobian matrix of the error in terms of

model weights is found. Then the model weights are updated assuming a locally linear

relationship to the error. The update is modified by a damping term to improve the solution

convergence. The set of equations that define the Levenberg-Marquardt technique is as
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follows:

e(w) = eT e (2.9a)

J =
∂e

∂w
=

[
∂e
∂w1

∂e
∂w2

∂e
∂w3

...

]
(2.9b)

wk+1 = wk − [JTk Jk + µI]−1JTk ek (2.9c)

Here e is the error in desired and output states of the model and µ is the damping term that

modifies the weight update. In this study, six different force and moment coefficients of

an aircraft are modeled with a feed-forward ANN. The ANN generated a model with an

acceptable range of control commands and the model accurately captured the maneuvers

at high AOA. An interesting conclusion made by Bagherzadeh is that the model accuracy

increased with the number of inputs (time steps). In another study by Amin et al. [80], a

filtered error model learning method for recurrent high-order neural networks (RHONN)

is used to find the pitching moment coefficient gradients of an aircraft online. In summary

what the filter-based method does is it finds the bounded optimal weight vector of the model

as shown in Equation 2.10. The bounds are added to avoid numerical problems when the

weight is too large. [81].

w∗ = arg min
|w|≤M

[ sup
(s,c)∈e

|f(s, c) + as− wT z(s, c)|] (2.10)

Here the M is the numerical bounds to the model weights and a is the model constant. The

study pointed out that the algorithm had significantly improved identification behavior for

dynamical systems with a feed-forward neural network model.

The physics-driven aircraft system models may be used for identifying accident pre-

cursors. For example, observer and extended variants of Kalman filters are used in studies

to identify aircraft upset conditions [79, 65]. This is accomplished by monitoring flight

parameters or aerodynamic coefficients such as coefficient of lift, coefficient of moment,
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velocity, or AOA of the Kalman filter variants. The study by Caliskan et al [82] identified

aircraft icing with Kalman filter based on the flight performance degradation. Multiple

studies focused on identifying braking performance parameters, at ground roll, based on

aircraft physics. Van Es [83] evaluated braking performance based on select parameters

such as the hydroplaning speed. The relationship between tire pressure and hydroplaning

speed is used to generate hydroplaning speed bounds on the contaminated runways. Wahi

[84] evaluated braking performance based on the braking distance instead. Braking dis-

tance was predicted by estimating the braking energy based on the aircraft’s gross weight,

temperature, altitude, aerodynamic forces, and braking forces. The change in speed, on a

point mass aircraft, due to applied braking energy was summed iteratively until the veloc-

ity converged to zero. Pasindu et al. [85] also evaluated braking performance based on the

braking distance. Here the braking distance was calculated by integrating the incremen-

tal braking distance from the finite element simulation of the tire resistance. Overall the

studies show that aircraft models may be used to evaluate flight performance or identify

precursors. However, a single linearized dynamics model may not be sufficient to model

the full aircraft flight performance, especially at threshold exceedance events where the per-

turbation in the dynamics model is expected to be large. So models capable of modeling

the nonlinear dynamics of an aircraft may be needed.

Data Driven

The physics-driven approach to identifying aircraft systems is focused on generating non-

linear models of aerodynamic coefficients that characterize flight behavior. At the core,

this approach relies on the equations of motion to map the aircraft inputs to the states. This

allows a generated model to be used for estimating flight states in multiple flight conditions

but may risk the accuracy of estimating flight states in each flight condition. A data-driven

approach for identifying aircraft systems generates a black box (state space model) that

directly maps a vector of inputs to a vector of outputs. This approach does not require
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aerodynamic or propulsion information to generate the state space model.

Studies investigated so far show that the Kalman filter can identify the nonlinear aerody-

namic coefficients of an aircraft. More studies show that the Kalman filter is also capable of

directly identifying the nonlinear dynamics of an aircraft. These studies solve Equation 2.3

by generating the A and B matrices. One variant of the Kalman filter, known as the ob-

server Kalman filter (OKID) is used to estimate the aircraft states during flight [63]. This

is made possible by adding and subtracting the observer term Gyk−1 to the Equation 2.7a.

Here G is an arbitrary observer matrix and y is a vector of Markov parameters. The ob-

server term would modify the A and B matrices so the dimension of the A and B matrices

are reduced. This process reduces the storage space and computation time of estimating the

aircraft states. Nonlinear Kalman filters (NKF) are also used online and compared to the

parameter prediction of the inertial navigation system (INS) of an unmanned aerial vehicle

(UAV) [86]. The result shows a 91 percent correction in longitudinal parameters accu-

racy for NKF optimized with GA over INS. A similar study by Soal et al. [87] used the

Kalman filter to improve the sensitivity of a research vessel model to environmental con-

ditions, system configuration, and boundary conditions. While Kalman filters are capable

of generating MIMO model of an aircraft, other methods generate a MISO model of flight

parameters.

Stelmach [88] has generated a polynomial model of true airspeed. The model basis

parameters are second-order full factorial parameters based on time, position, velocity, and

distance. As shown in Equation 2.11, the model is trained with a quadratic error cost which

modifies the model coefficients (a) in the steepest descent direction.

yj(t) =
n∑
i=1

ajit
i (2.11a)

J =
N∑
i=1

ϵ2i (2.11b)

a = (JTJ)−1JTy (2.11c)
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Here y is the output vector (true airspeed trajectory), a is the model coefficient vector, t is

time, and ϵ is the model error. Although this study does generate an accurate and stable

velocity model, it does not consider the impact of aircraft control. Fuzzy systems are also

data-driven methods that generate MISO models. They are commonly used for modeling

low-level controls and are applied to various system identification applications [89, 90, 91,

92, 93, 94]. The fuzzy logic system consists of a fuzzifier, rule base, fuzzy inference engine,

and defuzzifier. This system is characterized by a mapping between adjustable parameters

(θ) and a vector of fuzzy basis (ζ) as shown in Equation 2.12 [94].

y(x) = θT ζ(x) (2.12a)

θ = arg min
θ∈RN

[
supx∈Ω|y(x)− f(x)|

]
(2.12b)

Here y is the fuzzy output, x is the input, Ω is a set of RN , and f is the actual output. A

fuzzy logic system has been used in multiple studies to identify an aircraft system. Kouba

et al. [90] used Sugeno and Mandani fuzzy logic methods to model the trailing edge flap

for F/A-18 to observe flutters. Sugeno method arranged the input data into packages and

used Gaussian memberships to fuzzify each package. The output is the sum of first-order

polynomial of the fuzzy inputs normalized by the weights. Mandani fuzzy method adds

basis functions to the defuzzification process on top of the Sugeno method. A model of fit

coefficient of over 98 percent is generated. Some studies used the capability of fuzzy logic

systems to control the aircraft’s longitudinal dynamics. The study by Wahid and Rahmat

[93] compared the stabilization time for LQR and fuzzy controller to a step change in the

pitch attitude. A difference in how LQR and fuzzy logic systems train the model is by

assuming a quadratic objective function in terms of states (s) and inputs (c) as shown in
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Equation 2.13.

J =

∫ t

0

[sTQs+ cTRc]dt (2.13a)

u = R−1BTSs (2.13b)

0 = ATS + SA+QTQ− SBR−1BTS (2.13c)

Here Q is the state weight matrix, R is the input weight matrix, A is the system state matrix,

B is the system input matrix, and S is the solution to the Riccati equation. In the study,

the fuzzy logic controller behaved like an over-damped system with no overshoot while

the LQR controller behaved like an under-damped system that stabilized faster. Another

study by Gao et al. [94] proposed a fuzzy adaptive control for hypersonic aircraft with

unknown dynamics. The controller is capable of generating a stable close loop trajectory

that followed the command flight path angle and altitude. A study by Furey et al. [91]

studied a fuzzy logic controller and neural network controller to maximize the L/D (lift

over drag) of a delta wing for a given maneuver. The study found that both fuzzy logic and

neural network models are capable of capturing nonlinear behaviors in aircraft pitch. Fuzzy

logic may also be applied to other machine learning models such as a neural network. Lee

and Teng [89] investigated a recurrent fuzzy neural network (RFNN) that can identify and

control nonlinear dynamic systems. A feedback layer is added on top of the membership

layer where the nodes use the basis function to act as a memory unit. The study found that

RFNN is capable of solving dynamic and static problems based on how θ is modified.

Studies presented above lead to the potential of neural networks to be used for modeling

the dynamics of a system [95, 96, 97, 98, 99, 100, 67, 82, 101]. A study by Harris et

al. [95] used a neural network to model A and B matrices. The study concluded that

the ANN system identification (SID) successfully generated longitudinal and lateral linear

aircraft models. In fact, the ANNSID is capable of learning linear models for both small

(F-16XL) and large (Anaconda SUAS) aircraft. However, linear models are restricted to
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the local flight condition with small perturbations, which means the model needs to be

updated iteratively to be accurate. Multiple studies are focused on identifying nonlinear

neural network state space models. Roudbari and Saghafi [96] considered three different

neural network architectures to identify linear and angular acceleration of aircraft states.

First, is the NNARX model. This model predicts one step ahead of the input signal. Here

the input signal is defined by a sequence of states and controls as shown in Equation 2.14.

sn(k + 1) = f(c(k), c(k − 1), ..., sp(k), sp(k − 1)) (2.14)

Here n is the predicted states and p is the input states. Second, is the internal recurrent

neural network based on Elman and Jordan models. Elman network is a two-layer network

with hidden layers that use outputs of its own layer as feedback inputs. Jordan network is

similar to the Elman network except the output from the model is used as model feedback

inputs. Last, is the hybrid recurrent network that combines the internal and external recur-

rent neural network models. Roudbari and Saghafi also introduced GA like neural network

model called ANN simultaneous optimization algorithm (NNSOA) as a means to train the

aircraft model. The key steps behind GA are random selection, mutation, and crossover.

In summary, the algorithm generates a random list of algorithm parameter combinations.

At each iteration, the combination set with poorer performance mutates (randomly modify

some algorithm parameters) and then crossover (randomly exchange algorithm parameters)

with some of the existing population. The process repeats until the best algorithm param-

eter combinations is selected. The GA may also be used to update the neural network

structure to update the internal or self-feedback connections. The study showed that the

hybrid model is best at learning the effects of coupling among aircraft control inputs due

to the improved performance from self-feedback connections. The study also showed that

the NNSAO model significantly improved the generalization of the model for the output

of sample data. Besides aircraft modeling, the NNARX architecture is used generically
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for identifying the nonlinear dynamics of various systems. Boussaada et al. [101] used

NNARX, neural network model, to identify the direct solar radiation on sailboats based on

the theoretical solar radiation level, predicted cloud cover, and global solar radiation.

Kumar et al. [98] compared the performance of three different neural network architec-

tures similar to the ones introduced. The three architectures introduced here are the multi-

layer feedforward neural network (MLFFNN), diagonal recurrent neural network (DRNN),

and NNARX. The identification models of MLFFNN and DRNN, shown in Equation 2.15,

differ from that of NNARX, shown in Equation 2.14.

Sn(k + 1) = f(c(k), c(k − 1), ...) +
m−1∑
i=0

biS(k − i) (2.15a)

Sn(k + 1) = f(c(k), c(k − 1), ..., sp(k)) (2.15b)

The structural output layer for all three architectures is the sum of induced states from each

layer to the corresponding weight as shown in Equation 2.16a. The difference appears

from how the induced states are derived. The induced states of MLFFNN are a sum of

the inputs multiplied by the corresponding weight. Induced states of NNARX add the

MLFFNN model to the sum of feedback states multiplied by their corresponding weights.

DRNN goes a step further to add NNARX model to the feedback-induced state multiplied

by the corresponding weight. The mathematical model of the three architectures is shown

in Equation 2.16, in the respective order.

y(k + 1) =
∑
n

wnf [Vn(k)] (2.16a)

VMLFFNN(k) =
∑
l

wln(k)xl(k) (2.16b)

VNARX(k) = VMLFFNN(k) +
∑
l

wln(k)yNARX(k) (2.16c)

VDRNN(k) = VNARX +Wn(k)f [VDRNN(k)] (2.16d)

40



Kumar et al. [98] identified that the performance of each architecture, in terms of ro-

bustness and fit, for various nonlinear functions ranked in the order of DRNN, NNARX

and MLFFNN. So based on this study the nonlinear system model performance scale with

complexity.

Some more complicated neural network architectures are introduced to better model

the nonlinearity in the time series data. These models include GRU and LSTM models. An

issue with the RNN is that they rely on back-propagating feedback terms to memorize the

historical data. This may result in back-propagating errors blowing up or vanishing. LSTM

[102] and GRU [103] models resolve this by introducing memory gates. LSTM models

open and close these feedback memory gates in the network through nonlinear multiplica-

tive units to approximate long-term information with significant delays. GRU models use

two RNN layers in encoder-decoder fashion. The encoder uses input data to form a rep-

resentative sequence of fixed-length data. This data transform the representative data to

minimize the error between output and target states. Wang [97] compared the performance

of conventional RNN and LSTM models for identifying a nonlinear dynamic system func-

tion. The study found that both RNN and LSTM models converged but the LSTM model

converged much faster. This result can be validated by another study by Ogunmolu et al.

[99] where the convergence of RNN, GRU, and LSTM models are compared. However,

this study also noted that the conventional RNN models resulted in a higher fit than GRU

and LSTM models and the need for these more complex models should be re-evaluated for

each problem.

Overall studies show the potential of data-driven methods to identify the nonlinear dy-

namics of an aircraft. Aykan et al. [82] presented the potential and the need to identify

the nonlinear dynamics of an aircraft accurately. Here neural network model is used to

evaluate the impact of icing to reconfigure the flight control system and advise the pilots.

Unfortunately, icing is not the only adverse weather condition that can significantly impact

flight performance. Unexpected gusts, crosswinds, and contaminated runways are some
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of the significant contributors to runway overruns. Based on the studies introduced above,

the impact of gusts and crosswinds may be characterized by the change in the aircraft ve-

locity vector. Similarly, contaminated runways may be characterized by a multiplier on

the required landing distance or braking coefficient. However, a simple multiplier does

not fully capture the change in aircraft behavior and this error may have an impact on the

overrun analysis. Hence, accurate nonlinear dynamic models of an aircraft that considers

the impact of external factors would provide more accurate feedback to the pilots. This

improvement can enhance the ASK of how the pilots respond to these overrun precursors

in future flights. Multiple gaps can be identified regarding the development of aircraft

dynamic system models.

• Gap 3 – current studies that model aircraft systems do not simultaneously optimize

the model-related parameters and data-related parameters

• Gap 4 – current studies on simulating flight states lack analysis on the sensitivity of

the model to external factors

• Gap 5 – current studies that generate aircraft system models lack the evaluation of

the model control space

2.2.3 Prediction and Simulation for Mitigating Runway Overruns

So far the literature survey focused on identifying methods for characterizing certain flight

parameters. This section will survey how the characterized flight parameters are used cur-

rently to improve flight safety. Pilot behaviors are known to have a significant contribution

to runway excursion. IATA safety report shows that turbojet and turboprop aircraft flights

between 2017 to 2021 saw 58 runway excursions, which corresponds to an accident rate of

0.32 per million flights [4]. Flight crew errors (and their percent contribution to the runway

excursion) include manual handling (41), SOP adherence (31), and failure to go around

after destabilized on approach (24). Flight crew errors have a significant contribution to
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other accident types as well. For loss of control, the SOP adherence and manual handling

both have a 50 percent contribution. For controlled flight into terrain the SOP adherence,

and manual handling have 57 percent and 43 percent contributions. These data show that

there may be a need to increase awareness and training to reduce risk.

Global organizations, such as IATA and ICAO, have put multiple efforts to identify the

areas of concentration to reduce runway overruns [17, 104, 105, 22, 106]. As mentioned in

chapter 1, the GAPPRE recommended actions in six aspects of aviation to improve runway

overruns. These action plans provide guidance for long and short-term improvements.

Many of the recommendations discuss a need to develop, improve, or include realistic

training scenarios to train the SOPs and awareness to external risks (OPS3, MAN2). One

recommendation (REG6) also mentioned improved training programs through the use of

performance indicators. These recommendations require a quantified means of evaluating

flight performance based on how well the pilots respond to external factors.

IATA also released guidance regarding new and modified training methods. One of

which is the Data Report for Evidence Based Training (EBT) [107] and the other is Guid-

ance Material for Instructor and Evaluator Training (ET) [104]. ET document emphasizes

competency-based training that checks and balances the competency of the trainee, instruc-

tor, and training. One of the behaviors that the competency is evaluated on is how well the

trainee adapts to situations that deviate from the planned sequence of events. This behavior

is not only focused on the trainees’ behavior but also the realism and attitude generated by

the training tool and the trainer. Another behavior mentioned in this document is the need

to provide clear feedback to trainees based on their performance grading and the outcome

of the assessment.

EBT document emphasizes on some strong cases to change the pilot training methods.

These cases were made based on flight data from six different aircraft generations. Some

of the major findings from this report are listed below.

1. Pilot handling skill decay is observed with increased reliance on automation, espe-
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cially for adverse weather conditions

2. Majority of unstable approach flights still proceed with landing instead of go around

and the risk of go around is high due to the low frequency and awareness of this

maneuver

3. Although high severe landing precursors events are more frequent for unstable ap-

proaches, the overall rate of flights with landing precursors is similar for stable and

unstable approaches

4. Focused attention during training to improve compliance behavior based on the ob-

served relationship between the number of errors per flight to the number of inten-

tional noncompliance error

5. Lack of situational awareness (SA) resulting in an increase of SA problems for later

generation aircraft (gen 3 and 4) with advanced tools

In summary, there is a lack of evolution in pilot training for later-generation aircraft. The

training should enhance the use of sophisticated tools to improve risk awareness and pro-

vide clear feedback to the pilots on their performance. The question is then how to provide

clear and meaningful performance feedback.

Flight Evaluation

Multiple regulatory guidance is released over time to improve risk awareness and aircraft

handling [27, 12, 28]. The FOQA program is one example. This program allows regulators

to observe the trend in flight safety with aggregate flight data based on events defined by

flight parameter thresholds. Multiple studies by international organizations, manufacturers,

and regulators, presented so far, identified precursor events significant to runway overrun

[9, 8, 10, 23, 15, 16]. The Figure 2.5 is an illustration of some of the precursors identified

by European Aviation Safety Agency [23] and Boeing [16] for landing overrun and veer off
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Figure 2.5: Illustration of precursors that contributes to runway excursion for each phases
of the landing process.

accidents. A study by Puranik et al. found methods for identifying threshold exceedance

events based on FOQA data [108]. This study defined the flight metrics, for characterizing

the runway braking performance, based on flight parameters recorded in FOQA data. The

flight metrics are categorized into metadata metrics, single-point metrics, and calculated

metrics. These metrics show the potential for FOQA data to quantify accident precursors.

On the other hand, there are multiple studies focused on monitoring the data to acquire

knowledge about the precursors and how these parameters are perceived by the flight oper-

ators [105, 109, 110, 111, 83, 61, 40, 41, 42, 44]. Monitored flight data is sometimes used

to generate flight condition models to evaluate the braking performance based on speed

and braking coefficients on contaminated runways. In another study by Oehling and Barry,

a flight scoring tool is generated based on the level of flight anomaly observed from un-

supervised machine learning methods. Memarzadeh et al. used unsupervised learning to

augment missing precursor event labels to characterize flights with unknown precursors.

These studies show a move towards machine learning to quantify and evaluate flight per-

formance.

Other releases in the guidance include approach and landing procedures to mitigate
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risk. These regulations identified difficulties in landing flight phases, quick methods to

plan for landing, and significant parameters to consider. Then there are also documents

that go into details of SOPs for landing [112, 6, 113, 106, 16]. These documents discuss

in detail the sequence of control from approach to landing, call signs, go-around condition

thresholds for various flight parameters, and surveys from pilots regarding landing such as

the perceived lowest altitude for a safe go-around. Much of this regulatory guidance utilizes

stable approach parameters, mentioned by Campbell et al. [26], and braking parameters,

mentioned by Konrad et al. [14], to measure flight safety. These are expected to improve

awareness of precursors that may lead to accidents.

These precursors and flight metrics are expected to change whether the aircraft is in the

air or on the ground due to the change in aircraft dynamics. In the air, the flight perfor-

mance typically emphasizes the aircraft stability at various gates. These gates are typically

arranged based on the aircraft altitude such as 1000 ft, 500 ft, or altitude at threshold cross-

ing. However, evaluating the approach on select altitude gates may not be sufficient because

the aircraft stabilization criteria are designed to ensure stable flight throughout the entire

approach. Also, the aircraft configuration may deviate significantly in adverse weather

compared to clear weather. So the flight performance evaluation needs to consider the air-

craft energy and configuration trajectories during the approach phase. For example, the

engine configuration may be set to idle at 1000 ft altitude gate but the energy may remain

high due to wind. This indicates that the proper evaluation of the approach would require

an independent flight metric for each criterion. The weight of each flight metric may also

need to change with altitude since their contribution to various accident precursors changes.

A study by Ackley et al. [114] identified significant flight parameters to unstable approach

by sequentially identifying the significant parameters at higher altitudes. The study showed

that the contribution of vertical speed and ground speed increases with a decrease in alti-

tude. In-air flight performance evaluation also needs to be sensitive to external factors and

how well the pilot reacts to them. The current guidance on the approach process encour-
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ages a stable continuous descent approach [27]. Based on this guidance, the variance in

the landing technique should cause large changes in aircraft states assuming that the air-

craft is stabilized at 1000 ft gate. Instead, the variation in the landing procedure mainly

results from external factors. A shortened list of external threats, identified by IATA [4],

that contributes to runway excursion is shown in Table 2.4.

Table 2.4: Percent contribution of external threats to runway/taxiway excursion for flights
between 2016 and 2020 [4]

Threats Percent Contribution
Airport Facilities 55

Meteorology 55
Wind 37

Contaminated Runway/Taxiway 37
Thunderstorms 30

This data and the evidence-based training analysis [107] point to unexpected external

factors as the cause of many accidents. So sensitivity to external factors would be key to

properly evaluating flight performance and giving pilots feedback that can enhance attitude,

skill, and knowledge of these external factors. Flight performance may also be evaluated

based on training flights defined by regulatory guidance. For one of the training tool evalu-

ation processes, the pilot is to perform a circular approach with maximum landing weight,

night scene, low visibility, and at least 90 degrees turn to the final approach [115]. The sim-

ulated flight is evaluated based on the need for ”unusual maneuvers” and if the approach is

viable. This criterion identifies the significance of considering the entire approach trajec-

tory over specific points in the approach process for evaluating in-flight performance.

On the ground, multiple studies emphasize the braking capability of the aircraft under

various conditions. One of the most significant conditions to consider for landing is the

contaminated runway. Multiple guidance characterized the impact of runway condition on

the braking distance with a multiplier [33, 116], an example is shown in Table 2.5. This

method of evaluating landing may be useful for identifying performance limits for overruns

based on the maximum distance required for the aircraft to come to a full stop. However, it
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Table 2.5: Landing distance modifiers based on aircraft architecture and runway condition
[116]

Runway Condition
6 5 4 3 2 1

good ⇒ poor
No Reverse 1.67 2.6 2.8 3.2 4.0 5.1

With Reverse 1.67 2.2 2.3 2.5 2.9 3.4
Turboprop 1.67 2.0 2.2 2.4 2.7 2.9

is insufficient for evaluating the performance throughout the ground roll.

Providing the right feedback is one concern. It is important to emphasize that the feed-

back has to be quick as well. A potential solution to this is mobile devices. Conventional

automobile navigation systems provide immediate feedback on the quality of a drive to the

driver. This kind of feedback can be brought to the aviation industry with properly designed

prediction and simulation models. To achieve this the flight evaluation tool has to be light

and precise. Overall current methods of flight evaluation is focused on identifying flight

metrics that characterize the performance of interest. Also, flight performance is evaluated

on discrete settings based on maximum and minimum metric bounds. The final set of gaps

can be identified by surveying the need for a prediction and a simulation model to increase

awareness to runway overrun.

• Gap 6 – current studies on identifying metrics correlated to runway overrun lacks

analysis based on machine learning models

• Gap 7 – there is a need to give direct and quick feedback on the flight performance

to help pilots enhance their flight experience

• Gap 8 – current studies lack how the prediction and the simulation model outputs can

be mapped to proximity to runway overrun

• Gap 9 – there is a need to continuously investigate how prediction and simulation

models can increase awareness to runway overrun
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CHAPTER 3

PROBLEM FORMULATION

Runway overrun is a significant threat to flight safety. The frequency of runway overrun

makes it a top concern for the aviation industry. Efforts from various organizations have

been fruitful in reducing fatal accident rates in aviation history. However, as presented in

Chapter 1 the runway overrun accident rate has remained fairly constant for the past few

years indicating the need for a change in flight safety. A survey on current methods for

runway overrun mitigation showed that current goals focus on providing clear feedback

to the pilots to increase awareness of overrun precursors. Providing clear feedback to the

pilots is important for strengthening the ASK of the pilots to adverse flight conditions. So

methods of providing clear feedback to the online and offline applications were surveyed

in Chapter 2. It is important to mention that the feedback also has to be quick. One

comparison would be the feedback from automobile navigation systems that can quantify

the quality of a drive immediately after shutting down the car. The methods surveyed for

this research are flight performance quantification based on flight behavior prediction and

flight simulation. Current studies show the potential for these methods to improve flight

safety, but there are challenges unaccounted for. This chapter is organized to formulate the

research objective based on identified challenges. The research objective will be followed

by several research questions that can solve each individual challenge identified.

3.1 Research Objective

The research objective of this dissertation and the related assumptions are as follows:

1. The range of vehicles considered for this study has not been identified. Due to the

significant difference in the controls and the aircraft dynamics, it may be difficult to
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Research Objective

Develop a methodology that increases pilots’ awareness of the risk of runway overrun
by predicting and simulating flight states that define a stable approach

generate a tool generic for all airframes. This work will focus on a regional turbojet

aircraft with a single tail number.

2. It is acknowledged that technical errors do contribute to runway excursion [4]. How-

ever, for this study, the aircraft is assumed to be fully functional.

3. In this study the accident precursors are defined based on the threshold exceedance

events identified by FAA in Advisory Circular 120-82 [12]. It is assumed that the pre-

cursors defined by threshold exceedance do have a significant contribution to overrun.

4. Since the purpose of FOQA program is to observe aggregate trends, these data lack

identifiers. This compounded with limited access to weather and runway contamina-

tion data limits the capability to identify weather conditions for each flight. So only

high-speed wind will be considered for adverse weather conditions.

With these assumptions in mind the overarching hypothesis for the research objective

is as follows:

Overarching Hypothesis

If past FOQA data is used to create a prediction and a simulation model
of flight states that define a stable approach, then these models can be used to

improve the awareness of the risk of runway overrun for civil transport aircraft.

The overarching hypothesis is based on the methodology developed for this research

to mitigate runway overrun. The methodology includes the prediction of accident precur-

sors, simulation of flights exposed to overrun precursors, and post-flight training through

prediction and simulation. An overview of the methodology is shown in Figure 3.1. As

shown, the methodology consists of three building blocks: Prediction, SysID (simulation),
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and Training. A four step process is developed for the prediction building block and the

four steps are: data pre-processing, baseline model design, prediction model training, and

testing. Then the same four step process is used for the simulation building block. For the

prediction building block, the first three steps are performed offline, and the last step is per-

formed online. For the simulation building block, the entire process is performed offline.

For the testing step of both models, the accuracy of estimated states is measured with the

test flight data. In the pre-processing step, flight data are used to identify high-risk flights,

based on precursor triggers. The risk flights will be used for enhancing ASK to enable

mitigation of runway overrun. The contributions from this study are shown as blocks 1 to

5. Details on each of the blocks will be introduced below.

Figure 3.1: Overview of the proposed methodology

3.2 Research Questions

In this section, research questions are developed for each of the prediction and sysID blocks

to identify the gaps that need to be closed to realize the research objective. Each question

identifies the basic requirements for developing the corresponding building block. Then a

set of sub-questions are generated based on the gaps identified, from the research survey

in chapter 2, for realizing the research questions. Lastly, hypotheses and experiments are

developed to close the identified gaps. The gap closures are focused on the clarity and
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accuracy of the feedback provided to the pilots to help improve awareness towards runway

excursion precursors.

3.2.1 Accident Precursor Prediction

The findings from subsection 2.2.1 point toward a multi-point or sequential prediction

model of aircraft states with advanced prediction time that aids pilots’ operations during

landing. This requirement was supported by a study on the change in pilots’ stress levels

when prediction alerts are added at a different point in the flight. Multiple machine learning

tools were surveyed to find one that can predict flight metrics such as ground speed. Most

of the prediction models were focused on predicting the flight metrics in the near future

(below 3 seconds), which is not enough time for the pilots to respond to [26]. However, the

study by Puranik et al [108] showed the potential for a machine learning model to perform

advanced prediction (below 18 seconds) of ground speed while maintaining an accuracy

of 2.98 knots. Further review of other prediction tools showed the potential for machine

learning models to predict other flight metrics such as fuel flow and flight control. Although

ground speed, true airspeed, fuel flow, and flight control are significant flight metrics for

runway excursions, there is a lack of investigation on predicting flight metrics relevant to

the runway overrun precursors.

Runway overrun precursors may be predicted instead of flight states relevant to runway

overrun. Models that directly predict runway overrun precursors based on approach data

are surveyed and found studies that predict hard landing and unstable approach precursors.

These are two of a larger set of precursors that characterize runway overrun. Anomaly de-

tection methods, based on unsupervised machine learning, that are capable of categorizing

a flight by various accident precursors are found. However, these methods are typically

strong in identifying precursors from a specific type of data, such as continuous or discrete.

This is not favorable since FOQA data is heterogeneous data with continuous, discrete,

binary, and text data types (in some cases). An alternate method of precursor prediction
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is by predicting flight metrics and mapping them to the precursors by their definition. A

downside of this method is that the accuracy of the predicted metrics needs to be high in

order to accurately label the flight with precursors. Optimizing the prediction accuracy of

a machine learning model is a difficult process that requires consideration of three factors:

model architecture, model parameters, and data structure. Current studies lack a discus-

sion on the model optimization process that considers all three factors. Based on these

observations, the following research question is posed by this work.

Research Question 1

What is the prediction model that can accurately predict runway excursion events,
and the metrics that define them, far enough into the future for the pilots to respond.

There are two key considerations to answer this research question. The first is accuracy.

An aircraft is a large system with six degrees of freedom. It is controlled by at least four

inputs and influenced by a large number of external factors such as altitude, temperature,

wind, and more. These parameters exhibit Spatiotemporal behaviors and are coupled in

a nonlinear way. Common examples include the elevator-thrust relationship to the lon-

gitudinal dynamics during trim and lift-AOA relationship at high AOA. Another issue is

that machine learning models require a large amount of data to train, validate, and test the

model. Also, the flight pattern will have to change with the flight condition. Especially if

the prediction is done across multiple flight phases. This lead to the following sub-question.

Research Question 1.1

How can an accurate prediction model be created to predict metrics that define
runway overrun precursors

The sub-question can be addressed if only a single flight phase is considered for anal-

ysis. In fact, pilots are encouraged to perform a stable approach and are recommended to

achieve stable flight by 1000 ft height above touchdown [27, 22]. So the flight trajectories
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below 1000 ft are expected to be more consistent. Another study showed that the approach

condition at 100 ft height above the touchdown has a significant contribution to the touch-

down performance. So flight data from the final approach, where the flight is stable, can

be used to predict flight metrics below 100 ft to label runway excursion precursors. As

discussed, machine learning models require a large set of data for training and validation.

FOQA data [12] typically contains thousands of flight parameters recorded sequentially be-

tween 0.25 and 16 Hz frequency. These parameters include sensor readings, control switch

settings, ground measurements, and more. The parameters are arranged in a hierarchical

structure with atmosphere, altitude, aircraft state, GPS, engine, and fuel data at the system

level and various recordings in different units at the subsystem level. A subset of this data

is used in other studies for predicting ground speed, and this data will be used for predicting

other flight metrics. The data set utilized in this work is obtained from NASA’s open-source

FOQA data available at the DASHlink website 1.

The second consideration for research question 1 is the prediction range. Studies show

that pilots cannot react to predictions made too close to landing. So predictions must be

made well ahead of event occurrence. Advanced prediction can only be realized when the

model can accurately map the full input data to the aircraft states. Complex data may be

accurately mapped with machine learning models through supervised learning and by using

labels that characterize the data far into the future from the input data. Simply modifying

the labels, to perform advanced prediction, hurts the accuracy of the prediction, especially

for simpler models that cannot capture the full dynamics of an aircraft. How well the model

represents the aircraft data is dependent on how the input data is pre-processed. Data

pre-processing needs to consider multiple factors such as input data window, input data

parameters, and input data index. The model architecture is another factor that determines

how well the model represents the input data. With these considerations, the following

two sub-research questions were formulated. Research questions 1.1, 1.2, and 1.3 can be

1https://c3.nasa.gov/dashlink/resources/?page=3&sort=-created&type=28
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Research Question 1.2

How to increase the prediction range to provide pilots with enough time to respond
to the precursor predictions

Research Question 1.3

How to identify the proper data structure to pre-process the data used to train
the prediction model with the goal of maximizing the range and accuracy of the model

combined to address gap 1.

A study by the author [117] was on ground speed prediction with various combina-

tions of machine learning models. The purpose of this study was to generate a model

that can capture the spatiotemporal behavior of flight data. To do so, the flight data was

pre-processed with three steps so that the machine learning model can recognize the spa-

tiotemporal behavior of flight data. The First step is data dimension reduction by removing

erroneous data and text data. The Second step is data index modification by rearranging

the data based on altitude instead of time. The Last step is data target selection by using

prediction metrics on four altitude points of interest. The study also used a hyperparameter

optimization tool, called hyperband, to optimize the model design. Hyperband is a method

of finding the optimal configuration through successive halving [118]. The result was a

successful CNN-LSTM model that can predict touchdown ground speed from 300 ft above

touchdown with an accuracy of 3.16 kts. A table that compares the result of this study to

other ground speed prediction neural network models are shown in Table 3.1. This result

Table 3.1: Neural network prediction models for aircraft ground speed

Measure Lee et al. [117] Tong et al. [40, 45] Diallo [41] Kang et al. [42]
RMSE (kts) 3.16 0.0065 3.5 1.71

Prediction Time (s) 12 (300 ft) 1 Retrospective 3 (50 ft)
Prediction Type Multi-Point Single-Point Sequential Sequential

is on par or less accurate compared to other studies but predicts much further. The result

may improve by considering more factors, alternative machine learning models, and other

model design space exploration methods [119, 120, 121]. For example, the study by Ogun-

55



molu et al. [99] showed that although LSTM-based models converge faster, their accuracy

may be lower than that of simpler RNN models.

Various machine learning structures and models may be considered to capture this com-

plex flight data. One of the benefits of the machine learning model is that they can be

combined to add the strengths of each model as shown from many other prediction models

[122, 123, 124, 125, 126].

The following hypothesis is formed based on these observations.

Hypothesis 1.1

If the prediction range and accuracy are evaluated in terms of model structure,
and data structure and the prediction model was trained with FOQA data,

then the response surface model will find an optimal prediction model that is
capable of predicting flight states far away with accuracy.

To address hypothesis 1.1, one experiment will be performed. The purpose will be to

find a hyperparameter optimization algorithm that can simultaneously optimize the predic-

tion model design space. For the algorithm, The design space will be in terms of model and

data structural parameters and the goal will be to maximize accuracy and range. During the

optimization process, the prediction results for each configuration tested will be compared

to find the best configuration. A test may be performed after the completion of hyperpa-

rameter optimization to determine if the optimized neural network model is successful in

learning the flight behavior to improve prediction. The test will be conducted by compar-

ing the neural network prediction model to a polynomial regression model of predicted

features. The title and illustration of the first sub-experiment are shown below.

Experiment 1.1

Flight states prediction with neural network models

Experiment 1.1 starts with data pre-processing and parameter selection. Here, each of

the flight data will be modified based on the selected input window, index, and parameters

of interest. The data structure is an important factor to determine the ”goodness” of the

56



Figure 3.2: Flight parameter prediction experimental setup

input data for representing the predicted data. This is because the machine learning models

are trained assuming that the labels used for training are accurate. The base input window

will be 1000 ft to 300 ft above touchdown. This input range is determined based on the

study by Campbell et al. [26], where the minimum altitude required during approach for

pilots to respond to deviations is identified as 300 ft above touchdown, and the fact that

aircraft are stabilized from 1000 ft during final approach. The base index will be altitude

above touchdown. Altitude is used as an index since decision gates are typically determined

based on altitude and the time it takes for different flights to fly between two decision gates

may differ. Experience shows that most supervised machine learning models require an

equal length for each set of data. So the input data needs to be configured in such a way

to reflect this nature. Another factor to consider is the frequency of the input data. As

introduced, FOQA data records each sensor’s readings between 0.25 to 16 Hz frequency.

Observations from the FOQA data show that using the highest frequency data may increase

the contribution from sensor noise. So for the base configuration, 1 Hz frequency was used

to train the prediction models. However, prediction models will be retrained with input data

will be re-indexed between 1 and 2 Hz frequency. When altitude is used as the data index

the altitude step will be varied between 10 and 20 ft to find the best input data frequency

for maximizing prediction accuracy. The 10 ft is selected because if the step size is below

10 ft then it will require a lot of interpolation during the start of the final approach where

the vertical speed is high, which may impact model accuracy. The 20 ft is selected because
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this step size has been identified to generate a good prediction model from past study [117].

Most of the parameters provided by the FOQA data will be used initially to optimize

the prediction accuracy. The parameters removed will be those that either does not change

between the input windows or have erroneous recordings. The optimized prediction model

will be used to find the correlation between each parameter to the variance in the predicted

metrics. This will be calculated based on the permutation of importance to find the top

features for predicting the flight states.

The overall shape of the input data is as follows. The input data sequence and prediction

data sequence will be stacked by flight to form feature vector matrices. An illustration of

the input data format is shown in Figure 3.3.

𝑭𝒍𝒊𝒈𝒉𝒕 𝟏

𝑡1

𝑡2

𝑡3

…

𝐴 𝐵 𝐶 𝐷 …

𝑛𝑝

𝑛
𝑡

Figure 3.3: Input structure for the machine learning model [117].

The following nomenclature is used.

• nf is the number of flights/samples

• nt is the number of altitudes/index for a given flight/sample

• np is the number of parameters/features recorded for a given flight/sample

In supervised machine learning, target metrics called labels need to be determined.

Based on the literature survey the metrics selected are airspeed, vertical speed, and pitch

angle of the aircraft. The prediction model will predict these metrics at various altitudes

below the input window. The accuracy of the model will be determined based on RMSE
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between predicted and actual trajectories. Only the approach phase data will be used for

prediction since post-touchdown the aircraft dynamics change significantly and information

provided after touchdown may only add stress to the pilots.

Prediction models will need to be modified to optimize prediction accuracy. The goal

is to identify the model design that best captures the spatiotemporal nature of an aircraft.

RNN, LSTM, and GRU models will be considered based on the success of these neural net-

work models for capturing the behaviors of nonlinear dynamic systems. The significance

of model parameters to the accuracy based on the earlier study by the author is shown in

Table 3.2. Note that this table does not show all the model parameters considered and

the RMSE is calculated from normalized data so they will seem relatively small. Once

the design space is determined, the optimal configuration will be selected. The output of

Table 3.2: RMSE of the ground speed prediction model in terms of model depths.

Rank CNN Layers LSTM Layers RMSE val. RMSE
0 1 1 0.0616 0.0212
1 1 2 0.0576 0.0236
3 1 3 0.0552 0.0239
8 0 1 0.0793 0.0272
9 0 3 0.0768 0.0281

this sub-experiment will be a response surface of the accuracy in terms of data and model

configuration.

The prediction model will also need to be optimized to maximize the prediction range.

While the accuracy of the model will be optimized by changing the prediction model struc-

ture, the prediction range will be optimized by changing the data structure. The input data

will be shifted away from the touchdown point. The input window range will also be mod-

ified to find the best window to predict flight states below 300 ft HAT. For model and data

structure design space exploration a hyperparameter optimization algorithm will be con-

sidered. Once the input data configuration is optimized the accuracy of the model will be

validated with test data.

Having a prediction model with a long prediction range and high accuracy is not enough
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to understand how the model behaves with flights not represented by the training data. Ad-

ditional studies will be performed to validate the prediction model. Observation from an

earlier study on significant parameter identification shows that for a given accident precur-

sor, not all parameters have equal contribution [60]. The parameters most contributing to

tire wheel rotation speed exceedance events are identified as aircraft speed, weight, thrust,

and air density (altitude). In fact, most of the studies introduced in this document, regard-

ing metrics prediction, used select parameters for generating their models. This is because

adding parameters that do not represent a metric will only increase the noise to the predic-

tion. This shows the need to explore significant parameters for runway overrun precursors

and the identified parameters may be weighted higher for quantifying the landing perfor-

mance. The explored metrics may also be used as a reference for future studies that try to

predict flight metrics near touchdown. The sub-research question, hypothesis, and experi-

ments to identify the significant parameters are as follows:

Research Question 1.4

What are the flight parameters that have significance in predicting airspeed
vertical speed, and pitch of the aircraft near touchdown

Hypothesis 1.2

If the input data with randomized order, by feature, is used to predict flight
states, then a difference in the prediction RMSE will show the significance

of each input feature to the predicted flight states.

Experiment 1.2

Significant parameter identification

Research question 1.4 will be used to address gap 6.

The last addition to evaluating the prediction model will be prediction model sensitivity

analysis. The robustness of the model is an important factor to consider especially when

the flight environment can vary significantly. Also by nature, the prediction model cannot
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consider external factors beyond the input data. External factors include, and are not limited

to, control and wind. So the model performance must be evaluated with control and wind

trajectories that are different from the training data. This observation leads to the following

research sub-question. Research question 1.5 will be used to address gap 2.

Research Question 1.5

How to evaluate the sensitivity of the prediction model to external factors
to ensure that the select model performance does not degrade significantly

with large changes in the external factors beyond the input data

A few scenarios that represent large changes in external factors can be considered. The

large change in control may be evaluated by observing the prediction accuracy at the flare.

Flare is a complex technique that varies significantly for every flight and for every operator.

It has a significant impact on runway overrun due to its contribution to energy management.

The complexity of this technique makes it a difficult maneuver to predict from the final ap-

proach data. In some cases, the pilot may start flaring early to drain the energy in the

system. In other cases, the pilot may not even flare to initiate a hard landing on contami-

nated runways and ensure full contact between the runway and the wheel. In fact survey on

the final approach so far shows that there is not a clear method of defining flare initiation.

One attempt of doing so is by finding the maximum change in vertical speed and signif-

icant change in pitch near touchdown. However, even this cannot guarantee an accurate

definition of when the flare is initiated especially when there is noise in the recorded data.

Experience shows that the prediction accuracy degrades significantly near touchdown. So

it is necessary to identify the trend in prediction error with altitude, especially around flare,

so that the prediction outcome can be properly interpreted. To do so the start of flare al-

titude must be determined for each flight and the accuracy of each flight near flare needs

to be evaluated. For the wind external factor, prediction model sensitivity to at least two

different wind conditions need to be evaluated. This is because the wind has two compo-

nents in FOQA data: speed and direction. These two components of wind can be derived
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into wind speed in body longitudinal and lateral directions. Then the model performance

at large wind speed and large change in wind speed, called adverse wind in this document,

must be considered. One more analysis to add for the sensitivity analysis is to evaluate

the model accuracy in terms of the data count. This is because data count has significant

implications on the prediction accuracy of neural network models. Based on these obser-

vations, the following hypothesis and experiments can be considered for prediction model

sensitivity analysis.

Hypothesis 1.3 and 4

If the definition of flare and adverse wind can be made from FOQA data
and if the data count can be identified at various external conditions,
then the different in the prediction RMSE will show the sensitivity of

the prediction model to flare and adverse wind.

Experiment 1.3 and 4

Prediction model sensitivity analysis

With this, a complete analysis of runway overrun precursor prediction will be per-

formed and an illustration of research question 1 is shown in Figure 3.4.

Figure 3.4: Updated diagram of research question 1.
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3.2.2 Aircraft System Identification

The goal of this study is to enhance the pilot training process and increase pilots’ exposure

to overrun risk. So far simulation environment was identified to be used as the training

ground to realize this goal. A simulation model is required to generate the simulation en-

vironment. The model needs to accurately map the nonlinear relationship between aircraft

control, external factors, and aircraft states. The sensitivity of the aircraft model to external

factors is extremely important based on the knowledge that the landing SOP, once the air-

craft is stabilized, is not expected to change much unless external factors are at play. Based

on the survey conducted in Chapter 2, it is identified that there is a potential to develop a

single neural network model that captures the nonlinearity and spatiotemporal dependence

on aircraft behavior.

Multiple studies identified aircraft dynamic coefficients for adverse conditions such as

aircraft upset and aircraft braking on contaminated runways. These coefficients are used on

the generic aircraft dynamics model to predict aircraft behaviors. These kinds of physics-

based modeling methods map the external factors to one of the parameters in the dynamics

equation. For example, tailwind or headwind is mapped to the dynamics with the change in

the true airspeed of the aircraft. These methods do not use flight data to directly modify the

state space model. This is why they have the benefit of generalizing the model to be used

for multiple flight conditions and aircraft types. However, it is harder for these methods to

estimate the full impact of external factors on aircraft dynamics.

On the other hand, there are studies that generate the state space model of an aircraft

based on flight data. These models are black boxes that map the relationship between

controls and external factors to the change in aircraft states. Machine learning models are

frequently used for generating these black boxes from time series data such as FOQA data.

Studies have compared various neural network architectures to check the accuracy of the

state space model against nonlinear functions. The key to capturing the nonlinear dynamics

is through recursive feedback to update the model error and identify the full system as
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shown by Kumar et al. [98]. To be successful there needs to be enough data to represent

the full nonlinear dynamics of the aircraft. So past studies used test flights to collect the

necessary data. Based on these observations, gaps are identified in current methods to

generate the state-space model of an aircraft. First is that there is a lack of investigation

on developing an aircraft simulation model based on FOQA data from nontest flights. As

discussed above, FOQA data is a recording of all the flight parameters during the entire

flight. This data can provide a view of aircraft dynamics for the flight condition and the

control range flown. The second gap is a lack of study on flight safety simulation based on

aircraft models identified from in-flight data.

The simulation model is generated in this study to simulate the precursors to runway

overrun. Since precursors are defined by thresholds on various flight parameters, the sim-

ulation model must be accurate As mentioned above, aircraft maneuver is not expected to

change too much post-stabilization. The main cause of variation between flights is external

factors such as wind and control. These external factors are well represented in regular

flights instead of experimental flights. From these gaps, the second research question is

formulated.

Research Question 2

What is the simulation model that can accurately simulate runway overrun precursors
and can this model be generated from existing flight data.

Two sub-questions are considered for this research question. The first sub-question is

on whether FOQA data is enough to simulate flights under adverse conditions. The flight

represented by the FOQA data may not capture the full nonlinear dynamics of the aircraft.

Based on this observation the following sub-question is derived.

Research Question 2.1

Can an aircraft dynamics model be made with FOQA data to simulate flights under adverse
flight conditions.

The feasibility for FOQA data to model the aircraft state space is dependent on whether
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the data fully capture the kinematic and dynamics of the aircraft. Figure 2.4 denotes the no-

tation for all the parameters required to capture the kinematic and dynamics of the aircraft.

Additional aircraft parameters to consider include structural components such as weight

and fuel flow. External factors that affect flight parameters must also be included. These

include deflection in control surfaces, engine thrust, landing gear position, wind velocity,

and wind direction. Observation of the FOQA data shows that all of these parameters are

included. The sub-system level breakdown of the FOQA parameters are shown in Table 3.3.

Given sufficient data, neural network models may generate a dynamic model but it is

known to have some errors. It is guaranteed with the universal approximation theorem that

neural network models can approximate a nonlinear model with bounded error [127]. The

theorem assumes an activation function ψ(t) that is a nonconstant, bounded, and mono-

tonically increasing continuous function. For this activation function, there exists N ∈ Z,

vi, bi ∈ R, and wi ∈ Rm such that the following is true:

NN(x) =
N∑
i=1

viψ(w
T
i x+ bi) (3.1a)

e > |NN(x)− f(x)| (3.1b)

Where NN is a neural network neuron, f is the true value independent of the activation

function, x is the input, and e is the arbitrary error term. This theorem brings key insight

that any nonlinearity may be approximated by introducing more activation functions. This

may be true when the prediction of a nonlinear function is made for a single step, but for

this study, the model is simulated to generate a full trajectory. Harrison [128] summarized

Haddad and Chellaboina’s work and stated that for a reasonably accurate dynamic model,

the resultant trajectory predicted by the model with a small time horizon will be similar to

the true trajectory. To prove this, for two dynamic systems f : D → Rm and g : D → Rm,

both f and g are assumed to be Lipschitz continuous on D. The error between these two

65



Table 3.3: List of aircraft states, controls, and external factor parameters identified in
FOQA data

No. System Metric
Aircraft States

1
Acceleration

Vertical
2 Longitudinal
3 Lateral
4

Attitude

Roll
5 Pitch
6 True Heading
7 Angle of Attach
8

Engine
N1

9 Fan and Core RPM
10

Velocity
Ground and True Airspeed

11 Altitude Rate
12

Position
Longitude Position

13 Latitude Position
14 Pressure Altitude
15 Structure Fuel Quantity

Atmosphere
1

Wind
Speed

2 Direction
3 Pressure

Control
1

Surface

Elevator
2 Flap
3 Spoiler
4 Aileron
5 Rudder
6 Engine Throttle

dynamic systems is bounded over the full domain, D, by some arbitrary constant error

term, e. In fact, let’s say the initial conditions satisfy the following:

||x0 − y0||≤ γ (3.2)

Where γ is a small arbitrary error term for the initial states of functions f and g. When
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x and y state trajectories of functions f and g are propagated to future time step t, the

difference between x and y at time step t is bounded by the following:

||x(t)− y(t)||≤ γeL|t−t0| +
e

L
(eL|t−t0| − 1) (3.3)

Where L is Lipschitz constant. This shows that the aircraft trajectory generated by the sys-

tem identification model can be trusted for small time intervals. L term provides an upper

bound on the growth rate of the error term. A large L term represents a system with high

sensitivity to perturbations. This term is assumed to be sufficiently low for stabilized fixed-

wing aircraft in the final approach. Based on this assumption there are multiple studies that

used neural network models to generate a dynamic model of nonlinear systems including

aircraft [67, 129, 95, 130, 47].

Just like the prediction model the simulation model also has model and data structural

parameters that impact the model’s accuracy. So the ideal configuration that can accurately

estimate the flight states while being robust to external noise must be identified. Research

Research Question 2.2

How to identify the proper model and data structure to consistently identify
the configuration that can maximize the simulation model accuracy.

questions 2.1 and 2.2 can be combined to solve gap 3

Based on the observations made so far, a similar hypothesis as hypothesis 1.1 can be

formulated for research sub-questions 1.1 and 1.2.

Hypothesis 2.1

If both event and nonrisk flights are used for training the system model and
if the simulation accuracy is evaluated in terms of model and data structures

then flight simulation model can be generated from the FOQA data.

To answer and test this hypothesis, the design space of the simulation model has to

be evaluated. In this sense, this hypothesis is related to hypothesis 1.1. The difference
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between hypotheses 1.1 and 2.1 is that the simulation model only needs to predict the flight

states one step into the future. Also to simulate a flight, the control trajectory of the flight

needs to be known. So for the simulation model the state and control features are both

used to train the model. The input window size is short since the input window size only

needs to be long enough to represent the low-frequency dynamics. and output range is also

short because the flight state estimation only needs to be one step far. For hypothesis 2.1

the window size is varied to ensure that the input data capture the full dynamics behavior.

The same hyperparameter optimization algorithm used to test hypothesis 1.1 will be used

to find the optimal model configuration for the simulation model.

The experiment to test hypothesis 2.1 needs to generate a neural network model that

can use FOQA data to map the aircraft controls and external factors at time step (t) to the

aircraft states in the next time step (t+1). This is illustrated in Figure 3.5. To test hypothesis

Figure 3.5: Experimental setup for flight simulation through aircraft state space model
generation

2.1 the size of the input window (m) needs to be optimized. During the data pre-processing

stage, the input data sequence and the prediction data will be stacked and combined for all

of the flights. When the simulation is run the final approach data for each flight is provided

to simulate each flight. The model will continue to simulate as far as the length of the

control trajectory and external factors are defined. This is shown in Figure 3.5 where the

simulation ran until t+n time step. An illustration of this process is shown in Figure 3.6

The accuracy of the simulation will be determined based on the RMSE between simulated
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Figure 3.6: Overview of the model design and optimization method

states and actual states for n time steps. The study by Tong et al. [45] used a similar process

to predict vertical acceleration. As shown in Table 3.1, the RMSE of the predicted vertical

acceleration is very low showing the potential for the neural network to generate the aircraft

state space model. The title of the experiment for hypothesis 2.1 is shown below.

Experiment 2.1

Aircraft simulation model design and optimization

This experiment is also set up to optimize the model in terms of accuracy. The study

by Kumar et al. [98] showed that neural networks with feedback improved the predic-

tion of nonlinear dynamics. Hence, various RNN are considered for modeling the aircraft

state space including fully connected RNN, partially connected RNN, GRU, and LSTM.

Although a single-layer neural network model may capture the dynamics, additional layers

may be needed to fully capture the coupling and low-frequency dynamics. Two layers of

neural network model may be used as encode decoder format or more layers of neural net-

work models may be used to generate a deep learning model. All of these models need to

be tested to find the optimal neural network structure for modeling the aircraft state space.

Just like the prediction model, the simulation model will also require sensitivity analy-

sis. This is important for the simulation model because the error is compounded throughout

the simulation. So the large errors will cause the simulation to fail. The sensitivity analysis

can help validate the model performance at regions of control space where the model is
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most likely to fail. This is especially true when using a neural network model where the

model behavior is unknown without testing it. The first sensitivity analysis is based on

the flare maneuver. Testing the simulation model with flare maneuver can help identify

the model performance at extremes of the control space. The second sensitivity analysis is

based on wind. Again, the wind has two components: speed and direction. To the simu-

lation model, both of these wind components are just like the aircraft control. So testing

the simulation model at various wind conditions can help identify the model performance

at different extremes of the control space. Based on these observations a research sub-

question can be formulated. Research question 2.3 will be used to answer gap 4.

Research Question 2.3

How to evaluate the sensitivity of the simulation model to external factors
to ensure that the mode performance does not degrade significantly at certain

regions of the control space that lacks training data

To answer this sub-question, the design space exploration will consider the accuracy of

the simulation for the full final approach and flare separately. To do so, flare initiation will

be defined based on altitude, runway threshold, velocity, pitch, and control surface deflec-

tion. The simulation accuracy before and after the flare will be measured. The simulation

accuracy at different levels of longitudinal and lateral wind speed will also be measured.

And to check the correlation between the RMSE and data count, a data frequency map in

terms of flare and wind parameters will be generated The hypothesis and the experiment

titles to answer the research sub-question 2.3 is as follows:

Hypothesis 2.2 and 3

If the definition of flare and adverse wind can be made from FOQA data
and if the data count can be identified at various external conditions
then the difference in the simulation RMSE will show the sensitivity

of the simulation model to flare and adverse wind.

Flare and wind are the main external factors with large contributions to the aircraft dy-

namics during the final approach. However, the model accuracy in the extremes of the other
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Experiment 2.2 and 3

Simulation model sensitivity analysis

control space features must also be identified. There is a lack of study on the robustness of

the simulation model at different points in the control space. A downside of neural network

models is that they are not suited for extrapolation. This gap leads to the following research

sub-question. Research question 2.4 will be used to answer gap 5.

Research Question 2.4

How to identify the control space of the simulation model so that the control
configurations that the model can be trusted.

Observations showed that there is a lack of flight data for extreme maneuvers during

the final approach. This means the model accuracy and data frequency at different points

in the control space must be compared. The ideal outcome is that the model accuracy is

independent of the control space. The hypothesis and experiments to answer this research

sub-question are as follows:

Hypothesis 2.4

If the data count can be identified at the entire control space
then the difference in the simulation RMSE will show the sensitivity

of the simulation model to different control configurations.

Experiment 2.4

Simulation control space analysis

Separate research questions are not formulated for the training building block. How-

ever, the presence of gaps 7, 8, and 9 is acknowledged. Also, developing the prediction and

the simulation models is not enough to show that they can increase awareness of overrun

precursors. So this objective will be achieved by taking three different steps. The first

step is introducing how the prediction and simulation model outputs can be mapped to the
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proximity of overrun. The second step is demonstrating how accurately the two models can

predict overrun precursors. The last step is demonstrating how the two models can be used

to predict overrun precursor in flight and learn from simulated flights post-flight. The com-

putation time for both prediction and simulation will be discussed to show the feasibility of

the designed model for providing quick feedback to the pilots.

With this, a complete design and analysis framework of the final approach simulation

will be generated. An illustration of this framework, for research question 2, is shown in

Figure 3.7.

Figure 3.7: Updated diagram of research question 2.
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CHAPTER 4

PROPOSED METHODOLOGY

Studies so far showed that a prediction model can potentially increase pilots’ awareness of

runway overruns. The prediction model uses the final approach data to show the predicted

aircraft states near touchdown. These states are selected from the definitions of overrun

precursors. These precursors are threshold exceedance events that relatively frequently oc-

curred before a runway overrun. Each precursor may be given different threshold levels to

help visualize the severity of the potential risk. Pilots may use this indicator as feedback,

during training, to learn the sequence of control that minimize the severity of each precur-

sor. During training, a simulation model may also be used to evaluate the impact of different

flight behaviors on landing performance. To make this feasible the aircraft dynamic models

need to accurately simulate flight behavior from the influence of external factors such as

wind. The prediction and simulation models combined can provide a platform for pilots

to test different landing scenarios and increase awareness of risks associated with runway

overrun. This chapter will discuss an overview of the development and analysis processes

of the two models.

4.1 Increase Awareness to Touchdown Condition with Prediction Model

The goal of the first research question is to alert overrun precursors based on the final

approach data. There are two key factors for answering this question:

1. whether the pilot behaviors during the final approach are related to the pilot behaviors

near touchdown

2. whether the prediction model can model the pilot behavior to accurately predict air-

craft states near touchdown
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The first factor is important for developing the prediction model because if there is no

relationship between pilot behavior during the final approach and near touchdown, then the

prediction model is nothing but a polynomial regression model of aircraft states in terms

of altitude. The hypothesis is if there is a relationship then aircraft states can be predicted

near touchdown. Based on this hypothesis, the goal is to identify a framework that can

design the prediction model so that the prediction is made early and accurately for pilots to

respond to any adverse conditions.

Five research sub-questions are addressed based on the gaps identified in the current

methods of predicting aircraft states near touchdown. The first step of the process is ad-

dressed and validated from an earlier study [117]. The result showed the potential for the

neural network models to accurately predict the aircraft speed near touchdown. The second

step is focused on sub-question 1.2, how early can this prediction be made so the pilots can

utilize the prediction early on. One feature that directly relates to this is the input window

size. Understanding how much data above the touchdown has relevant information for de-

termining the aircraft states near the touchdown is the key to this question. By addressing

this question, sub-questions 1.2 and 1.3 can also be answered. This is because the predic-

tion accuracy and range may also change with the frequency of the input data provided.

The hypothesis is that depending on the smoothness of the input data, the prediction model

may treat changes in the aircraft states as noise. The more that the machine learning model

treats changes in input data as noise the more the model will perform like a simple polyno-

mial regression model. An important factor to remember is that no information is provided

regarding the predicted aircraft states in the input data. This means the prediction model is

creating a complex regression model of the aircraft states at each predicted altitude. So the

prediction models may be generalized models of aircraft states. This means the prediction

model will not be able to predict the small changes in the predicted states instead it will

predict the overall trend. So if the model is unable to find a correlation between input data

and the predicted states, the resulting model will be equivalent to a polynomial regression
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model of the aircraft states in terms of altitude. Increasing the frequency of the input data

may resolve this issue but the maximum benefit of increasing the frequency needs to be

determined. So a hyperparameter optimization algorithm will be used to find the ideal data

and model configuration with the highest prediction accuracy and range.

To determine if the developed prediction model is behaving like a simple polynomial re-

gression model, a simple polynomial regression model of aircraft states in terms of altitude

will be generated. The prediction accuracy of this regression model to the neural network

model will be compared to ensure the two factors for answering the first research question.

It is observed that if the prediction model has the characteristic of a regression model then

the prediction accuracy will increase by clustering similar flights. So a clustering step will

be added to the data pre-processing step and generate a separate prediction model for each

cluster and observe if the prediction accuracy improves. Here the final approach trajec-

tories will be clustered based on their flight path, velocity, and acceleration. The result

will provide additional feedback on the sensitivity of the prediction model accuracy to the

training data.

Researchers have recently considered data-driven models for predicting flight trajecto-

ries by learning from the historical flight trajectories with machine learning and data mining

algorithms [131, 132]. Zhang and Mahadevan [133] have used bayesian neural networks

for one-step-ahead prediction on the deviation along latitude and longitude between the ac-

tual flight trajectory and target flight trajectory. This application focuses on en-route flight

trajectory prediction and does not include higher fidelity trajectory data like FOQA. How-

ever, it does provide the value of predicting trajectories by assessing a safety measure that

calculates the potential loss of separation. Che et al. [134] have used multiple deep-learning

models to assess system conditions and classify faults in aircraft systems. This application

focuses on individual aircraft systems rather than the trajectory as a whole but provides in-

sights into the utility of using multiple deep-learning models. Ayhan and Samet [132] used

Hidden Markov Model to learn from historical flights and predict flight trajectory while
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taking environmental uncertainties into account. This study generated flight trajectories

on a discretized map that represents a weather observation at each discretized space. Shi

et al. [130] used LSTM neural network to predict the flight trajectory. Sliding windows

are applied to the LSTM model to maintain a high level of accuracy in the dynamics in

the adjacent states. Wu et al. [131] developed recurrent neural network models that can

model trajectories constrained by the topological structure of road networks. Among all

these applications, there is an overarching theme that uses neural network models to gen-

erate prediction models. What are some of the neural network models used specifically to

predict flight states? The study by Kang et al.[42] presented this by developing a sequential

prediction model of aircraft speed from 4 to 14 seconds after crossing 50 ft height above

touchdown based on the data 4 seconds before and after crossing the same altitude. The

authors tested machine learning models including LSTM, decision tree, linear regression,

gradient boosting decision tree, random forest, and support vector machine models. The

results showed that LSTM based prediction model has the lowest error. Comparison of the

prediction model accuracy of past models in Table 3.1 further shows the potential for the

gated neural network model, such as LSTM, to most accurately predict the aircraft speed

compared to other machine learning models. Based on the prediction models developed in

past studies, aircraft states prediction models based on LSTM, GRU, and CNN are consid-

ered.

LSTM is a type of recurrent neural network that tries to resolve the issue of back-

propagating errors blowing up or vanishing. Information for LSTM models flow through

four steps as shown in Figure Figure 4.1:

1. Forget gate, which changes the state from t-1 to t

ft = σ(Wf (ht−1, xt) + bf )
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Figure 4.1: Example LSTM neural network cell

2. Input gate and updated values, which decide which states are added by how much

it = σ(Wi(ht−1, xt) + bi)

C̃t = tanh (WC(ht−1, xt) + bC)

3. State update, based on ft, Ct−1, it, and C̃t

Ct = ft ∗ Ct−1 + it ∗ C̃t

4. Output gate, where the output to the next cell and layer is determined

Ot = σ(WO(ht−1, xt) + bO)

ht = Ot ∗ tanh (Ct)

Here the f is the forget gate, i is the input gate, O is the output gate, C is the state, h is

the hidden layer state, x is the input, W is the weights, b is the bias, and σ and tanh are

the activation functions. For further details of LSTM models, the readers are referred to

Hochreiter et al. [135].

GRU is another gated recurrent neural network model with a similar goal as LSTM.

Information for GRU models flow through four steps as shown in Figure Figure 4.2
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Figure 4.2: Example GRU neural network cell

1. Update gate determines the past information that is passed

z = σ(Wz ∗ xt + Uz ∗ ht−1 + bz)

2. Reset gate determines the past information to forget

r = σ(Wr ∗ xt + Ur ∗ ht−1 + br)

3. Update, based on z, ht−1, and h̃t

ht = z ∗ ht−1 + (1− z) ∗ h̃t

h̃t = tanh (Wh ∗ xt + U(r ⊙ ht−1))

Here the z is the update gate, r is the Reset gate, h is the hidden layer state, C is the state, x

is the input, W are the weights for the input, U are the weights for the hidden states, b are

the biases, σ, and tanh are the activation functions. For further details of GRU models, the

readers are referred to Cho et al. [103]. GRU and LSTM have both structural and functional

differences. Structurally GRU have two gates while LSTM has three. Functionally, the

study by Yin et al. [136] show that GRU is capable of learning a model faster, while LSTM

can learn longer sequences.

CNN model extracts spatial relationships in the sequence of data and maps them to
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the internal features, flight parameters in this case. The information for the CNN model

flows through a set of filters, also known as kernels, and is convoluted across the input

volume. The filters are activated when a specific feature is triggered at the spatial input.

Some parameters that affect the performance of the CNN model are kernel size and stride.

Kernel size determines the size of the spatial area that is convoluted simultaneously. Stride

determines the spatial step size so that the filter passes the input volume. An example figure

for CNN models is shown in Figure Figure 4.3. For further details of CNN, the readers are

referred to Indolia et al. [137].

Figure 4.3: Example CNN cell

1. Convolution operation

C l
q = (Σn

p=1S
l−1
p ∗ klp,q + blq)

2. Pooling

Slq(i, j) =
1

4
Σz
u=0Σ

z
v=0C

l
q(2i− u, 2j − v)

Here p and q are the feature map (used to convert an area of the input data into a single

value) indices. i and j are the image indices. u and v are the pooling window dimension. l

is the layer, b is the bias, z is the pool window size, S is the image to be convoluted or the

pooled image, and C is the convoluted image. With a CNN model, input data is divided

into smaller segments and each segment is converted to a single value with the convolution
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operation. The converted values are sampled or pooled with the most representative value.

This process repeats for multiple layers until the final output data, which most represents

the features of interest, is generated.

These models are configured in various combinations to find the best model for pre-

dicting the risk of overrun for a given flight. How will these different combinations of

models be compared? Safety is a concept that may be difficult to quantify because it is as-

sociated with the absence of something rather than its presence [138]. However, since this

work is focused on predicting precursors by predicting flight states, the accuracy of flight

states will be used to compare the models. The average error of the predicted and actual

states may be calculated from all the test flights to find the best model combination. The

RMSE and relative error metrics are calculated for each flight. The RMSE will measure

the absolute error of the prediction in the unit of the predicted parameter. This metric will

provide an estimate of how accurate the model is compared to peers and provide an error

distribution range. This metric will also tell if the prediction model is learning from the

flight behavior or is generating a simple regression model of the predicted parameter. If

the prediction model is a simple prediction model, the RMSE is expected to be constant

or reduce at each altitude. This is because a regression model is a curve that connects the

mean or the median of the prediction parameter distribution at each target altitude. The

relative error will measure the error residual normalized by the recorded min-max range

of the prediction parameter at each target altitude. This metric will provide an estimate of

how accurate is the model relative to the prediction data distribution at each target altitude.

This metric will be used to compare the prediction model performance at various target

altitudes. Now that the accuracy metric is defined, how much of the final approach should

be predicted? A study by Campbell et al. [26] 300 ft HAT as the lowest altitude at which

the pilots could respond to deviations from the ideal approach trajectory. Based on these

observations and aforementioned studies, longitudinal dynamic parameters are predicted at

various target altitudes between 300 ft and 0 ft HAT. So the configurations are compared
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by finding the predicted and actual states below 300 ft HAT

In summary, the prediction model investigated in this study should address some lim-

itations of the existing supervised learning approaches, such as providing predictions for

multiple features. The model needs to accurately predict aircraft states with enough time

for pilots to respond and take preventative actions. The prediction model will be generated

with various combinations of neural network models. To address the research sub-question

1.4 the significant parameters of the predicted states will be identified from the final model.

The significant parameters will be identified based on the permutation of importance. Then

to address the research sub-question 1.5 the model sensitivity to flare will be analyzed. This

is because, throughout the majority of the final approach, changes in these parameters are

relatively small until the pilot initiates flare. The exact altitude at which the flare is initiated

depends on the technique used during landing. The flare technique used may have signif-

icant implications on the amount of speed bled during the flare and the final touchdown

location. So the variation in the techniques makes flare an important process to consider

when analyzing landing performance. The wind is another factor to consider when eval-

uating model sensitivity to external factors. When the aircraft is in close proximity to the

ground, the change in airflow results in erroneous measurements in sensor readings and

changes in aerodynamics. Also by nature, an aircraft rely on airspeed to generate lift. So

when an unexpected change in the wind speeds is observed, large maneuvers will be made

to account for these changes and deviate the flight from a typical landing. The wind effect

coupled with flare makes the aircraft’s behavior just before touchdown a complex system

to model. Based on a survey of prior work, it is unclear how well a supervised machine-

learning algorithm can deal with the flare and wind. To answer this question, flare and

adverse wind must be defined from the FOQA data. Then the model accuracy before and

after flare or with and without adverse wind will be compared.
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4.2 Improve Flight Control with Dynamics Model

While the goal of the prediction model is to predict the aircraft states near touchdown, the

goal of the simulation model is to sequentially predict the aircraft states in the near future.

This type of model may be trained with supervised machine learning models that map the

input data to the truth label one step into the future. The input data is the initial aircraft

states and the full control trajectories. The truth data is the predicted aircraft state trajec-

tories. With a well-trained model, the system control inputs may be modified to generate

alternate paths. These alternate paths may be used to analyze the impact of changes in air-

craft behavior on the exposure of overrun precursors. For improving awareness of overrun

precursors, alternate paths may be used to train the control sequence to return to a safe path.

A dynamic model may be generated with artificial neural networks (ANN) based on

the universal approximation theorem [127]. The theorem states that neural network models

with nonconstant, bounded, and monotonically increasing continuous activation functions

can approximate any system. Based on this knowledge, aircraft systems have been mod-

eled with neural networks in numerous studies. In general, aircraft systems are modeled

based on the aerodynamic coefficients or black-box approach. The aerodynamic coefficient

approach generates nonlinear coefficients with neural network models for generic aircraft

equations of motion [139, 140]. The benefit of this method is that it works for any generic

system that follows the same equations of motion. This also means that the system model

strictly follows the equations of motion used, which may not capture the full dynamics

of the aircraft. External factors such as wind or ground effect need to be factored into

the equations of motion for the dynamic model to capture these factors. The black-box

approach assumes the model as a black box that estimates future states based on current

states and controls [141, 142, 143, 144]. Systems identified with the black-box approach

require the input data to be from the same aircraft type to ensure that the model stays ac-

curate. So the black-box model is tailored to the airframe and the flight conditions that
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the data represents. The downside of a black-box approach is that identifying the system

for the full dynamics requires flight data that includes various maneuvers to ensure that the

data represent the aircraft well. However, as long as sufficient data is obtained, an accurate

system model of an aircraft may be generated. With this model, control trajectories that

trigger threshold exceedance precursors based on aircraft states may be analyzed. The risk

of a flight may be measured based on the magnitude and frequency of threshold exceedance

to provide feedback on the flight performance to the pilots.

In terms of the architecture, ANN based dynamic models may be feed-forward or recur-

rent. Some examples of a feed-forward neural network include a wavelet neural network,

radial basis function network, and rectified-linear unit networks. The aforementioned mod-

els such as LSTM and GRU are recurrent neural networks. Multiple studies show the po-

tential for recurrent neural networks to model nonlinear dynamic behaviors [145, 67, 99].

In exchange, recurrent neural networks are more costly to generate. ANN based dynamic

models may also be offline or online networks depending on whether the network param-

eters are fixed or adjustable in real-time. Offline models are smoother in their approxima-

tions, making them a better choice as a reference model, and not constrained in time for

training while the online models are more adaptive to changes in the inputs [146]. Since

the goal of this study is to develop an aircraft final approach model that most accurately

approximates the behavior of an aircraft, offline recurrent architecture is selected. This

means a large number of final approach data that well represent the full dynamics of the

aircraft is needed to train the model. The FOQA data is a well fit for this purpose because

it includes the real-time recording of aircraft states, controls, and wind. The concerns are

how much FOQA data is needed to model the full aircraft, what is the scope of the FOQA

data required for modeling aircraft behavior during the final approach, and how the control

space change with the training data.

To address these concerns multiple time series system identification structures are sur-

veyed, one of which is the NNARX. A sample illustration of the NNARX model is shown
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in Figure Figure 4.4. In the illustration, y is the states, u is the controls, w is the model

Figure 4.4: Example NNARX model

weights, b is the model biases, the blue arrow is the model network connections, and the

orange dashed arrow is the feedback loop that simulates a flight. NNARX maps the past

states and controls to the next state with nonlinear regression functions. As explained in

subsubsection 2.2.2, multiple variants of NNARX exist based on how the feedback loop is

connected in the network. Variants of NNARX also exist by only using the states or the

controls as inputs to the model. The nonlinear regression functions may also be replaced

by gated neural network models so that the network memory can reduce the need to iden-

tify the lag in the states and the controls. Multiple studies already showed the potential

for a neural network based system identification model for representing the dynamics of

an aerial vehicle [143, 144]. In fact, the study by Roudbari and Saghafi[96] showed that

NNARX based model can accurately model the linear and angular acceleration of an air-

craft. However, this study utilized test flight data recorded at 10 Hz frequency with specific

maneuvers. The FOQA data collected in regular flights have errors and noise issues that

limit the data available for training the neural network model. In fact, the flight data for

large aircraft motions are expected to be scarce depending on the pilot, aircraft, and runway

combination. When addressing the risk of certain flight trajectories based on the threshold

exceedance of flight parameters, it is important that the model accurately approximates the
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aircraft states. So the control space that the simulation model accurately represent needs

to be evaluated. This includes the simulation model’s sensitivity to external factors such

as wind. To do so the model will be first trained with an open loop structure. So the true

controls and states at t-1 will be mapped to the true states at t. The trained model will be

tested with a close loop structure where only the initial states and the full control trajecto-

ries are provided. The approximated aircraft states will be used as the input for the next

state approximation until the end of the control trajectory.

A simpler architecture considered for modeling the aircraft system dynamics is the

RNN. A sample illustration of the RNN model is shown in Figure 4.5. The key difference

Figure 4.5: Example RNN model

between RNN and NNARX is the location of the feedback loop. While the NNARX model

feedback around both layers of the model, RNN model feedback only loops around the top

layer. So in essence the RNN is a single-layer model with a bias and a multiplier added

to the output of each time step. The purpose of the second output layer may be as simple

as unit conversion or it could add a higher-order term, in the aircraft equations of motion,

that is time-independent in nature. For the first example, the normalized data could be

used to as input and the regular data as output to train the RNN. Then the aircraft system

could be modeled with the recurrent layer and the second, nonrecurrent, layer could be

responsible for converting the normalized output data to the regular output data. For the
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second example, if the RNN was modeling the drag polar of an aircraft, the recurrent layer

would model the induced drag while the nonrecurrent layer would model the parasitic drag.

The benefit of RNN is that it is a simpler model, but whether this model is complex enough

to represent the dynamics of an aircraft has to be addressed.

The aforementioned GNN models would look like Figure 4.6. Essentially the simple

Figure 4.6: Example GNN model

top layer of the NNARX model would be replaced by a complex gated layer. The benefit of

GNN models is that the gates can reduce the issues with exploding or diminishing feedback

error. The gated layer is also recurrent, so it will better represent the nonlinear behaviors

of the aircraft. However, GNN models are much more complex and require a large number

of data to train. So the pros and cons of using GNN over NNARX has to be addressed.

4.3 Maximize the Model Accuracy with Hyperparameter Optimization Algorithm

The overarching theme behind this thesis is modeling aircraft behavior with neural network

models. Past studies using neural network models to predict or simulate aircraft states used

multiple layered models due to the complexity of aircraft behavior. The simplest neural

network model contains a dense layer and its model parameters are the number of hidden

units, activation function, and bias. LSTM and GRU model parameters include: recurrent

activation function, dropout, recurrent dropout, and unit forget bias on top of the model
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parameters for the dense model. The CNN model parameters include filters, kernel size,

strides, padding, activation, and bias. As the number of layers increases to approximate

more complex behaviors, there is an explosion of the model parameter combinations to test.

On top of this, the design space of the neural network models is unknown because they are

not derived from the physics of the aircraft. This means the neural network design space

may be multi-modal making it difficult to find the global optimum configuration with the

highest prediction and state approximation accuracy. Not to mention that machine learning

models are sensitive to how the training data is pre-processed. Hence it is important to

select the right optimization algorithm to explore the neural network model design space to

search for the global optimum.

The goal of an optimization algorithm is to find the minimum (or maximum) in a design

space. The dimensions of the design space are the parameters of the objective function. A

point in the design space is considered as a local optimum if f(x∗) < f(x) where x∗ is the

local optimal configuration and x are its neighbors. Conditions for optimum are supported

by two conditions: first and second-order conditions. The first order necessary condition

states that x∗ is locally optimal if∇f(x∗) = 0 where∇ represents the gradient. The second

order necessary condition states that x∗ is locally minimal if ∇f(x∗) = 0 and H(x∗) is

positive semi-definite. Here the H represents the hessian of the point x∗. The sufficient

variant of the second order condition requires the H(x∗) to be positive definite. For a large

design space that is multi-modal, global optimum needs to be identified. Global optimum

is when f(x∗) ≤ f(x) for all ranges of x.

Optimization algorithms are classified based on their method of searching for the opti-

mum.

1. Direct search methods – search for the optimum without gradient information (ex.

grid search)

2. Line search methods – search for the optimum along successive lines in a design

space (ex. steepest descent)
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3. Trust region methods – search for the optimum by approximating the local design

space (ex. quasi newton direction)

Direct search methods search for the design space randomly or in a pattern. These methods

may not find x∗ but are better at exploring the design space. For the line search methods,

the search line is defined based on the gradient and the hessian at x. These methods will

more likely converge to a local optimum, but the solution is sensitive to the initial x. The

trust region methods are also likely to converge to a local optimum, but a lot of information

about the design space is needed to create the trust region. Also, both line search and trust

region methods search for the gradient of the design space and this may be costly, especially

with increasing dimensions.

In terms of neural network model optimization metaheuristic optimization algorithm

that utilize direct search is considered. This way the design space can be quickly ex-

plored. Examples of metaheuristic optimization algorithms include Simulated Annealing

(SA), GA, and particle swarm algorithms. SA models the behavior of heat dissipation

described by the following equation:

P (∆f) = e
∆f
kt (4.1)

where k is the Boltzmann constant, t is temperature, and f is the objective function. Initially,

when the temperature is high the algorithm accepts small improvements in the objective

function. As the temperature is reduced, the algorithm searches for a steeper path to the

optimum. SA is an example of a stochastic optimization algorithm. Another example of a

stochastic optimization algorithm is GA.

GA is a population-based stochastic algorithm. It models the behavior of how chro-

mosomes share information and generate new cells during meiosis. GA follows a 5 step

process:

1. sampling – sample population randomly

88



2. evaluation – evaluate each sample

3. selection – select the samples (parents) that will move on to the next generation

4. crossover – generate new samples (children) by interchanging information between

parents

5. mutation – random change of information within each sample.

The benefit of stochastic optimization is that the algorithm explores a large design space

while converging to an optimum. The limitation to SA is that repeated annealing may

be costly. The limitation to GA is that the solution may converge to the local optimum

depending on the initial sample.

Particle swarm optimization is a population-based stochastic algorithm. This algorithm

model the behavior of a swarm of animals such as bees or a flock of birds. Initially, a ran-

dom set of samples are used to search the design space. The cost of the objective function

for each sample is compared and the search direction is found based on the samples, with

the lowest objective function results.

vt+1 = avt + bU t
1(ρb

t − xt) + cU t
2(gb

t − xt) (4.2)

Here a, b, and c are coefficients, (ρbt − xt) is the search direction based on the sample

xt, and (gbt − xt) is the search direction based on other samples. The particle swarm

optimization is easy to fall into the local optimum and may have local convergence. This is

because the initial set of samples converges to the local optimum of the best sample found

in this first iteration.

Bayesian Optimization (BO) is another metaheuristic optimization algorithm and it re-

lies on the probability of improving the model to optimize the design space. The equation
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that describes the BO algorithm is Equation 4.3.

η̂ = argmax
η
P (η|f(x1:n)) (4.3)

As noted in Equation 4.3, the BO algorithm evaluates a configuration (η) where the varia-

tion of the configuration to be on the base function selected from past observations (f(x1:n))

is maximum. The algorithm continues to search for new configurations (evaluation points)

until the expected improvement is small.

An important characteristic to consider when deciding the right metaheuristic optimiza-

tion algorithm is that most neural network model parameters are either discrete or can be

discretized. So the algorithm needs to be good at solving combinatorial problems. Past

studies show GA being used frequently for training neural network models [147, 148, 149,

150, 151, 152]. A study compared GA with two other metaheuristic optimizers and found

benefits in using GA [153, 154]. However, GA is known to converge to a local optimum

with a significant correlation to the initial condition. This study will further explore GA

variants to increase the design space exploration and use the developed algorithm to opti-

mize neural network models for aircraft state prediction and simulation.
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CHAPTER 5

HYPERPARAMETER OPTIMIZATION ALGORITHM DEVELOPMENT

GA is one form of evolutionary-based optimization algorithms [155]. GA has shown suc-

cess in optimizing and designing multiple neural networks in the past. The five-step process

of the GA allows it to effectively test the combinations that converge to a local optimum.

But the nature of the GA makes it difficult to increase the explored design space. Because

the mutation rate is typically set as a low value so that the algorithm can converge to a

solution. Also, the randomness of the mutation step does not guarantee that the mutated

sample can survive. So the solution is sensitive to the initial samples selected in the first

step. Nevertheless, GA can explore a large design space, relatively fast with parallel com-

puting, even for an unknown design space. This makes the algorithm a great selection for

designing neural network models because each model is unique to the training data so each

time the design space has to be re-evaluated. An illustration of the conventional GA is

shown in Figure 5.1.

0 0 0 0 0 0

1 1 1 1 1 1

0 1 0 1 0 1

1 0 1 0 1 0

1 1 1 0 0 0

0 0 0 1 1 1

Sample 1

Sample 2

Sample 3

Sample 4

Sample 5

Sample 6

0 0 0 0 0 0

1 1 1 1 1 1

Sample 1

Sample 2

1 1 0 0 0 1

0 0 1 1 1 1

Sample 7

Sample 8

Crossover

Mutation

Elitism: top scores

Figure 5.1: Illustration of the GA processes

QIGA is a variant of the genetic algorithm inspired by quantum mechanics to explore

the design space. Multiple studies show the improvements in the optimum search process
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when using QIGA over GA [156, 157, 158, 159, 160]. QIGA achieves this by using qubits

that replace a value in the binary code for the GA. Unlike in GA where a binary value must

represent a 1 or a 0, a qubit represents a distribution of 1s and 0s and this distribution is

defined by Equation 5.1.

ϕi = αi|0) + βi|1) (5.1a)

where 1 = |α|2 + |β|2 (5.1b)

So a quantum chromosome is represented by a list of αs and βs. And each chromosome

represents a combination of samples for a feature of the design space. Notice Equation 5.1b

represents the function of a circle which means α and β can represent sin θ and cos θ. So a

feature that distinguishes QIGA from GA is that after each generation, the QIGA algorithm

will update θ for each qubit to converge to the optimum. This way the mean of the new

set of samples generated will shift towards the identified optimum in the quantum realm.

However, the randomness of the samples generated makes it possible to increase the design

space explored. An illustration of how qubit operates to achieve this is shown in Figure 5.2.

Chromosome

1 0

0 0 0 0 0 0

1 1 1 1 1 1

0 1 0 1 0 1

Sample 1

Sample 2

Sample 3

…

Elitism: best score

New Chromosome

1 0

0 1 0 1 0 1

0 1 0 1 1 1

0 0 0 1 0 1

Sample 4

Sample 5

Sample 6

…

Figure 5.2: Illustration of the QIGA processes

The potential for QIGA to optimize a neural network structure can be evaluated based

on a known design space, or a test function. A test function is a complex multimodal
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function with a single peak. The multimodal functions represent local optimums and the

single peak represents the global optimum. With the test function, the ability of the opti-

mization algorithm to identify and converge to the global optimum may be observed based

on the number of function evaluations. A list of test functions is listed by Surjanovic and

Bingham [161]. For this study, Ackley and Schwefel functions are selected to test the opti-

mization algorithm generated for this study. These two functions are selected because they

are multimodal with known global optimums. However, the Ackley function has a distinct

optimum while the global optimum for the Schwefel function is not too different from the

other optimum. Equation 5.2 show the two test functions.

f(x) = −a exp

−b
√√√√1

d

d∑
i=1

x2i

− exp

(
1

d

d∑
i=1

cos cxi

)
+ a+ exp(1) (5.2a)

f(x) = 418.9829d−
d∑
i=1

xi sin
√
∥xi∥ (5.2b)

The illustrations of the test functions can be found in Figure 5.3.

Figure 5.3: Illustration of the Ackley (left) and Schwefel (right) test functions
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5.1 Development of Optimization Algorithm

As introduced, the benefit of QIGA is the increase in design space exploration while simul-

taneously converging the new samples to the optimum. This is made possible by varying

the θ so that the updated qubit converges to the optimal. The corresponding pseudo-code is

shown in Algorithm 1. Here Q is the string of qubits that represent a single chromosome.

Algorithm 1 QIGA algorithm with caption
t← 0
initialize Q(t)
generate P(t) from Q(t)
evaluate P(t) and find b
update Q(t) by dθ to converge to b
while t ≤ max generation do

t← t+ 1
generate P(t) from Q(t)
evaluate P(t) and find b
update Q(t) by dθ to converge to b

end while

Each qubit is used as a threshold for uniform distribution samples to select between zero

and one. A distribution of values from each cubit is combined to form a population, de-

noted as P. Each sample is evaluated and the best sample, b, is identified. Then the qubit is

updated by changing θ to converge to b. Depending on the problem solved, the magnitude

of θ change (dθ) and the direction of change may differ. Because of this, dθ is a critical

factor to the convergence rate and the optimum identified. If dθ is high then the algorithm

will converge to b faster but the chance of b being the true optimum is reduced.

The QIGA’s dependence on dθ and the lack of its ability to search for the local optimum

lead to multiple variants of QIGA. While some improved the qubits with a density function

[162, 163], others made dθ dynamic [164, 157]. QIGA was also combined with other

optimization algorithms, such as gradient descent, for numerical problems with continuous

variables. By combining QIGA with gradient descent, the algorithm can behave like a

simulated annealing algorithm with qubits converging to the optimum instead of heat metric
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”cooling down”. As such, a HGA is investigated to improve the optimization process of

the prediction and simulation models.

The design space to optimize with both models include data and model features. The

features to optimize are mainly discrete with parameters such as the method of indexing

the input data, indexing step size, the number of prediction model layers, and the types of

prediction model layers. There are some parameters such as dropout % that are not discrete

so the optimization algorithm should be capable of handling these parameters as well. Past

experiment [117] shows that the main contributors to improving the model accuracy come

from having the right combination and number of neural network layers. So for this study,

GA is selected since it is capable of optimizing the different combinations of model layers.

As mentioned above, the optimum found with GA is limited mainly with the initial samples

generated. This limitation could be reduced by generating new samples each generation

with QIGA. So a HGA algorithm is developed and an illustration of this algorithm is shown

in Figure 5.4.

Chromosome

0 0 0 0 0

1 1 1 1 1

0 1 0 1 0

Sample 1

Sample 2

Sample 3

…

New Chrom.

0 1 0 1 1

0 0 0 1 0

Sample 4

Sample 5

…

0 0 0 1 1

00 1 0 0

Sample 7

Sample 8

Best samples select for next generation

0 1 0 1 1

00 0 0 1

Sample 5

Sample 6…

Figure 5.4: Illustration of how samples are made and optimized with HGA algorithm

The HGA algorithm starts with initial qubits (Q(t)) with θ = 45◦. Here t represents

a generation. Samples of the population (P (t)) are generated from Q(t) with a uniform

random number generator for each qubit. After evaluating P (t), the best sample (b) is

saved. Then each of the qubits is updated by dθ to converge to b. Until here the HGA is
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identical to the conventional QIGA. With HGA, instead of generating the entire population

P (t+1) withQ(t+1), only half of the population is generated. The other half is populated

by the surviving samples from P (t) and they will be called P ′(t + 1). P ′(t + 1) samples

are processed with the conventional genetic algorithm methods such as crossover, and mu-

tation. In short, what happens with HGA is as follows: after each generation of samples

is evaluated, the top-performing samples are kept for mutation and cross-over, while the

bottom-performing samples are replaced by updated Q(t+n). This process continues until

Q is converged. The pseudo-code of the proposed HGA is shown in Algorithm 2

Algorithm 2 HGA algorithm with caption
t← 0
initialize Q(t)
generate P(t) from Q(t)
evaluate P(t), find b, and identify P’(t+1)
update Q(t) by dθ to converge to b
while t ≤ max generation do

t← t+ 1
crossover P’(t)
mutate P’(t)
generate P(t) from Q(t)
evaluate P(t) and P’(t) to find b and P’(t+1)
update Q(t) by dθ to converge b

end while

5.2 Algorithm Performance

The HGA algorithm and a few other optimization algorithms are run on two different test

functions in Equation 5.2. The other algorithms compared are conventional GA, Differen-

tial Evolution (DE), SA, and BO. The SA and DE algorithms compared are dual annealing

and differential evolution optimization functions from the scipy library. The BO algorithm

compared is gp minimize optimization function from the scikit optimize library. The GA

algorithm is self-developed based on the algorithm introduced above. The performance of

the optimization algorithms is compared by the number of evaluations they used to con-
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verge to an optimum and the optimum identified. The optimization problem is set up as

follows. 5 parameters are required to be optimized each with a min-max range between

-100 and 100 for the Ackley function and -1000 and 1000 for the Schwefel function. Initial

states are found by repeating the random number generator. All algorithms are run for 5000

evaluations each. Note, the Ackley function is used as shown in Equation 5.2a. However,

the Schwefel function is modified to represent a test function with discrete variables with

a step size of 10. So when the Schwefel function is evaluated, each input value is rounded

to the 10s. This is because the data and model features of both the prediction and simula-

tion models are mostly discrete. So the Schwefel function is discretized to represent such

behavior. The results are shown in Table 5.1.

Table 5.1: list of model parameters to optimize for prediction model

Result Test f(x) Global HGA GA DE SA BO

Opt.
Ackley 0 13.7 19.5 20.7 3.7 16.8

Schwefel 0 550 570 0 0 900

Eval.
Ackley – 5000 5000 300 5000 100

Schwefel – 2000 4000 3000 1250 300

Based on the trial runs, the SA algorithm performed the best in terms of finding the

optimum with the least number of function evaluations. The HGA performed second in

terms of finding the optimum with similar performance observed from DE. This is because

while HGA found the better optimum for the Ackley function with a higher number of

iterations than DE, DE found the better optimum for the Schwefel function with a number

of higher iterations than HGA. The BO was able to converge with very few function eval-

uations but it converged far from the global optimum. The GA had the opposite behavior

where it took a lot of iterations to converge to a local optimum. Based on this observation

the SA is a better selection. However, neural network optimization requires the algorithm

to handle discrete features that are not ordinal. Indeed experimental results showed that SA

took longer iterations to optimize the design space for this thesis and found a less optimum

configuration. So HGA is selected to optimize the data and model features. Note for all of

the algorithms tested the results do vary with each iteration and Table 5.1 is made based on
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the typical behavior observed after 10 runs.

5.3 Optimizing Prediction and Dynamic Models

The developed HGA algorithm will be used to optimize the prediction and simulation mod-

els. The prediction model features to be optimized are shown in Table 5.2. The simulation

Table 5.2: list of model parameters to optimize for prediction model

No. Data Parameters Options
1 input index time (s), altitude (ft)
2 min altitude for training data 300 - 500 (ft)
3 max altitude for training data 600 - 1500 (ft)
4 resolution: time 0.5, 1, 2, 4 (s)
5 resolution: altitude 10, 20, 30 (ft)
6 mean pooling size for training data 0, 2, 3, 4
7 normalization none, min max, standard deviation

No. Model Parameters Options
8 activation functions none, relu, tanh, sigmoid
9 CNN encoder True, False

10 CNN filter 16, 32, 64
11 number of prediction layers 1 - 4
12 prediction models RNN, GRU, LSTM
13 dropout 0 - 50 (%)
14 mean pooling size for CNN output 0, 1, 2, 3, 4
15 training batch size 8, 16, 32, 64

model features to be optimized are shown in Table 5.3.

For the prediction model, there are seven data parameters selected for optimization.

The input index parameter is where the progress is defined by time or altitude. Time is

considered because this world flows in time. Altitude is considered because during the final

approach the aircraft descends until touchdown and height above touchdown is an indicator

of progress. Depending on the input index parameter selected the resolution of the training

data may be in seconds or ft. For example, if the resolution is 1 ft the input data is collected

for every ft. The min and max altitude for training data is the input altitude windows used to

perform the prediction. The min altitude range is selected based on the gate heights used by

Campbell et al. [26] since the lower bound of 300 ft is selected based on this study. The max
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Table 5.3: list of model parameters to optimize for simulation model

No. Data Parameters Options
1 input window length 1 - 10 (s)
2 output window length 1 - 5 (s)
3 resolution 0.5 - 2 (Hz)
4 normalization none, min max, standard deviation

No. Model Parameters Options
5 activation functions none, relu, tanh, sigmoid
6 number of prediction layers 1 - 4
7 number of hidden units 10 - 500
8 prediction models RNN, GRU, LSTM, NNARX
9 dropout 0 - 50 (%)

10 training batch size 8, 16, 32, 64, 128

altitude range is selected based on an observation that the dynamics change significantly

per flight above 1500 ft for the data obtained for this study. Some flights had a short cruise

for a long time just above 1500 ft and other flights descended past 1500 without cruising.

To minimize the design space, the maximum altitude of 1500 ft is selected. The mean

pooling size is the window size for averaging the data at every step the data is collected.

This process is necessary because there is noise in the data. By averaging the data for each

step, the noise in the collection can be minimized. Finally, the normalization parameter

determines how the data is normalized in each column. The methods considered include

”none,” ”min and max,” and ”standard deviation.” The ”none” method is when the data is

not normalized. The ”Min and max” method normalizes the column with the difference

between the minimum and maximum values. After normalization, the min and max values

for each data feature are zero and one. The ”standard deviation” method normalizes the

column by the standard deviation of each data feature. In short, this method converts the

recorded data into z-scores.

There are also eight model parameters to be optimized for the prediction model. The

activation function parameter is the list of activation functions considered for each neural

network layer. Only the continuous activation functions are included. The CNN encoder

parameter indicates whether a CNN will be used as an encoder. Then, the CNN filter indi-
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cates the number of filters used by each CNN encoder. The mean pooling size parameter

indicates the average pooling layer size after the CNN encoder. Here zero average pooling

means this layer is not considered for that configuration. The number of prediction layers

indicates the number of internal layers in the prediction model. The higher the number of

prediction layers means the deeper the neural network model. The prediction model param-

eter is the list of recurrent neural network model layers considered for this study. Only the

recurrent neural network models are considered due to the nonlinearity of the aircraft dy-

namics. The dropout parameter indicates the range of dropout percentages considered after

each prediction layer. Typically larger dropout percentages are used to mitigate overfitting.

Finally, the training batch size indicates the different batch sizes tested for the study.

There are four data parameters considered for the simulation model. The resolution

and normalization parameters are identical to the data parameters introduced above. The

input and output window lengths indicate the window size of the input and output data

for each simulation step. There are six model parameters considered for the simulation

model. The activation functions, number of prediction layers, dropout, and training batch

size are identical to the model parameters introduced above. The number of hidden units

is a unique parameter for the simulation model. It is the number of units in each model

layer to increase the complexity of the model. Two more model layers are considered for

this study. Feed-forward neural network and NNARX models are added because multiple

studies successfully modeled the dynamics of a physical system with these models.

For both prediction and simulation models, the HGA is used after the initial models are

generated. The parameters introduced above are identified after analyzing the performance

of the initial models by manually varying each parameter and retraining the initial models.

To simplify this process, the hyperband optimization algorithm is used to find the optimal

model structure. The hyperband algorithm combines random search and successive halv-

ing to search for the optimal hyperparameter configuration [118]. An example is shown

in Figure Figure 5.5. The concept of successive halving is as follows: Each configuration
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Figure 5.5: Example illustration of hyperband

is given the same amount of resources to search for the optimum, then half of the config-

urations with higher accuracy metric is chosen for the next round of trials until only one

hyperparameter configuration survives. The hyperband algorithm solves the problem of n

vs B/n with successive halving. The hyperband algorithm tries several configurations, n;

if the convergence is fast, it quickly filters out the configurations with poor performance.

However, if the convergence is slow, the algorithm allocates more resources, B, to each

hyperparameter configuration. Hyperband is selected as the machine learning model’s per-

formance is unknown, and the algorithm can handle categorical hyperparameters.

The parameters optimized with the hyperband algorithm are as follows:

• epoch: number of times data is trained on the model

• N : number of RNN, GRU or LSTM layers

• M : number of CNN layers

• Nunits: number of hidden units in RNN, GRU or LSTM layer N

• Nbias: presence of bias in RNN, GRU or LSTM layer N

• Mfilter: number of filters in CNN layer M

• Mkernel: size of the kernel in CNN layer M
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• Mstrides: number of data points each filter is applied to in CNN layer M

• Mbias: presence of bias in CNN layer M

As shown the hyperband algorithm is mainly used for optimizing the model structure of

RNN, GRU, or LSTM model layers. For the NNARX model the default structure provided

by the deep learning toolbox was used as the initial model.

The findings and contributions from this chapter can be summarized as follows:

1. A HGA has been developed by combining GA and QIGA

2. HGA was observed to converge to a better solution than GA by exploring a larger

design space at a similar speed

3. Experimental runs showed HGA finding a better optimum at a faster rate than SA,

which performed best with the test functions
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CHAPTER 6

DEVELOPMENT OF PREDICTION MODEL FOR AIRCRAFT STATES ABOVE

TOUCHDOWN

So far runway overrun has been identified as one of the most significant contributors to

runway accidents. Surveys on various runway accidents showed that overrun is highly cor-

related to the flight states near touchdown. It is also noted that the procedure is standardized

during the final approach and that the near-touchdown flight states may be predicted with

final approach data. However, prediction results may or may not be helpful to the pilots de-

pending on the prediction accuracy and range. With accurate predictions made far ahead of

touchdown, pilots could adjust the flight to mitigate potential risks. This ties back to a pilot

training concept focused on enhancing the attitude, skill, and knowledge to reduce risk,

also known as ASK. It also ties back to the global initiative GAPPRE which mentioned a

need to increase pilots’ awareness of potential risks. Past studies introduced the potential

for neural network models to predict accurately and early. The problem is large design

space needs to be explored so that accurate neural network models can be created. In this

chapter, a framework is proposed to create a prediction model that can predict accurately

and early. A summary of the framework is illustrated in Figure 6.1.

This framework is designed to create a prediction model that can predict flight states

near touchdown. The predicted flight states are used to predict runway overrun precursors

based on the threshold exceedance criteria introduced in AC 120-82 [12]. The predictions

are made based on the flight data collected during the final approach. An illustration of the

prediction model architecture is shown in Figure 6.2.

103



Figure 6.1: Prediction model development process overview

Figure 6.2: Prediction model architecture

6.1 Data Pre-Processing

The first step for developing a neural network is data preprocessing. As with any machine

learning model, the quality of the training data has a strong implication on the model’s

accuracy. In the first step of preprocessing the aggregate data set with all flights is collected

and cleaned. This data contains flight from 1500 ft height above touchdown to touchdown

at the resolution of 4 Hz. 4 Hz instead of 16 Hz is selected because this is the lowest

frequency that all of the flight states are collected. This way there is no need to consider

the data augmentation process for flight states collected at lower frequencies. During the

data collection process, flights with the following errors are removed.
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1. Missing flight phases: flights missing core flight segments such as takeoff, cruise,

and approach

2. Missing steps: flights missing recordings or significant jumps at random points in

flight

3. Missing features: flights with missing recordings for random features during the

entire approach or mission

4. Shifted readings: flights with significant jumps for a large duration during the ap-

proach

Some of the flight data features are also modified so that the data is more interpretable. All

of the speed and acceleration parameters are modified so that their units are in ft/s. Wind

speed and wind direction parameters are updated to represent wind speed in the aircraft

body axis longitudinal and lateral directions. Finally, the fuel quantity metric is replaced by

the cumulative sum of the fuel flow metrics. This is because the fuel quantity readings have

significant noise from the sloshing effect. The counts of longitudinal position, velocities,

accelerations, attitude, and wind speeds recorded for all of the final approach data, after the

data cleanup process, are shown in Figure 6.3 and Figure 6.4. The Table 6.1 lists out all

Figure 6.3: Aircraft longitudinal position, velocity (left), and attitude (right) recorded for
all of the final approach data
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Figure 6.4: Aircraft longitudinal acceleration and wind speeds recorded for all of the final
approach data

the abbreviations used for the prediction model development. In addition to these features

The data distributions show that almost all of the final approaches occurred below 2000

ft indicating that the airports landed are not significantly different in altitude. The ground

speed during the final approach is between 150 to 250 ft/s, which is equivalent to 88 to 148

kts, a typical range expected near touchdown. The average rate of descent observed is at

an expected level of 600 ft/min as well. All of the attitude recordings are as expected since

the average of DA and ROLL distribution is at 0 degrees with aircraft pitching down (-)

for most of the final approach. Interestingly the distribution of WLONG indicating that a

larger number of flights experience headwind.

Once all of the flight data is cleaned, they are indexed so that the data structure matches

the neural network model requirements. The input and output data structure is illustrated

in Figure 6.5. Here n is the number of time stamps, m is the number of data features, l is

the number of samples, o is the predicted features, and p is the predicted time stamps. As

introduced in section 5.3, the flight data may be indexed with time or altitude. When the

data is indexed by time, it is padded at the end of each flight such that the length of each

flight is identical. This is a requirement for a typical neural network model. When data is

indexed by altitude, each altitude point is used as a threshold to find the data row with HAT

just above the threshold. The downside of this method is that it is difficult to space out the
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Table 6.1: List of all of the flight state metric abbreviations

No. Abbreviations Definitions units
1 DWPT Distance to touchdown ft
2 ALT Altitude ft
3 HAT Height above touchdown ft
4 RALT Radial altitude ft
5 GS Ground speed ft/s
6 CAS Computed airspeed kts
7 TAS True airspeed kts
8 MACH Mach number −
9 IVV Vertical speed ft/s

10 PTCH Pitch angle deg
11 AOAC Corrected angle of attack deg
12 DA Drift angle deg
13 ROLL Roll angle deg
14 PTCHR Pitch rate deg
15 VRTG Vertical acceleration ft/s2

16 FPAC Flight path acceleration ft/s2

17 BLAC Body longitudinal acceleration ft/s2

18 CTAC Cross track acceleration ft/s2

19 WLONG Longitudinal wind speed kts
20 WLAT Latitudinal wind speed kts
21 N1 Fan speed %RPM
22 N2 Core speed %RPM
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Figure 6.5: Data structure for the prediction model input (left) and output (right)

index evenly. Because flight data is not recorded by altitude but by time. Although input

data can be indexed with both altitude and time, output data is only indexed with altitude.

This is because time does not directly represent the progress to touchdown and the goal is

to predict flight states and precursors before touchdown. During the indexing process, the
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selected data row is augmented by taking the average of the data a few seconds before and

after. So a sliding window mechanism, that represents the average pooling layer of a neural

network, has been used to augment both the input and output data. This is done to account

for any white noise in the measurement due to sensor accuracy. The averaging is done from

0 - 4 seconds to ensure that a model is also trained with data that did not go through this

process. After this, each feature of the input and output data is normalized with a min-max

scale and standard scale. This is frequently done on machine learning data to improve the

prediction results. Both of the normalization techniques have their own benefits. Min-max

scale is capable of modifying each number to a percentage scale where 0% represents the

minimum value observed and 100 percent represents the maximum. This is a risk when

a large change in the approach process causes a shift in the min-max range, resulting in

values above 100% or below 0%. Also, the min-max range is sensitive to outliers meaning

the data will get skewed if extremely large or small measurements are made. Standard scale

takes care of this issue by converting each value to its corresponding z-score. However, the

normalized data is not scaled between 0 and 1, which is frequently discussed as the best

data range for training machine learning models. Once the data has been preprocessed it is

used to train a neural network based prediction model.

For this study, flight data was obtained from NASA’s open-source FOQA data available

at the DASHlink website1 for single tail number aircraft. A total of 5376 flights were

collected, out of which 4128 flights were considered usable. The unusable flights are ones

with missing flight phases, missing steps, missing features, or large shifts in some readings.

Flights with missing flight phases have certain flight phases missing from the mission data.

For example, the flight data would be missing cruise, takeoff, or approach phases. Flights

with missing steps recorded large jumps in readings that are physically impossible. For

example, the true airspeed during the final approach may jump from 120 kts to well over

200 kts over a second. Flights with missing features are flights without recordings in certain

1https://c3.nasa.gov/dashlink/resources/?page=3&sort=-created&type=28
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features while the other features are recorded properly. Finally, flights with a large shift

in some readings are flights with step changes in the recorded flight controls and states.

Because the goal of this study is on creating neural network models, flights that observed

these issues were removed from prediction model training. This is because the prediction

model training process requires the model to interpret the full final approach dynamics to

predict the aircraft states near touchdown. For prediction model training, 90 % of the data

was used for training, 5 % for validating, and the last 5 % for testing the model. All of the

results discussed in this study are generated based on the 5 % of the test data set.

6.2 Base Model Structure

With the preprocessed data, the next task for prediction model development was to test the

model architectures. As discussed in section 5.3, there are multiple factors to consider to

develop a prediction model that accurately predicts aircraft states far away from a touch-

down. So creating the best model requires an iterative process that optimizes both model

and data parameters. To start this process model parameters were explored in depth with the

hyperband algorithm to identify the best architecture. There are multiple neural network

architectures and at the core are the neurons. The neurons are connected to each other to

form basic neural network models such as feed-forward models. When the system that the

models are trying to represent has nonlinearity, the feedback loops are added to each of the

neurons or neuron layers to form RNN. A common issue with RNN is the exploding or

diminishing feedback. To resolve this issue, recent studies added gates to the RNN models

and these are the GNNs. Depending on the type of data that is being handled, some neural

networks would add convolution and pooling layers to process the data through multiple

filters. Convolution layers act as if a person is looking at an artwork through colored lenses.

These different neurons and layers may be combined in different ways to make architec-

tures such as encoders and decoders, and deep neural networks. Tensorflow and Keras

packages were used for developing and testing the neural network models.
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The hyperband algorithm was used to answer what kind of architecture and which neu-

ral network model is best suited for predicting aircraft states during the final approach. This

way the design space to be explored by the HGA can be reduced. To also simply the design

space, two separate prediction models were created; one for predicting aircraft longitudi-

nal speeds (CAS and TAS) and one for prediction of vertical speed (IVV) and pitch angle

(PTCH). For the first model, two different longitudinal speeds are predicted because CAS

is independent of wind speed while TAS is dependent on wind speed. So by comparing

the errors in prediction, the model sensitivity to wind may be observed. For the second

model, the two predicted features are two separate states in the aircraft dynamics. How-

ever, they both have significant representations of the aircraft lift, which is what an aircraft

is all about. So by comparing the prediction results for both factors the predictability of the

two features can be compared and the more predictable feature may be selected.

The objective function used for designing the neural networks is the RMSE of the pre-

dicted and actual states for all predicted altitudes. The objective function has significant

implications for how the neural networks are trained. For example, the RMSE may be

weighted by altitude or feature so that emphasis is put on predictions closer to touchdown

with a higher correlation to overrun. Different functions, such as Mean Squared Error

(MSE), may also be considered. Since the focus of this work is not on the neural network

but on creating a framework to improve runway safety, the regular RMSE was used as the

objective function.

Since the hyperband algorithm is only optimizing the model parameters, the data pa-

rameters are preset based on past experience with developing air speed prediction models.

In this work, predicted features are predicted at a range of target altitudes every 20 ft from

200 ft height above touchdown to touchdown. The prediction at touchdown is not consid-

ered because of the recording noise observed at touchdown, also addressed by prior work

[117].

The prediction data was collected from 1000 ft to 300 ft HAT. The 1000 ft upper limit
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is the decision altitude used by pilots to proceed with the final approach. The 300 ft lower

limit is the lowest altitude at which pilots can respond to changes from a study by Campbell

et al. [26] The prediction data was indexed by altitude and the resolution of the data was

also set at 20 ft. 20 ft was selected here because at the start of the final approach when

the ROD is high, data points can be collected at approximately every 20 ft. Note this does

mean some of the errors in prediction are due to the indexing error. The distribution of

index errors from 1000 ft to 10 ft HAT is shown in Figure 6.6. As shown, the indexing

error at all altitude range between 2.5 and 2.8 ft RMSE. This means the relative error

at each altitude increase linearly with decreasing altitude. So this should be a factor to

consider when analyzing prediction results, which are between 200 and 10 ft HAT. The

Figure 6.6: Error distribution of prediction data index due to difference in how the data is
collected in flight

ground speed of prediction data and predicted data are both averaged using the data two

seconds before and after to account for noise and fluctuations. Both prediction data and

predicted data are normalized by the min-max range of each feature.

6.3 Initial Model Evaluation

The trained prediction models were used to predict the aircraft states near touchdown with

the test data. The example prediction results for the CAS and TAS can be found in Fig-

ure 6.7. The example prediction results for the IVV and PTCH predictions can be found
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Figure 6.7: Test prediction results (red) vs actual (blue) CAS and TAS

in Figure 6.8. In the figures, the blue lines represent the actual trajectory and the red dots

Figure 6.8: Test prediction results (red) vs actual (blue) IVV and PTCH

represent predicted states. The CAS and TAS prediction model shows that the prediction

can be accurate, but more importantly, the predicted state trajectories follow the overall

flight direction with small offsets. These examples also show similar patterns. This find-

ing indicates that the neural network model is creating a regression of the aircraft speed

as expected. However, this is not a simple regression model that takes the mean or the

median distribution at each predicted altitude. This is because the prediction results are

still representative of flight speeds with slight differences in the trajectories. The neural

network is still strictly accurate to the data used to train the model. The same is true for

the IVV and TAS prediction results. The results indicate that for the IVV prediction, the

neural network model highly resembles a simple polynomial regression model. The IVV

trajectories frequently show a cyclic behavior since pilots are constantly trying to adjust the

aircraft states to match the ideal touchdown condition. The prediction model is not capable

of predicting the details of the cyclic behavior. However, the prediction results resemble

a path that goes through the center of each IVV trajectory. This can also be determined

from the randomness in the direction of the error, at a given altitude, from one flight to
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another. Potential causes include the lack of data or the lack of the selected model’s ability

to represent the cyclic behavior. PTCH prediction results show a similar behavior as IVV

prediction because PTCH directly impact AOA, and AOA has a linear relationship with

lift, which is also defined by the difference of IVV. However, the magnitude of the cyclic

changes for PTCH is different and this does affect how much the neural network model

resembles a simple polynomial regression model based on the error plots. This difference

can be observed from RMSE and rel error distributions across the touchdown altitudes.

The prediction errors for CAS and TAS prediction, based on the test data set, are shown

in Figure 6.9. The RMSE distribution plot is shown to the left and the relative error distri-
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Figure 6.9: Test prediction RMSE (left) and relative (right) error distributions for CAS and
TAS

bution plot is shown to the right. The equations used to calculate the errors are shown on

the y-axis of each plot. For each target prediction altitude, the RMSE and relative error are

calculated at each prediction altitude from the prediction residual. The RMSE is used to

measure the spread of the residual in the unit of the predicted parameter. The relative error

is used to measure the residual normalized by the min-max range of the recording at each

predicted altitude. The reason why both RMSE and relative error plots are observed is that

the speed parameters converge to ideal touchdown conditions with decreasing altitude and

this may have a positive effect on the RMSE measurements. So relative error must also

be observed to show the error magnitude relative to the true data range. An increase in

113



the residual with decreasing altitude is expected based on previous studies with prediction

models.

The prediction result shows that for CAS and TAS model the RMSE increases with

decreasing altitude. The RMSE ranges between 2.7 kts, at 200 ft HAT, and 4.0 kts, at 20 ft

HAT. This error behavior is expected because prediction states further away are affected by

more external factors such as control or wind. There is a local RMSE maximum at 100 ft

HAT but the potential cause of this behavior will be discussed in the subsection 6.7.2. Sim-

ilar behavior is observed for the relative error. This is important to note because there was

a concern that the neural network model may be a simple regression model of prediction

features based on prediction altitudes. If this were to be true, then the relative error should

either decrease or remain constant with decreasing altitude. This is because aircraft speed

will converge to a single value near touchdown. However, the increasing relative error

indicates that the neural network model is learning from the aircraft behavior to improve

the prediction from a simple regression model. The RMSE of CAS and TAS are almost

similar. This is expected because TAS is CAS corrected for compressibility and temper-

ature. The compressibility and temperature are not significant factors near touchdown so

the two should have similar recordings. The small difference is due to the difference in the

min-max range of each feature at prediction altitudes Figure 6.10.
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Figure 6.10: Minimum and maximum range of each prediction features across prediction
altitudes
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As mentioned, the neural network model is observed to be more than a simple regres-

sion model of aircraft speed over altitude. So a polynomial regression model of TAS was

also generated with HAT as input. Only the TAS was created because the neural network

prediction error is lower. The polynomial regression model was generated by increasing

the polynomial order until the error converges to a minimum. For the TAS model this oc-

curred with the sixth-order polynomial. This means for the data collected for this study,

the nominal TAS behavior near touchdown is in the order of six. This training process is

shown in Figure 6.11.
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Figure 6.11: Polynomial prediction model of order six selected (green) based on the im-
provements in RMSE with increasing order

The RMSE and relative error of the polynomial prediction model are shown in Fig-

ure 6.12. The result shows that the RMSE is constant between 200 ft to 10 ft HAT at

approximately 5.5 kts. This is close to double that of the neural network prediction at 200

ft HAT and close to 1.4 times that of the neural network prediction at 10 ft HAT. This is an

indication that the neural network model is learning the aircraft dynamic. The difference

in relative error between neural network and polynomial regression model predictions as

well. The polynomial regression model also gives more information about how the distri-

bution of the final approach behavior. The RMSE error tells that unlike what is expected,

the aircraft speed does not necessarily converge to a single value with decreasing altitude.

In fact, for altitudes below 200 ft, the distribution of speed does not change. However, that
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Figure 6.12: Polynomial regression model test prediction RMSE (left) and relative (right)
error distributions

does not mean the min-max range of the speed is constant. A short drop in relative error at

80 ft HAT is observed and this indicates the increase in the min-max range at this altitude.

The potential cause of this will be discussed in the future section.

The prediction errors of IVV and PTCH prediction are shown in Figure 6.13. The
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Figure 6.13: Test prediction RMSE (left) and relative (right) error distributions for IVV
and PTCH

prediction results show that for IVV model the RMSE decreases with decreasing altitude.

The RMSE ranges from 2 ft/s to 1.5 ft/s. This behavior aligns with the previous statement

that the prediction should improve with decreasing altitude because the IVV converges to

zero at touchdown. This is an indication that the neural network model may be a simple
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regression model, again because the model is not capable of capturing the details of the

cyclic behaviors. However, the RMSE distribution of PTCH much closely resembles that

of the TAS. The PTCH prediction error ranges between 0.8 deg to 1.25 deg. This indicates

that the PTCH is more predictable than IVV.

Interestingly the relative error distribution of IVV and PTCH are very similar. This is

expected because the trajectories of the two features follow a similar pattern. This means

for both features the prediction model is making a regression line through the center of the

distribution at each altitude. So why are the RMSE distributions different? One explanation

is related to the magnitude of the IVV and PTCH records. The IVV recordings are much

higher than that of PTCH. The problem is the change in PTCH just before touchdown is

close to the IVV RMSE. So due to the dynamics of the aircraft motion and the units, the

PTCH prediction may seem much more accurate that IVV. However, that doesn’t mean

the neural network is completely unable to capture the dynamics of PTCH better than a

polynomial regression model.

The polynomial regression model error distributions, shown in Figure 6.14, show that

the neural network model does have a slightly lower error distribution for PTCH than that

of the polynomial regression. However, the improvements are small, indicating that the
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Figure 6.14: Polynomial regression model of PTCH RMSE (left) and relative (right) error
distributions

major problem of cyclic behavior must be investigated to reduce the error. The relative
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Figure 6.15: Polynomial regression model of IVV RMSE (left) and relative (right) error
distributions

error for PTCH is also higher for the polynomial regression model, which again points to

the need to investigate a neural network model that can capture cyclic system behavior.

Unfortunately for the IVV prediction, the error with the neural network model is almost

identical to the error with polynomial regression as shown in Figure 6.15.

6.4 Prediction Model From A Different Perspective

So far the focus has been on testing two prediction models trained with a single data con-

figuration. Both of these were compared against a baseline prediction model created with

polynomial regression of predicted states based on HAT. Then a question came up, how

does the prediction result change with different data configurations? Before answering

this question with the HGA, two models were created to observe any improvements by

changing the hyperparameters. The first is a prediction model with training data indexed

by time. The resolution of this data is set as one Hz. The second is a prediction model

without data pooling. The mean pooling window size of the original model was 2. Then

one more model was created to see if flights flown on autopilot may impact the predictabil-

ity of aircraft states. As technology improves the reliance on autopilot is also increasing.

A prediction model may provide pilots with knowledge in an environment where the risk
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may be higher to maintain autopilot. Note the same set of train, validation, and test data

sets were used to train the models and generate the results.

The prediction model for CAS and TAS trained with data indexed by time has a sim-

ilar error distribution as the model trained with data indexed by altitude. The RMSE and

relative error distributions are shown in Figure 6.16. However, the increase in RMSE is
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Figure 6.16: Neural network model of CAS and TAS, trained based on time index, test
prediction RMSE (left) and relative (right) error distributions

much more linear with decreasing HAT. This indicates a potential correlation between air-

craft states at certain altitudes above 300 ft to the aircraft states below 200 ft HAT. This

behavior can also be observed from the relative error distribution plot. The relative error of

the new model is relatively constant, at about 5 kts, until 80 ft HAT. Below 80 ft HAT the

relative error increases linearly for both CAS and TAS. Constant accuracy above 80 ft HAT

shows that the flight data between 300 ft and 1000 ft HAT have a higher correlation to the

aircraft states above 80 ft than the aircraft state below 80 ft HAT. This result again points

to a unique behavior across multiple flights at 80 ft HAT that will be discussed in the future

section.

This time the RMSE and relative error distributions of the model trained without data

pooling are shown in Figure 6.17. The error distributions are almost identical to that of

the original model discussed in Figure 6.9. There are multiple factors why the error distri-

butions may be identical. The first is that a window size of 2 may not be the correct size
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Figure 6.17: Neural network model of CAS and TAS, trained without averaging, test pre-
diction RMSE (left) and relative (right) error distributions

for reducing the noise in the data. The second is that the noise in the flight data cannot

be simply reduced by taking the average from a few data points before and after. The last

is that the neural network prediction model in the end is still a regression model, which

means the predictions are the central values based on the input data configuration. How-

ever, the different mean pooling window sizes may improve the results and this will be

further investigated in section 6.6.

The test result for the neural network model trained with autopilot flights showed better

results. For this experimental environment, the autopilot may be defined in four different

ways. The first is when the autopilot was on during the entire final approach. The second

is when the autopilot was on above 300 ft HAT. The third is when the autopilot was on

below 300 ft HAT. The last is when the autopilot did not turn on at all during the final

approach. The 300 ft threshold is set based on the lowest altitude that the training data is

used. To increase the number of available for training, the flight segments above or below

300 ft are considered autopilot as long as there was any recording of autopilot switching

on. Based on this definition, 2880 flights had autopilot above 300 ft HAT and the data

set representing the second autopilot condition was used to train the model. The RMSE

and relative error distributions of the model trained and tested with autopilot flights are

shown in Figure 6.18. As expected, the autopilot flights were more predictable. Besides
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Figure 6.18: RMSE (left) and relative (right) error distributions of CAS and TAS neural
network model trained and tested with autopilot flights

prediction at 100 ft and 10 ft HAT, the RMSE and relative error both decreased slightly. As

a reminder, the definition of autopilot was set very loose. However, the small improvement

is an indication that the prediction model has better synergy with the autopilot system.

So how do the IVV and PTCH prediction results change with different training data

configurations? The Figure 6.19 shows the error distributions of IVV and PTCH prediction

trained with data indexed by time. The results are almost identical to the model trained

`
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Figure 6.19: Neural network model of IVV and PTCH, trained with data indexed by time,
test prediction RMSE (left) and relative (right) error distributions

with data indexed by altitude. So not a significant correlation between final approach states

above 300 ft HAT and prediction states below 200 ft HAT can be made. In fact, slightly
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higher errors in the IVV predictions are observed indicating that the IVV prediction model

is behaving like a polynomial regression model of IVV based on altitude.

A similar conclusion can be made with IVV and PTCH prediction models trained with

data without mean pooling. The error distributions can be found in Figure 6.20. For this

R
M

S
E

 (
ft

/s
, 
d

e
g
)

re
la

ti
v
e
 e

rr
o

r 
(%

)

Figure 6.20: Neural network model of IVV and PTCH, trained without averaging, test
prediction RMSE (left) and relative (right) error distributions

model, the IVV prediction error has the same distribution as the original model with mean

pooling. Interestingly the PTCH prediction error distribution is even more similar to the

polynomial regression error distribution compared to the original model error distribution.

The mean pooling was thought to be a potential cause for the model to behave like a poly-

nomial regression model. But this result shows that the pooling was not the issue and the

issue is with the model’s lack of ability to consider cyclic behaviors.

The RMSE and relative error distributions of the IVV and PTCH model trained and

tested with autopilot flights are shown in Figure 6.21. Unfortunately, this also did not see

many improvements in prediction accuracy. This is expected because the cyclic trajectories

of the IVV and PTCH parameters were visible for fights that landed with autopilot as well.
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Figure 6.21: RMSE (left) and relative (right) error distributions of IVV and PTCH neural
network model trained and tested with autopilot flights

6.5 Clustered Model Evaluation

Another consideration to improve the prediction result was to cluster similar flights and

train the model separately for each cluster. The idea was that since the prediction model is

in truth a more complex regression model, the prediction accuracy should improve if the

flights being predicted have similar trajectories. Yes, according to this logic there needs

to be a method of clustering the data and the accuracy of this model will also contribute

to the overall prediction accuracy. Regardless of this risk, the potential benefit of training

prediction models with clustered data was investigated.

Multiple data clustering techniques were introduced in subsubsection 2.2.1. Two differ-

ent clustering methods were considered for this study. The first method is one introduced

by the author [165] where the braking ground roll data was clustered to analyze the braking

performance. This technique uses Dynamic Time Warping (DTW) to measure the sim-

ilarity of flight trajectories. The similarity of trajectories is measured with the dynamic

programming method. Here the step-wise difference for every pair of trajectories is mea-

sured. Each step of the two trajectories is connected such that each step minimizes the

measured difference between the two trajectories. An illustration of this process is shown

in Figure 6.22 Once the similarities of each pair of trajectories are measured, they are clus-
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Figure 6.22: Step wise difference matrix between trajectories of different size and the
difference minimizing path shown with blue errors [165]

tered using machine learning. Another method of clustering the flights is by converting

each final approach trajectory into the frequency domain. The frequency data is then used

to cluster the flights with machine learning.

The benefit of the first method is that it clusters flights directly based on the trajectory

flown. This includes the altitude at each point of the flights, how long were the flights,

when were the controls applied, and more. However, this process does cost a lot of compu-

tation power, especially with the increasing number of data sizes to calculate the similarity

measures between all flights. The second method doesn’t have the issue with cost because

converting each flight into the frequency domain is not expensive to compute. Also, in

the frequency domain, cyclic behaviors may be easily identified and grouped. The issue is

that the clustered flights may have similar flight patterns but not necessarily the same. For

example, two sine waves with a phase shift of 90 degrees will have the same representation

in the frequency domain. However, as observed previously, the neural network will simply

form a regression line that goes through the center of the data distribution since at certain

points in time the two sine waves will diverge. The second technique was selected based

on the limitation of computational power. So all of the final approach data were converted

to the frequency domain with the Fourier transform. Then the frequency domain data was

clustered with the agglomerative technique based on the success of this technique in the

past study [165].

The amplitude, frequency, HAT, DWPT, IVV, and TAS plots of each cluster are shown
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in Figure 6.23 to Figure 6.26 The results show that the HAT of each cluster have very

Figure 6.23: Group 1 of the final approach data clustered in frequency domain

Figure 6.24: Group 2 of the final approach data clustered in frequency domain

similar trajectories. Also, not only are IVV and TAS trajectories similar for each cluster,

the magnitude that these trajectories represent in each cluster is different.

Since the number of flights available for training is limited, the cluster with the largest

number of flights was selected to train the prediction model. The CAS and TAS prediction

error distributions based on models trained with clustered data are shown in Figure 6.27.

The results did not show improvement in prediction accuracy with data clustering. In fact

the RMSE and relative errors plots show that the errors are consistent with altitude. This is

the behavior observed with polynomial regression error and it is not preferred. The same
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Figure 6.25: Group 3 of the final approach data clustered in frequency domain

Figure 6.26: Group 4 of the final approach data clustered in frequency domain
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Figure 6.27: Neural network model for CAS and TAS, trained with clustered data, test
prediction RMSE (left) and relative (right) error distributions
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result is observed with the IVV and PTCH prediction models trained with clustered data.

So based on this experiment, data clustering did not help with improving prediction model
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Figure 6.28: Neural network model for IVV and PTCH, trained with clustered data, test
prediction RMSE (left) and relative (right) error distributions

accuracy. However, there are a few considerations to be made. The first is the number of

data samples available for training. After clustering the data, the largest cluster had 1883

flights. This is a relatively small set of data to train a neural network with multiple layers.

The second is the clustering techniques to be tested. As mentioned earlier, the clustered

result may vary significantly with the clustering method. Different methods should be

tested until the best algorithm to train the clustered data model.

6.6 Input Optimized Model Evaluation

Hyperparameter optimization was performed by using HGA to optimize the data and model

parameters. The parameters optimized are discussed in section 5.3. This time, instead of

generating separate prediction models for longitudinal and vertical states, a single model

that predict all the features was made. The features predicted are IVV, PTCH, and TAS.

IVV and PTCH are included to see if prediction results can improve by modifying the data

and model parameters. TAS is included instead of CAS because the prediction accuracy

for TAS is higher than that of CAS.
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The ideal configuration of the prediction model is as shown in Table 6.2. For the data

Table 6.2: hyperparameter optimized configuration for the prediction model

No. Data Parameters Optimized Value (unit)
1 input index altitude (ft)
2 min altitude for training data 300 (ft)
3 max altitude for training data 1070 (ft)
5 resolution: altitude 10 (ft)
6 mean pooling size for training data 0
7 normalization min max

No. Model Parameters Optimized Value (unit)
8 CNN activation function tanh
9 CNN encoder True

10 CNN filter 32
11 number of prediction layers 1
8 LSTM activation function relu

12 prediction model LSTM
13 dropout 11 (%)
14 mean pooling size for CNN output 0
15 training batch size 8

parameters, the optimized structure was almost identical to the one used to generate the

results for the initial studies. A noticeable change is that the ideal resolution is identified

to be 10 ft instead of 20 ft. Another change is the max altitude for training data and this

is found to be 1070 ft. This is close to the 1000 ft used to generate the initial model.

However, the next ideal configurations have a max altitude higher than 1070 ft (between

1070 and 1300) so a larger input window is observed to improve the prediction results.

The optimal model configuration is found to be different from the initial configuration as

well. The optimized model configuration is found to have one CNN and one LSTM neural

network layers for prediction. Having one CNN layer to filter the input data to generate

different convolution data set match with the findings from the past study [117], which used

hyperband to optimize the model. However, this time only one LSTM layer was selected,

instead of two, for the ideal configuration. The final score for the optimal configuration is

RMSE of 2.445%. The percentage sign is added to the RMSE score because the input data

was normalized with the min-max range of each feature. Since RMSE keeps the unit of the

original data, the final score may be considered as a percentage from the max range of 1.
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The HGA was successful in improving the prediction accuracy for the TAS feature. The

comparison of hyperparameter optimized model RMSE vs best TAS initial model RMSE,

in Figure 6.17, is shown in Figure 6.29. The improvement is across the full prediction
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Figure 6.29: Hyerparameter optimized neural network model for TAS, test prediction
RMSE distribution

altitudes indicating that the optimized algorithm was able to interpret the dynamics of the

aircraft TAS better. The improvement from the hyperparameter optimization is small, lim-

ited to about 0.3 RMSE.

The HGA optimized result for IVV and PTCH are shown in Figure 6.30. For the
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Figure 6.30: Hyperparameter optimized neural network model for IVV and PTCH, test
prediction RMSE distributions

IVV prediction, there was no improvement through hyperparameter optimization. In fact,
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the prediction closer to touchdown has lower accuracy for the hyperparameter-optimized

model. This is possible because the objective function is wrapped into a single value, so

the loss in the IVV was hidden behind the improvements in the prediction improvement

of other features. This result is another indicator that IVV model is not much more so-

phisticated than a regular polynomial regression model. And with the current set of neural

network model selections, improving the prediction result may be difficult. A similar con-

clusion can be made with the PTCH prediction. Although the hyperparameter optimized

model did improve the prediction below 100 ft HAT, the improvement is only 0.1 degrees.

Overall, it is difficult to conclude that the hyperparameter optimization was fruitful for IVV

and PTCH features prediction.

So how does the optimized prediction model compares against its peer? Two different

studies on prediction aircraft ground speed can be compared. The study by Puranik et al.

[44] developed a prediction model with a prediction range of 300 ft (which is equivalent to

approximately 18 seconds) and prediction RMSE of 2.98 kts. The study by Kang et al. [42]

developed a prediction model with a prediction range of 3 seconds (which is equivalent to

approximately 50 ft) and prediction RMSE of 1.71 kts. The optimized prediction model

RMSE is on par with the one by Puranik et al. and higher than the one by Kang et al.

However, the optimized prediction model predicts multiple points and multiple parameters.

Both prediction range and multiple parameter prediction are identified to be crucial for

increasing awareness of overrun precursors. So the results are promising to address the

research objective of this study.

Training time and computational time are also important factors to consider when de-

veloping a neural network model with multiple layers. For training the prediction model

the TensorFlow platform was used with GPU enabled. The Cuda toolkit was used to speed

up the model training and the GPU used for training was GTX 2060. Based on this com-

putational power the time it took to train a prediction model ranged from 2 to 10 minutes.

Note a patience iteration of 10 was used which means the model training stopped early
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when no improvement in the objective function was observed for over 10 iterations. So it

may be difficult to train a prediction model with an entire fleet of flight data. However,

since clustering similar flights showed potential for improving the prediction accuracy,

it is encouraged that the flights be clustered in detail before training. Clustering criteria

may include airframe, runway, autopilot, trajectory, weather, and more. When it comes to

predicting the flight states the computational time for predicting 829 test flights was 0.53

seconds. So deploying the prediction model in flight is feasible.

6.7 Prediction Model Sensitivity

The downside of a neural network model is that it is considered a black box because the

exact function for calculating the output is unknown. Since a neural network is considered

a black box, it is important to carefully evaluate the limits of the model. In this section, the

limits of the model will be evaluated under two conditions. First is the model sensitivity

to large maneuvers, such as flare. Based on the model prediction results explored above,

the prediction model accuracy reduces with increasing prediction range. This is expected

because with an increased prediction range, the likelihood for external factors to influence

the current trajectory increases. Pilot control is an external factor that the prediction model

cannot account for due to the unique behavior exercised by the pilots each time they fly

an aircraft. Ideally, with a robust prediction model, the prediction accuracy is robust to the

pilot controls applied after the prediction has been made. One of the largest maneuvers per-

formed by the pilot during the final approach is flare. So the prediction accuracy sensitivity

to flare is evaluated.

The second condition to evaluate the limits of the prediction model is wind, more specif-

ically large wind. Just like pilot control, the wind is an external factor that the prediction

model could not account for when the prediction has been made. This is because the exact

wind speed cannot be predicted ahead of the touchdown. So the sensitivity of the prediction

model to various wind conditions will be evaluated to identify the limits to the prediction
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model. The reason why only these two conditions are considered for sensitivity analysis is

that pilot control and wind speed are data available in FOQA. This does not mean these two

are the only external factors that can reduce prediction accuracy. Another external factor

that cannot be evaluated in this study is the weather. Future studies should try to integrate

other sources of data to evaluate the model performance at a deeper level. But external fac-

tors are not the only source of error for the prediction model. As shown in Figure 6.6, data

structure intrinsic features may impact prediction accuracy. The same goes for the model’s

intrinsic features. Since the focus of this study is on utilizing FOQA data to improve run-

way overrun, the prediction model sensitivity will be evaluated based on what is provided

by the FOQA data.

6.7.1 Significant Parameter Identification

Evaluating the limits of a neural network model starts with understanding the features of

significance. The exact function of the neural network black box may be difficult to iden-

tify. However, the first-order terms that make up the black box function may be identified

from a permutation of importance. The key idea behind permutation importance is that

the permutation feature decrease in a model score when the values in a single feature are

randomly shuffled [166]. This means the drop in model score represents the model’s de-

pendence on that feature. This also means if the model score does not change even after

shuffling a feature, then the model is independent of that feature. An important consider-

ation to be made is that the permutation importance depends on the model’s accuracy. So

a feature with low importance in a bad model may be very significant in a good model.

So the permutation importance is measured with the hyperparameter-optimized prediction

model. And even so, the actual measurement of the significance will not be discussed in de-

tail unless a feature has dominating significance. The permutation importance will mainly

be used to identify the main features that affect the predictability of the aircraft states and

whether they are the expected features.
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The permutation importance plot for the hyperparameter optimized prediction model is

shown in Figure 6.31. This plot shows the importance of each model feature by the mean

Figure 6.31: Permutation importance plot of the top 11 model features for the hyperpa-
rameter optimized prediction model, the cumulative percent contribution curve (red) of the
model features based on their importance and the prediction MSE (yellow) at which the
permuted feature would have no impact

squared error of the prediction result. The higher the MSE represents a higher significance

because the model error will increase when the given feature values are randomly shuffled.

The yellow dashed line indicates the threshold at which the feature would have no impor-

tance to the model if the prediction MSE is on the dashed line. The red curve indicates

the cumulative sum of the importance from the most important feature to the least. This is

calculated by dividing the importance value past the yellow dashed line, for each feature,

by the total sum of the importance values past the yellow dashed line. Note, to generate the

permutation importance, the hyperparameter optimized model was retrained without the

ALT parameter. Or else the result would significantly skew with altitude-related parame-

ters being the dominating feature.

The result indicates that the altitude and the angle of attack trajectories have a contri-
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bution of over 60% to the model result. This is an expected outcome because altitude is the

main indicator identified for this study to represent the final approach progress. So shuf-

fling this feature would be completely mixing up the final approach trajectory, which would

make the input data meaningless. This is also why the polynomial regression model was

generated only with altitude as input and still managed to predict aircraft states decently

well. TAS and PTCH are two other prediction parameters that are identified as significant

to the model. This aligns with how these features impact the final approach and overrun.

TAS is a feature that is managed from the start of the final approach to ensure that the air-

craft is at a safe energy level. Ideally, the TAS converges to a lower value at touchdown,

which means depending on the TAS above 300 ft HAT, the change in TAS below 300 ft

HAT may be known. The PTCH is a parameter that is also related to TAS because near

touchdown aircraft is pitched up to reduce speed while increasing lift. The same goes for

AOAC, which is the second most important feature. So the aircraft pitch above 300 ft HAT

will have some correlation with the aircraft states near touchdown. N12 and N21 are the

other two features with top importance to the prediction model. Engine parameters have

a direct relationship to TAS and in some sense, these features represent the pilot control

since they are directly controlled by the PLA. So the engine parameters should also have

importance over the prediction model trained.

6.7.2 Flare

Based on the permutation importance analysis, the prediction model is behaving as ex-

pected. The first-order features indicate that the model is learning the dynamics of the

aircraft. So how robust is the trained model to large maneuvers such as flare? Evaluating

the prediction model sensitivity to a flare would mean that the flare maneuver should first

be identified. Flare is the final pitch-up maneuver to help the aircraft smoothly land on the

runway. To evaluate the model sensitivity to flare, the flare altitude for each flight must first

be identified. For this study, the flare index is found by backstepping each final approach
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trajectory from the touchdown.

To start, the first point before touchdown where the aircraft pitch crosses zero degrees

is identified. This is because observation of the flight data shows that the aircraft that the

data represents approach the runway with the nose pitched down. Since the aircraft has to

touchdown in the pitch-up configuration, the point at which the pitch cross zero degrees

should occur during the final pitch-up maneuver. From this point, the pitch rate trajectory

is backstepped until the first time it crosses zero. This is the point where the pilot initiated

the final pitch-up maneuver and the pitch rate has turned positive. Finally, the elevator

trajectory is backstepped until the first the difference in elevator crosses zero. It is assumed

that this is the point when the pilot initiated the final approach by changing the aircraft

controls. An illustration of the process for finding the flare initiation point is found in

Figure 6.32. Based on this process the distribution of HAT and TAS at which the flare is

Figure 6.32: Flare initiation identification process, where the red lines indicate zero pitch
and pitch rate and the green lines indicate the points at which pitch of zero, pitch rate of
zero, and difference in elevator control of zero are crossed.

initialized can be plotted as shown in Figure 6.33. From this result, the mean of the flare

initiation altitude is 80 ftHAT and TAS is 125 kts. This means the prediction accuracy

above and below 80 ft can be compared to analyze the prediction model sensitivity to flare.

A larger view of the distribution of flight counts of flare initiation altitude in 20 ft

intervals is shown in Figure 6.34. As shown, most of the flights initiated touchdown from
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Figure 6.33: Distribution of HAT and TAS at flare initiation time

Figure 6.34: Distribution of flare initiation altitude in 20 ft interval

80 ft HAT. The Figure 6.35 shows the RMSE of the IVV predictions classified by the flare

initiation intervals shown in Figure 6.34. As shown the blue and orange bars represent

prediction RMSE calculated from data collected before (above) or after (below) the start of

flare. The x-axis of the bar plot shows the set of flights that the start of flare altitude falls

in. As shown, a consistent trend is observed for flights where the flare occurred below 100

ft HAT. For these flights, the prediction was better after the start of flare. This is expected

because after a flare, the vertical speed is stabilized and the aircraft is ready for touchdown.

So the aircraft is less likely to swerve up and down, making it easier to predict. The opposite

is true for the flights where flare occurred before 100 ft HAT. For these flights, the pilots

may have had to continue adjusting the vertical speed because the aircraft were far above

136



IV
V

 R
M

S
E

 (
ft

/s
)

Figure 6.35: Prediction RMSE for IVV based on predictions above or below the start of
flare and based on flare initiation altitudes

touchdown. Because of this, the error may be higher for predictions after the flare even

though the final pitch-up maneuver was initiated.

The opposite behavior is observed for the TAS and PTCH RMSE as shown in Fig-

ure 6.36 For both metrics, the predictions after the start of flare had a higher error. The
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Figure 6.36: Prediction RMSE for TAS and PTCH parameters based on predictions above
or below the start of flare and based on flare initiation altitudes

start of flare indicates an increase in lift and drag. While the increase in lift results in

IVV converging to zero, the increase in drag simply reduces TAS. Compared to the final

pitch-up maneuver, the adjustments made during the rest of the final approach are small.

And depending on the pilot and the situation, the level of decrease in TAS will change. So
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predictions after the start of flare may be harder with TAS. The same is true for the PTCH

metric. The aircraft PTCH is a direct fall out of the level of flare performed. Depending

on the landing condition and the pilots’ experience, the desired PTCH to reduce TAS and

increase lift would change. So PTCH prediction would also be harder after the start of

flare. Overall the results show that the prediction accuracy does vary with flare. So creat-

ing a model that does consider control trajectories may improve the prediction results. This

step is not considered for this study due to the lack of flights with no errors in recording

throughout the entire final approach.

6.7.3 Wind

Evaluating the sensitivity of the prediction model to wind is started by identifying good

and poor wind conditions. A Survey of a pilot wind shear guide by FAA [167] showed that

microbursts may change the horizontal speed between 10 to 100 kts with a median of 40

kts. The aviation organizations also record large changes in wind direction for 45 degrees

or more in less than 15 minutes, with wind speeds over 10 kts. These findings point to two

wind conditions to be considered for evaluating prediction model sensitivity. Only 4 flights

satisfied the horizontal speed of larger than 40 kts and only 60 flights satisfied the change

in wind direction of 45 degrees in less than 15 minutes. Since the purpose of this study

is to evaluate the model sensitivity to the wind conditions, these conditions were relaxed

to increase more flights. 199 flights were identified to have horizontal speeds larger than

20 kts at one point in the final approach. 197 flights were identified to have changes in

direction of larger than 10 degrees within 15 minutes and with higher than 10 kts of speed

for the duration. In terms of the test data the number of flights with normal wind, strong

longitudinal wind, large wind direction change, and both wind conditions are 381, 31, 17,

and 67.

Once the flights have been labeled with one of the four wind conditions, the RMSE

metric for each predicted parameter was measured. The calculated results for the IVV
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predictions are shown in Figure 6.37. The IVV prediction RMSE shows a consistent dis-
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Figure 6.37: Prediction RMSE for IVV based on predictions different wind speed condi-
tions

tribution for various wind conditions. In fact, the error is higher for flights with large wind

direction changes. An important factor to remember is that although flights with strong

longitudinal wind and large wind direction change conditions are identified, the threshold

for these constraints was relaxed. This means the contribution from these conditions may

be small. Especially wind direction change conditions. Because unless there is a large

crosswind or change in the crosswind, the wind direction alone does not contribute much

to the longitudinal dynamics of the aircraft. This is why the prediction accuracy of flights

under direction change is similar to that of flights with the normal wind. However, this

is not the case for the strong wind because the longitudinal wind was used specifically to

label flights with this condition. A strong wind will directly impact the lift which directly

impacts IVV. As expected the prediction error of strong wind flights is higher than that of

normal wind flights. In fact, the prediction error of strong wind flights is almost identical

to the at of flights with both strong wind and large direction change. This may be because

direction change has no impact on the prediction accuracy of IVV metric so both conditions

are mainly driven by the strong wind condition.

The wind conditions are observed to have a larger impact on the PTCH and TAS met-

rics. The sensitivity of PTCH and TAS metrics prediction error to wind condition is are
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shown in Figure 6.38. Both strong longitudinal wind and large wind direction change have
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Figure 6.38: Prediction RMSE for PTCH and TAS parameters based on predictions differ-
ent wind speed conditions

a large impact on the prediction accuracy of the PTCH metric. The effect of strong longi-

tudinal wind on PTCH is identical to the effect on IVV feature. However, PTCH is also

influenced by wind direction change and an explanation of this behavior is the coupling

effect of aircraft attitude and attitude rate terms. The dynamical equation of aircraft pitch

rate, assuming symmetry in the xz plane, is shown in Equation 6.1.

θ̇ = q cosϕ− r sinϕ (6.1)

Here θ̇ is the pitch rate in the earth frame, q is the pitch rate in the body frame, ϕ is the roll,

and r is the yaw rate in the body frame. So a change in wind direction that would change r

or ϕ would affect PTCH. The decrease in prediction accuracy, when both strong wind and

large wind direction change occurred, is the largest. Similar behavior is observed for the

TAS feature. However, the effect of wind direction change has less of an impact on TAS

than PTCH. The decrease in prediction accuracy is mainly driven by the longitudinal wind

which directly impacts TAS. Again the largest reduction in prediction accuracy is observed

when both strong wind and large wind direction changes are observed. Overall, because

the prediction metrics are mainly represented by the longitudinal dynamics, the predic-
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tion model is sensitive to longitudinal wind. When a large longitudinal wind is observed,

there is a drop in the prediction accuracy. A potential explanation is that the aircraft states

closely associated with runway overrun are associated with the longitudinal dynamics of

the aircraft. So the longitudinal wind speed should be considered when using the prediction

model to identify potential risks in flight.

The findings and contributions from this chapter can be summarized as follows:

1. HGA was able to optimize both data and model parameters for the flight state pre-

diction model

2. The neural network prediction model was able to learn the behaviors of airspeed

features near touchdown from the final approach data

3. The neural network prediction model performed similarly to a polynomial regression

model for vertical speed and pitch angle prediction

4. Since the prediction model is a complex regression model, the prediction result may

improve by grouping similar flights (such as autopilot)

5. The flight features with the top contribution to airspeed, vertical speed, and pitch

angle near touchdown are altitude, angle of attack, engine core rpm, and airspeeds

6. Sensitivity analysis showed that flare and wind have a small contribution to prediction

accuracy
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CHAPTER 7

DEVELOPMENT OF DYNAMICS MODEL FOR FINAL APPROACH

SIMULATION

A simulation model was proposed as another attempt to increase the pilots’ awareness to

risk during the final approach. Simulation models developed based on the physics of the

aircraft already exists and are in use for training pilots. These simulation environments help

enhance the pilots’ attitude, skill, and knowledge, also known as ASK, of flight risk without

flying a real aircraft. So what about after the flight? What if pilots can get feedback on past

flights and modify them to enhance their knowledge of risks during the final approach?

And what if this feedback can help pilots gain insight into how external factors, such as

strong wind, affect aircraft dynamics? It would tie back to the global initiative GAPPRE,

which mentioned a need to enhance energy management during the final approach. This

would require the pilots’ understanding of aircraft interaction with external factors. This

requirement can be satisfied with an aircraft dynamics model that accurately models the

aircraft’s behavior during the final approach. The problem is modeling such behavior re-

quires a complex model that can incorporate the coupling effect between various controls.

These coupling effects are small compared to the primary effects that each control has on

the aircraft dynamics. So the data used to train this complex model also needs to represent

these coupling effects. The complexity of the dynamics model and the level of detail in the

data required makes this a large design space problem. In this chapter, a framework is pro-

posed to create an aircraft dynamics model that can simulate the aircraft motion during the

final approach accurately while considering the wind effect. A summary of the framework

is illustrated in Figure 7.1.

The framework is designed to create an aircraft dynamics model that can simulate the fi-

nal approach trajectory given the initial states and control trajectories. The model is trained
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Figure 7.1: Dynamics model development process overview

to predict aircraft states (x) at t+1 given x(t) and u(t), where u is the aircraft control. This

process is repeated until the control is no longer provided. So the model is trained based on

flight data recorded at each time step. However, the simulation is performed over the entire

final approach trajectory. An illustration of this framework is shown in Figure 7.2.

Figure 7.2: Dynamics model architecture

7.1 Data Pre-Processing

A similar data preprocessing step is taken for the prediction model generation. For the

dynamics model training, flights with missing steps were kept. However, the flights were

split at the points with missing recordings. This is because the dynamics model is trained
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in an open loop, with each data step used as input for estimating the data at the next time

step. So, the full final approach process for a given flight is not necessary as long as the

aggregate data represents the dynamics at the majority of the final approach. Based on

this logic there were a total of 4128 flights available for training and testing the prediction

model. When these flights were divided into time steps, over 100,000 data steps were

collected to train the dynamics model. The counts of control features recorded for the entire

final approach data are shown in Figure 7.3. The abbreviations used for the flight control

metrics are shown in Table 7.1. This data distribution gives a summary of how the aircraft

Figure 7.3: Aircraft control parameters recorded for all of the final approach data. Here
controls 1 and 2 represent two different surfaces for each control.

maneuvered touchdown. The first and second control for the spoiler and aileron represents

the left and right control surfaces. For both, the mean of the left and right controls are

aligned, indicating that most of the flights were able to stabilize by the time they initiated

the final approach. The same can be implied from the rudder deflection where a large peak

in the recording is observed at zero degrees deflection. Just based on this observation, it is

assumed that the dynamics model generated can only be accurate for longitudinal dynamics

and not lateral dynamics. So this study will emphasize simulating the final approach for

the longitudinal motion. The elevator control had two surfaces that represents the elevator

(blue) and the pitch trim tab (orange) of the aircraft. The concentration of the elevator

recording at the negative indicates that the aircraft was trying to pitch down for most of
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Table 7.1: List of all of the flight metrics, used for dynamic model training, and their
abbreviations

No. Abbreviations Definitions units
1 SPL Spoiler deflection angle deg
2 AIL Aileron deflection angle deg
3 ELEV Elevator deflection angle deg
4 PLA Power lever angle deg
5 RUDD Rudder deflection angle deg
6 PTRM Pitch trim angle deg
7 HAT Height above touchdown ft
8 DWPT Distance to touchdown ft
9 GS Ground speed ft/s
10 u longitudinal speed (body axis) ft/s
11 w vertical speed (body axis) ft/s
12 uacc longitudinal acceleration (body axis) ft/s2

13 wacc vertical acceleration (body axis) ft/s2

14 ROLL Roll attitude deg
15 PTCH Pitch attitude deg
16 DA Drift angle deg
17 ROLLR Roll rate deg/s
18 PTCHR Pitch rate deg/s
19 YAWR Drift rate deg/s
20 WLAT Lateral wind speed kts
21 WLONG Longitudinal wind speed kts

the flights, which is expected for a data set that represents the final approach. Most of the

flights were flying with low thrust based on the low power lever deflection angle observed,

which is also expected for a data set that represents the final approach.

For this study, each control trajectory was scanned to identify the points where missing

steps or shifted readings occurred. Each flight data was spliced at these points and so that

the segments of flight with understandable recordings were kept. Once all of the flight data

was cleaned, they were modified to create a dataset that is easier for the neural network

model to interpret. To do so, longitudinal acceleration data was augmented by taking the

step difference of the Ground Speed (GS) and IVV parameters. This was necessary because

most of the acceleration parameters had shifted readings or missing steps. The reason

why GS and IVV parameters are trusted was that the integral (trapezoidal sum) of these

parameters, from start to finish of the final approach, were less than 1% different from

the change in position and altitude metrics. However, the first and second integrals of the
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acceleration parameters, from start to finish of the final approach, did not match the two

velocity and position metrics. The wind speed parameters were augmented so that the

longitudinal and lateral wind speeds were calculated from wind speed and wind direction

recordings. This was so that the sin and cos relationship between wind speed and aircraft

heading does not have to be considered, and the complexity of the dynamics model may

be reduced. The fuel quantity metric was augmented by taking the cumulative sum of

the fuel flow metric. This was because the fuel quantity metric cannot be trusted due to

the significant noise from the sloshing effect. So instead the initial aircraft weight for each

flight was calculated by taking the average fuel quantity two steps before and after the initial

weight. The calculated initial weight is then added to the cumulative sum of the fuel flow at

each time step. Finally, the aircraft velocity and acceleration states were transformed into

a body-fixed reference frame. The transformation was based on the Euler angle rotation

matrix shown in Equation 7.1.

Rz,ψ =


cψ −sψ 0

sψ cψ 0

0 0 1

 (7.1a)

Ry,θ =


cθ 0 sθ

0 1 0

−sθ 0 cθ

 (7.1b)

Rx,ϕ =


1 0 0

0 cϕ −sϕ

0 sϕ cϕ

 (7.1c)

VB = Rx(ϕ)Ry(θ)Rz(ψ)VE (7.1d)

(7.1e)

Aircraft velocity and acceleration states in the earth frame were transformed into the body
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frame based on the improvements observed from experiments.

The modified flight data is then indexed so that the data structure matches the neural

network requirement. The input and output data structure is illustrated in Figure 7.4. Here

n is the input data window length and n+1 to n+p is the output data window length. The

input states and controls are used to predict the output states at the next time stamp. Then

the output states were used as the next input states and this combined with the next input

controls was used to predict the next output states. Each set of input, output states, and

controls was considered as a single sample. This process of sampling and collecting the

data was repeated with all the flights for the entire final approach. The data structures

t t+1 t+2 t+3

𝑠𝑡𝑎𝑡𝑒𝑠 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑠

𝑡1

𝑡2

𝑡𝑛

…

𝑡𝑛+1

𝑡𝑛+𝑝

…

inputs outputs

𝑠𝑡𝑎𝑡𝑒𝑠

Figure 7.4: Data structure for the dynamics model input (blue) and output (yellow)

were modified with the following data parameters. For this study, the input and output data

window lengths were varied between 1 to 10 and 1 to 5 seconds. Input data window length

was varied up to 10 seconds to ensure that there was enough data representing the low-

frequency response of an aircraft. Output data window length was varied up to 5 seconds

to test and see if the extra data can improve how the model learns the dynamics from

the flight data. The resolution varied between 0.5 and 2 Hz. The higher resolution was

not considered since the highest frequency that all the features recorded was 2 Hz. The last

data parameter was normalization. Just like the prediction model, the data were normalized

either not normalized, normalized by the min-max range of each feature, or normalized by
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calculating and converting each value to their corresponding z-score.

For the simulation, the following neural network models were considered: RNN, GRU,

LSTM, and NNARX. When testing each of these models some of the model parameters

were modified to identify the ideal model configuration to represent aircraft dynamics. The

activation function was selected between linear, relu, tanh, and sigmoid functions. The

activation function was varied for each layer instead of sharing the same function. The

number of hidden units for each model layer varied between 10 and 30. The larger the

number of hidden units, the more complex the model can be. However, a higher number

of hidden units was not used experimentation showed a small change in the prediction

accuracy. The training batch size varied between 8, 16, 32, and 64. For RNN, GRU,

and LSTM models the number of prediction layers varied between one to four. drop out

percent between each layer varied between 0 to 50%. These parameters were not modified

for the NNARX model because this model is a two-layer model with the first layer being

the hidden units and the second layer being the output.

This study used the same set of data as the prediction model to develop the simulation

model. Out of the 5376 flights, a total of 4045 flight segments were collected after splicing

the data at the points where missing steps and shifted readings in control features were ob-

served. Note each flight segment had to be longer than 15-time steps so that when the max

number of input and output window lengths were selected, the segment was long enough.

From these flight segments, 169764 samples were collected with the aforementioned pro-

cesses, at the resolution of 1 Hz. Since each sample represents one-time step, the number

of samples would multiply with the resolution frequency. For the dynamics model training,

90 % of the data was used for training, 5 % for validating, and the last 5 % for testing the

model. All of the results discussed in this study are generated based on the 5 % of the test

data set.

148



7.2 Base Model Structure

Base simulation models were created with each of the neural network models selected.

RNN and GNN were both selected because the impact of diminishing or exploding feed-

back on the model has not been evaluated. Since for each sample the input data only con-

tains a short segment of the flight, the gates are not expected to have a significant impact on

the convergence of the dynamic model. This is especially true the shorter the input window

length is. And for the base simulation models, the input window length of five was selected.

A longer input window length was not selected to simplify the base model since the goal of

this step was to evaluate various neural network models. The output window length of one

was selected so that only the next time step is predicted. The resolution was set at 1 Hz and

min-max normalization was selected so that all the recordings normalized to one. For both

RNN and GNN two-layer models were used to match the model depth to NNARX. An-

other reason why two-layer models were used is that, as discussed in subsubsection 2.2.2,

the complexity of a general aircraft equation of motion is of second order. Considering that

a simple two-layer Feed Forward (FF) network with linear activation function can represent

up to second-order terms, two-layer RNN and GNN were considered complex enough to

model the motion of an aircraft. The dropout of 25% was selected since this is the center

of the dropout range considered. For both RNN and GNN, the tanh activation function

was selected to match with the default NNARX activation function. The number of hid-

den units was set at 200. Finally, the training batch size of 64 was selected to speed up

the training. Matlab deep learning toolbox was used for developing and testing the neural

network models.

All of the simulation data would range between 1000 ft and 5 ft HAT. Because the

ROD of each flight is different and some of the flights are spliced, the length of each flight

varies. The objective function used for designing the simulation model was the RMSE of

the predicted and actual states of all the features. The ideal model is selected based on
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step-wise prediction accuracy. Because the entire simulated trajectory is expected to be

closer to the actual trajectory with higher step-wise prediction accuracy.

7.3 Initial Model Evaluation

The trained dynamic models were used to simulate the aircraft states from the start of the

final approach to the touchdown with test data. The accuracy of different models was

compared mainly with two metrics. The first is the MSE of the state estimation results and

this is the metric used to train the neural network models. The second is the correlation

coefficient R. R is calculated with test data after the model training and it is not used in the

training process. Both of the metrics are calculated with the residual of prediction in each

step. Note that the flight data is normalized by feature so the magnitude of the features

does not contribute to the performance comparison.

So based on this information the NNARX model was trained and results were generated

as shown in Figure 7.5. Two sample flight trajectories simulated with the trained NNARX

model are shown in Figure 7.6. The plot to the left of Figure 7.5 shows the actual vs

Figure 7.5: Summary plots of the NNARX based simulation prediction results

predicted plot of the step-wise prediction of all the steps in the test data. Each point on

the plot represents the mean of all the features for one step. As shown, the distribution of

data in the scatter plot is very scattered. This indicates that the model was trained to the
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Figure 7.6: Trajectory plots of the NNARX based simulation prediction results

best of its ability but the model was not sophisticated enough to represent the data that it

is trained with. The corresponding R-value is 0.8347 add the model MSE is 0.00034 at

with the best epoch. The plot to the right shows the simulated response trajectory (blue

cross) for one sample flight from the start to the end of the final approach. The black dots

represent the target states and the yellow vertical line represents the residual of predicted vs

actual states. Essentially the plot is a time series response of predicted response and target

response of a flight. What this plot shows is that the simulation error starts out small but

increases over time, which is expected behavior. Two example flights shown in Figure 7.6

show the trajectories of six states: HAT, DWPT, u, w, uacc, and wacc. The two sample

flights indicate that the model is capable of simulating short trajectories but over time the

residual does accumulate. The accumulating residual does sometimes result in a significant

error as shown in Figure 7.7. These plots are examples of exploding feedback errors for

the NNARX model. In essence, the NNARX model is a stepwise feed-forward model with

a hidden layer and an output layer. The model lacks the ability to model nonlinearity in
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Figure 7.7: Summary plots of the NNARX based simulation prediction results

the aircraft dynamics and fails after a small deviation from the states represented by the

data. The plots also indicate the NNARX model’s lack of robustness to external factors

that would deviate the trajectories from the expected path. Based on this information the

NNARX is not the best selection since the goal of this research is to refly the flights to learn

the risk so the consistent result is needed and the model cannot generate consistent results.

The next model trained was a RNN based model. This model has a slightly differ-

ent architecture than NNARX model. It adds a feedback loop to the hidden layer of the

NNARX model instead of the entire two-layer network. Because of this RNN is much sim-

pler and cannot represent the second or higher-order terms. The simulation performance

of the RNN model is shown in Figure 7.8. The trajectories of two test flights are shown in

Figure 7.9. The left plot of Figure 7.8 indicates that the RNN is insufficient for modeling

the dynamics of an aircraft. The correlation coefficient value is 0.714 with the best model

MSE of 0.0176. The first sign is the vertical boundaries to the left and right of the scatter

plot. These are due to the leveling of the data at the two extremes of the hyperbolic tangent
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Figure 7.8: Summary plots of the RNN based simulation prediction results

actual
simulated

Figure 7.9: Two sample plots of the RNN based simulation prediction results

activation function. This behavior indicates that the model training process either did not

have enough data points, iterations, or model complexity so the weights and biases could

not improve to fit the data. The second sign is the consistent spread of the data points above

and below the best fit line. If the scattered plots formed a shape or curve then it is an in-

dication that a higher-order term is required to fit the data. The consistent spread is a sign

that the model is fitted to the data. So an alternative model is required to fit the data better.
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The RNN model’s lack of complexity is also shown in the actual and predicted response by

time plot, to the right. The actual and predicted outputs over time plot shows that the model

is consistently generating outputs far from the target, just like a data point on the scatter

plot that is far away from the best fit line. The simulated trajectories of the RNN model

shown in Figure 7.9 speak the same story. In fact, the right sample trajectories represent

the actual and predicted response by time plot.

So far NNARX and RNN models were trained and tested and found that these models

are not complex enough for an aircraft system. GNN are trained to determine if they are

sufficient for modeling flight behavior and the first model trained is the LSTM based model.

The performance results are shown in Figure 7.10 and the sample simulated trajectories are

shown in Figure 7.11. The performance metrics show a significant improvement from the

Figure 7.10: Summary plots of the LSTM based simulation prediction results

past two models. The correlation coefficient is 0.9914 with the best model MSE of 0.00029.

The scatter plot of the actual vs predicted plot shows a significant improvement where most

of the samples lie exactly on the best fit line. There are some dots scattered at the center

of the plot with a fit line that seems to be a few degrees off from the best fit line. This

indicates that either the selected model lacks complexity or the data does not sufficiently

represent a switch in the flight condition. The actual and predicted outputs over time plot

shows that for the sample illustrated there is no deviation in the residual and the simulation
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Figure 7.11: Two sample plots of the LSTM based simulation prediction results

stays accurate for the full final approach. Two test sample trajectories shown in Figure 7.11

also indicate that the model stays accurate for most of the final approach. However, there

are some deviations in the longitudinal velocity parameter that may be causing the few data

points in the target vs predicted scatter plot to diverge from the best fit line. The simulated

longitudinal acceleration trajectories, in blue, also do not track the changes in the actual

trajectories. The conversion between the earth and to the body reference frame may have

resulted in this change and this issue will be addressed later.

Just like the improvements seen in the LSTM model, the same improvements are also

seen in the GRU model. The performance results of GRU are shown in Figure 7.12 and

the two test sample trajectories are shown in Figure 7.13. The correlation coefficient

and best model MSE for the GRU model are 0.9911 and 0.00031. The exact same results

are observed for the GRU model as the LSTM model. The actual to predicted scatter plot

shows most of the data points lying on the best fit line. And just like the LSTM model, there

are some samples in the scatter plot that generated their own fit line. The two test sample
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Figure 7.12: Summary plots of the GRU based simulation prediction results

actual
simulated

Figure 7.13: Two sample plots of the GRU based simulation prediction results

trajectories show that again these samples are most likely associated with deviations in the

longitudinal velocity features.

Overall the GNN are sufficient in modeling the flight behaviors. However, some ad-

ditional iteration is required to address the deviations with the longitudinal velocity and

acceleration features. To do so a new LSTM model was created this time trained with flight

data in the earth frame. The LSTM model was selected for the next iteration of training
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since it had a slight edge in terms of the two performance metrics compared to the GRU

model. The result of the new LSTM models is shown in Figure 7.14 and Figure 7.15. The

Figure 7.14: Summary plots of the LSTM based simulation prediction results trained with
earth frame data

actual
simulated

Figure 7.15: Two sample plots of the LSTM based simulation prediction results trained
with earth frame data

correlation coefficient and MSE of the new model are 0.9927 and 0.00028. The correlation

coefficient increased slightly and the MSE used for training improved significantly. The
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increase in correlation coefficient is from the difference in scatter points near the middle of

the actual vs predicted plot. Unlike the model trained with body frame data, the scattered

samples of the model trained with earth frame data created a much more structured scat-

ter of points that represents a block of points limited by the activation function, similar to

the left plot in Figure 7.8. Even, though the two performance metrics show an increase in

simulation model accuracy, the improvement is not clear from the sample trajectory plots

Figure 7.15. With the earth frame data, the model was only able to follow the general trend.

Small deviations in the TAS, IVV, FPAC, and VRTG are not captured by the simulation

model. The result is still good considering that none of the test flights diverged signifi-

cantly from the actual flight paths. Also, because the generic trend is followed, deviation in

the scattered samples from the best fit line is limited by the fluctuations in the TAS, IVV,

FPAC, and VRTG. This may have resulted in a more structured center scatter of data. The

goal of this study is to increase awareness of runway overrun risks. This goal is achieved

by increasing pilots’ awareness of overrun precursors, which are often defined by velocity

and position metrics. The precursors may be exceeded in a very short time and following

the general trend is not enough to incorporate these short precursor triggers. So, the simu-

lation in the body frame using the LSTM model is identified as the best configuration for

simulating the final approach trajectories.

7.4 Input Optimized Model Evaluation

Hyperparameter optimization was performed using HGA to optimize the data and model

parameters. The parameters optimized are discussed in section 5.3. The optimized con-

figuration has some significant differences from the initial model configuration. The input

window length for the optimized configuration is 10, this is double the initial model config-

uration. Also, the output window length increased from 1 to 3. As expected, increasing the

input window length did improve the model performance since longer data was required to

capture the low-frequency dynamics. However, the result shows that the improvement is
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Table 7.2: hyperparameter optimized configuration for the simulation model

No. Data Parameters Optimized Value (unit)
1 input window length 10 (s)
2 output window length 3 (s)
3 resolution 2 (Hz)
4 normalization min max

No. Model Parameters Optimized Value (unit)
5 activation function tanh
6 number of prediction layers 1
7 number of hidden units 500
8 prediction model LSTM
9 dropout 0.2

10 training batch size 128

minimal. This is an indication that the neural network based dynamic model can capture the

low-frequency behavior of an aircraft. This also means that with the cyclic trajectories ob-

served in the final approach, control is only applied for a short time and the low-frequency

dynamic is not significant. The optimized resolution is identified to be 2 Hz. One reason

why 2 Hz is a more optimal solution is that the model is making a shorter estimation in the

aircraft states. Since estimation accuracy does vary with estimation length, the MSE of the

model will improve by increasing the resolution. Under the model parameters, the optimal

number of hidden units is 500. This is over double the number of hidden units used for the

initial model. The number of hidden units represents complexity of the model. The more

complex the model, the higher order terms it can model. As a sanity check, a LSTM model

with 700 hidden units was trained, and found that the accuracy was reduced. The test sam-

ple trajectories showed that the simulated trajectory was almost flat for all the features. The

downfall of the complex model is that they require a larger number of iterations and data to

train. It is possible that a hidden unit of 500 is close to the ideal configuration and a larger

number of hidden units is not necessary.

The performance plots for the optimized LSTM model are shown in Figure 7.16 with

test sample trajectories shown in Figure 7.17. The correlation coefficient and the training

MSE are 0.9934 and 0.00026. Both metrics have seen small improvements from the initial
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Figure 7.16: Summary plots of the LSTM based simulation prediction results trained with
hyperparameter optimized configuration

actual
simulated

Figure 7.17: Two sample plots of the LSTM based simulation prediction results trained
with hyperparameter optimized configuration

model. As discussed above these improvements may be associated with increased data

and model complexity. The most significant improvement is observed from feature u, the

longitudinal speed in the body frame. Now the simulated trajectory much more closely

follows the actual path.

It is noted that the change in the performance metrics is very small. For the training
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MSE the metric was reduced by 16%. For the correlation coefficient, the metric increased

by 0.23%. The 16% in training MSE may seem big but consider that this is only an im-

provement in step-wise estimation. The cumulative error in the full trajectory is not neces-

sarily improved. What this signifies is that the single layer LSTM model is sophisticated

enough to simulate an aircraft’s final approach with high accuracy for short flights. To im-

prove the simulation results further, a new neural network model may need to be developed

or an improved method of preprocessing the data is needed. Also, an alternative objective

function that measures the performance based on the full trajectory instead of each step

may need to be developed.

The simulation accuracy of the model developed in this study is compared with that of

its peer. A study by Roudbari and Saghafi [96] tried to develop a neural network based

aircraft dynamics model using test flight data. This study focused on modeling the forces

and moments of the aircraft system. The vertical and longitudinal acceleration RMSE of

this model are 2.75 and 2.87 ft/s2. The vertical and longitudinal acceleration RMSE of this

model are 0.3224 and 1.2052 ft/s2. This shows that optimizing both the data and model

parameters to generate the aircraft dynamics model may provide significant benefits to the

model’s accuracy.

Training time and computational time are also important factors to consider when de-

veloping a simulation model as well. For the simulation model, Matlab environment was

used to train and simulate the test flights. Again GPU was enabled for training and GTX

2060 was the GPU used. Based on this computational power the time it took to train a

prediction model was approximately 3 minutes. Note a patience iteration of 10 was used

which means the model training stopped early when no improvement in the objective func-

tion was observed for over 10 iterations. Just like the prediction model training, it may be

difficult to train a simulation model with an entire fleet flight data. However, the sensitivity

analysis in the next section will show how that balance of the training data is important

for having consistent model accuracy. So the flights with extreme controls may be more
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heavily weighted when selecting the flights to train the simulation model. When it comes

to simulating the final approach, the average computational time for each flight is 0.46

seconds. So deploying the simulation model in flight is feasible.

7.5 Dynamic Model Performance

Just like the prediction model, the simulation model’s robustness to external inputs must

also be carefully evaluated. In this chapter, the limits to the model will be evaluated under

three conditions. The first is the model sensitivity to large maneuvers such as flares. Based

on the initial model evaluation, it is clear that with extreme inputs and large feedback errors

the neural network model simulation will diverge from the actual. This is expected since

the aircraft control is not adjusted during the simulation even though the estimated states

do not resemble the actual states. Utilizing the trained simulation model for increasing

awareness to overrun requires a model that is robust to noise and feedback errors. Noise

in recordings of control and aircraft states would have a direct impact on the estimated

future states. As the simulation model accumulates the error over time, the simulation error

would increase significantly. This is especially true for the aircraft configuration that is

less represented in the flight data. For example, the aircraft configuration during a flare

is expected to be underrepresented by the final approach data compared to the aircraft

configuration during the rest of the final approach. So the simulation model sensitivity to

flare will be evaluated. Another similar but different condition is a flight in severe wind.

Distribution of the flights with large wind speeds or large wind direction changes shows an

imbalance between normal flights and severe wind flights. However, the wind is a feature

that directly impacts measurements such as true airspeed, which are known to have a direct

correlation to runway overrun precursors. So observing the simulation model’s sensitivity

to severe wind will also provide guidance on how robust the model is.

Besides sensitivity analysis, it is also important to determine the control space that with

high model accuracy. When simulating a flight, large control inputs with low representa-
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tion in the data may be used. When these controls are constantly used the probability of

resulting in an incorrect simulated trajectory will increase. And even if these controls are

used for a very short period of time, a large deviation in the prediction from the actual

results in feedback error would propagate. So it is crucial to understand the control space

and where the accuracy is slow

These analyses will be done by observing the step-wise estimation RMSE for a pair of

features. For the flare sensitivity analysis, the two features are HAT and ELEV since the

final pitch-up maneuver is mainly controlled by elevator deflection and flare altitude is mea-

sured by HAT. For the wind sensitivity analysis, the two features are WLAT and WLONG,

which are the wind speeds in the aircraft body’s longitudinal and lateral directions. Finally,

for the control space analysis, four different features are paired with the ELEV feature.

The first three are the aircraft attitudes ROLL, PTCH, and DA. Aircraft attitude states are

observed because the aircraft equations of motion for the pitching moment include cou-

pling terms between attitude and attitude rates. Then the PLA feature is paired with ELEV

since the relationship between thrust and elevator control is observed when analyzing the

longitudinal dynamics of an aircraft. A contour plot that shows the model accuracy across

various attitude and control input configurations will be used to identify the boundary of

controls and states at which the model can be trusted. Then the same pair of features will

be used to create a map of the distribution of data points. Since the model performance

of a neural network is sensitive to the number of data, these maps will help identify the

potential cause of low accuracy at various points on the map.

The focus of section 7.5 is on the ELEV feature because of its significance on the longi-

tudinal dynamics of the aircraft. The longitudinal dynamics is important because multiple

features associated with it are used in the definitions of runway overrun precursors, for

example, airspeed and altitude at threshold crossing. So the distribution of ELEV feature

is shown in Figure 7.18 The mean of this distribution is at -6 degrees and the majority of

recordings are between -10 and 0 degrees. This is an expected distribution since the aircraft
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Figure 7.18: The distribution of ELEV feature for all of the flights

is pitched down during the final approach. And typically the aircraft need the elevator de-

viation to maintain this attitude. Interestingly only on a few occasions, the aircraft elevator

deflected above 0 degrees indicating that for the given aircraft type it is not necessary to

have a large elevator deflection for the final pitch-up maneuver.

7.5.1 Flare

To understand the effect of flare on the simulation model accuracy, the overall trend in

the model accuracy needs to be evaluated. The overall trend is evaluated by observing the

distribution of average RMSE across different levels of ELEV before and after the flare.

The result is shown in Figure 7.19. This result is generated by taking the average stepwise

RMSE at each set of data categorized by the following:

1. whether the HAT is above the start of flare for the given flight

2. whether the ELEV is below -7.5 degrees, between -7.5 and -5 degrees, between -5

and -2.5 degrees, between -2.5 and 0 degrees

The ELEV category of above 0 degrees is not considered because the number of data col-

lected for this category is too few so the result is not representative of general model perfor-
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Figure 7.19: The error distribution based on the start of flare and elevator deflection

mance. The result shows an interesting trend where independent of whether the simulation

is performed before or after the flare, the error increases with decreasing ELEV. This is

expected since the data distribution is significantly less for ELEV between -2.5 and 0 de-

grees. The same should be true for ELEV below -7.5, instead, this behavior is only seen

for simulation performed before the flare. The RMSE distribution after the start of flare

shows that the accuracy decreases with increasing ELEV. Based on the ELEV trajectories

shown in Figure 6.32, it is likely that the ELEV below -7.5 degrees category represents the

start of flare while ELEV between -2.5 and 0 degrees represents the end of flare. From this

logic, a potential explanation is that as a flare is initiated the aircraft dynamics are hard to

estimate. This is expected since near the end of flare multiple external factors contribute

to the aircraft dynamics, for example, the ground effect. Considering that the RMSE met-

ric keeps the original unit and all the features were normalized, in terms of the min-max

ELEV distribution the error increase is approximately 1%. However, relatively the RMSE

at ELEV between -2.5 and 0 is approximately 30% higher than that of RMSE at ELEV

below -7.5. Overall, before the flare, the simulation error distribution varies with the distri-

bution of data points. After the flare, the simulation error distribution varies with the flare

process. So ideally more data should be collected for ELEV at two extremes, which would
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help reduce the decrease in model accuracy.

The data distribution and model performance map between HAT and ELEV features

can shed some light on this observation. These two results are generated as mentioned in

section 7.5 and shown in Figure 7.20. The results are generated with test data only. The plot

Figure 7.20: The data distribution and model performance map based on ELEV and HAT
features

to the left supports the data distribution of ELEV in Figure 7.18 and it also shows that the

data distribution is independent of HAT. This is expected because all aircraft will decrease

in altitude from 1000 to 0 ft during the final approach. The significantly low data count

between 900 and 1000 ft HAT is because the input window length is 10s. The plot to the

right is the RMSE map of HAT and ELEV. The red vertical dashed line in this plot is at 80

ft HAT which is the median of the start of flare. The map shows that the model accuracy is

fairly consistent across most of the data range except for a few locations. The first is below

80 ft HAT where the RMSE is above 0.02 for the entire region. This is another indicator

that the model performance is low after the flare. The second is at the bottom right corner of

the map with HAT above 700 and ELEV below 8 degrees. This is the region that represents

flights at the start of flare where the pilot is pitching down to reduce altitude. The reduced

model accuracy is expected due to the rarity of such data. The last locations are a few points

in the middle of the map where the model is not well-trained. The diamond shape around

these points indicates a possibility of few data points in that local region where the model
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lacks indicated from the sudden jump in RMSE gradient. Overall the model performance

is reliable during most of the final approach and in the demonstration chapter, the reduced

accuracy after flare should be accounted for.

7.5.2 Wind

To understand the effect of wind on simulation model accuracy, the distribution of RMSE

across different levels of WLAT and WLONG is evaluated. The categories of WLAT and

WLONG considered are as follows:

1. WLONG below 0 kts, between 0 and 5 kts, between 5 and 10 kts, between 10 and 15

kts, and above 15 kts

2. WLAT above 10 kts, between 10 and 0 kts, between 0 and -10 kts, and below -10 kts

The RMSE distribution is shown in Figure 7.21. In this figure, the four extreme scenarios

Figure 7.21: The error distribution based on large wind speed or wind direction change

where the data is least recorded are WLONG below 0 degrees or WLONG above 15 degrees

while WLAT is above 10 degrees or below -10 degrees. The first expectation is that the

RMSE distribution for these categories is high, which makes the relatively higher RMSE
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for the WLAT class understandable. However, the RMSE for the WLAT class is in some

cases lower or on par with other classes. Although unexpected, this is the ideal accuracy

distribution where the model accuracy is independent or less sensitive to the data frequency.

Overall the RMSE ranged between 0.02 and 0.025 for all the classes but WLAT above 10

kts. And even for this category the error is only 0.5% higher in the min-max range so the

model performance may be considered as fairly independent of the wind speed.

The data distribution and RMSE maps in terms of WLONG and WLAT features are

generated in Figure 7.22. The data distribution plot shows a single point with high data

Figure 7.22: The data distribution and model performance map based on WLAT and
WLONG features

concentration where WLAT is close to 0 kts and WLONG is close to 5 kts. So as previously

mentioned, it is likely for model accuracy to decrease with deviation in wind speed at this

point. However, the RMSE map shows that the model accuracy is fairly consistent which

shows that the optimization algorithm has done well in improving the model performance

at a wide data range. Unfortunately, there are three points on the map, WLAT above 10 kts,

where the RMSE is high. The randomness of these points shows that the reason may be

associated with how the mode is trained. Based on all of the analysis so far, improving the

model performance will require identifying a model that better represents the dynamics,

based on Figure 7.16. Besides this, the current model is able to consistently model estimate

aircraft state. So to improve the result will require a different technique to preprocess the
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data so that data factors not considered in this study, such as noise, can be minimized to

better represent the aircraft dynamics.

7.5.3 Feasible Control Space

The data distribution map between ELEV, ROLL, PTCH, DA, and PLA features are shown

in Figure 7.23 and Figure 7.24. The data distribution shows that for ROLL and YAW fea-

Figure 7.23: The data distribution between ELEV, ROLL, PTCH, DA, and PLA features

tures the center of the distribution is at 0 degrees and the record count reduces significantly

with increasing distance from this center. This is expected since the standard procedure for

the final approach is to align the aircraft to the runway. During crosswind, the aircraft may

add some DA to account for the wind, which is why the distribution of DA is wider than

ROLL distribution. The center of PTCH distribution is at -3 degrees with most of the data

between -10 and 0 degrees. This is expected as well since during the final approach the air-

craft is pitched down until flare. Note that the distribution map also shows a positive linear

relationship between ELEV and PTCH which is expected since ELEV controls PTCH. For
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the PLA distribution, the center is at 45 % with a concentration between 40 to 50 %. This

is expected since during the final approach the engines are set at idle and increased before

touchdown. So the model performance is expected to decrease beyond these concentrated

data regions.

Indeed the model performance map shown in Figure 7.24 indicates that higher RMSE

in state estimation are found on the regions beyond the data concentrated area. However,

Figure 7.24: The model performance map based on ELEV, ROLL, PTCH, DA, and PLA
features

no significant correlation between data concentration and model performance is observed

for the relationship between ELEV, ROLL, YAW, and PLA. Since the results show that

the simulation model is also fairly accurate in the data less concentrated regions. The

exception is with ELEV and PTCH results where the accuracy is specifically low at the

data concentrated region. It should be mentioned again that during the final approach the

ROLL and DA stay low. So a large ROLL or DA in this data set is actually a small ROLL or

DA for aircraft dynamics. This means the consistent result in ROLL and DA is likely due

to a small change in the aircraft motion for the data used in this study. Overall, the model
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accuracy is low for most data ranges represented in this study and Figure 7.17 shows that

with the current model the flight trajectories do not diverge significantly.

The findings and contributions from this chapter can be summarized as follows:

1. HGA was able to optimize both data and model parameters for the flight state simu-

lation model

2. LSTM-based neural network simulation model was the most accurate model without

exploding feedback error

3. The simulation model was sensitive to both flare maneuvers and various wind condi-

tions

4. the control space for the simulation model was narrow due to consistent landing

configuration during the final approach and the accuracy was mostly consistent across

the control space as well
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CHAPTER 8

DEMONSTRATION OF THE PROPOSED MODEL FOR IMPROVING FINAL

APPROACH

Now the two most important questions remain.

1. What does accurate prediction and simulation model mean in terms of runway over-

run

2. How can the current models be used to increase awareness of the risk of overrun

during the final approach

The first question may be addressed by associating the model accuracy results with runway

overrun metrics. That is when certain metrics are predicted or simulated to provide the risk

of overrun, the result must consider the error in prediction. So the error in prediction and

simulation needs to be quantified by a metric that defines overrun. Once the two model

results are mapped to an overrun metric, they need to be used to train the pilots to improve

the three aspects of safety, ASK. As identified from the literature survey, runway overrun

is frequently associated with precursors. So this chapter will discuss how prediction and

simulation models can be used to identify trigger precursors in flight to notify pilots of

increasing or decreasing the risk of overrun. Mainly, the simulation model will be used to

show when the current flight triggered overrun precursors and what can be done to mitigate

this. This will be combined with the prediction model at the end of the simulation where

the accuracy is identified to be lower. The prediction model will identify more overrun

precursors that the current flight will trigger if the current flight continues. This way the

risk of overrun could be identified early while reducing the concern with poor simulation

for the last stretch in the final approach where the model accuracy is lower. An illustration

of how the prediction and simulation models combine to increase pilot awareness of the
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risk of overrun is shown in Figure 8.1.

Figure 8.1: Overview of how the prediction and simulation models can be used for pilot
training

8.1 Interpreting the Prediction and Simulation Results Based on Metrics Associated

to Overrun

The main benefit of the prediction model is that the aircraft states near touchdown can be

predicted at an altitude early enough for pilots to respond. The neural network based pre-

diction has shown the potential to learn the overall trend in aggregate flights but also the

difference in trajectories for individual flights based on the final approach data. Nonethe-

less, the neural network based prediction model still observed some prediction error and the

error would increase with increasing prediction range. When only looking at the prediction

results, they could be used to calculate the estimated required runway distance. They could

also be used to identify the precursors associated with runway overrun that would function

as an alarm in flight. With the error, both of these use cases require an output that shows a

range of outcomes due to the error in prediction. The same should be considered with the

simulation model. The feedback error from each step could propagate to a large error near

the end of the simulation. The probability of simulation error may be calculated from the

error in the test flights. In both scenarios, there is a need to map the errors to a metric that
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can interpret to increase or decrease the probability of overrun. Since overrun is defined

as crossing the other end of the runway, the errors can be mapped to the required landing

runway distance. The exact calculation of the required landing runway distance requires

a lot of data including, runway surface condition and aircraft brake effectiveness. With

these data, the required landing distance can be calculated based on the energy carried by

aircraft at touchdown vs the energy the aircraft brakes can dissipate. Since these data are

not available only the ratio of required landing distance will be calculated to better interpret

the prediction and simulation results.

A study by FSF [6] has mapped various aircraft conditions to the increase in the re-

quired runway distance. This study mentioned that with 5 % increase in final approach

speed results in a 10 % increase in landing distance. This means if the prediction error of

airspeed is 5 % and the prediction model is used to calculate the risk to overrun based on

the required landing distance, then the addition of 10 % of the required landing distance

should be accounted for. Considering that the final approach speed is measured at 50 ft

height above touchdown, which is the desired altitude at threshold crossing, this means the

final approach speed ranges from 89 kts to 138 kts, with a difference of approximately 49

kts, which would round to 50 kts. Since 5 % of the final approach speed range is 2.5 kts and

this corresponds to a 10 % increase in required runway distance, the hyperparameter opti-

mized TAS prediction RMSE of 4 kts at 10 ft HAT corresponds to 16 % additional required

runway distance at 10 ft. With this, all of the aircraft states could be matched to a runway

distance multiplier to create a uniform metric that would show the model performance.

For the simulation model, since the full final approach trajectory is generated the flight

may be associated with runway overrun metric at multiple points during the final approach.

AC 91-79A [28] illustrates this at three altitude windows (1000 ft, 500 ft, and threshold

crossing) to satisfy stabilized approach. Satisfying stabilized approach is a good way of

evaluating the flight risk to overrun due to the high correlation between stabilized approach

and runway overrun. At the three altitude windows, the flight paths’ proximity to the
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stabilized approach glide path angle, vertical speed, and velocity at threshold crossing can

be evaluated. However, this proximity metric does not directly map to the required runway

distance. So just like the prediction model the aircraft speed at 50 ft HAT in the simulation

can be used. For the test data used in this study, the simulation RMSE at 50 ft HAT is

0.0057. This is a value normalized by the min-max range which indicates that the average

simulation error at 50 ft is 0.57 %. This corresponds to 1.4 kts average RMSE, which

means to account for the simulation error, if the required landing distance is calculated

from the simulation result, the required landing distance should be increased by 5.6 %. The

simulation result brings an extra dimension to map the model result to the required landing

distance. For example, the study by FSF also showed that the required landing distance

increases with increased altitude at the threshold. The study mentioned that the required

landing distance will either be added by 1000 ft or multiplied by 1.3. This information

may be used to trace back an aircraft state that can also be mapped to the required landing

distance. Assuming that all the flights are flying close to CDFA the glide slope during the

final approach should be approximately 3 degrees. This means the glide slope should also

be around 3 degrees at 300 ft HAT, where the prediction is made, and at threshold crossing.

Deviations in the glide slope directly translate to the changing altitude. That means the

error in glide slope translates to the error in altitude, which can be mapped to the required

runway multiplier. Based on the test data the average glide slope ratio of predicted over

actual, during the final approach, is 0.55 degrees. Assuming the ideal scenario where the

glide slope is 3 degrees and the altitude at threshold crossing is 50 ft, then the error of 0.55

degrees will result in an increase in threshold crossing of 5.66 ft. This is equivalent to a

100 ft increase or 0.03 increase in the multiplier for the required landing distance.

Note that all of the calculations made above are based on a study that assumed no thrust

reverser applied during landing, which is not the case for most of the test flights used in

this data. Also, the required landing distance multipliers identified were not designed for

the purpose of evaluating prediction and simulation model performance during the final
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approach. Nonetheless, it is used to provide a glimpse of the significance of errors in the

two models so that the prediction results can be understood in terms of flight safety. This

brings up the need in the future to statistically find the multipliers that map the required

landing distance to landing performance indicators. The findings may be used directly to

evaluate model performance but also used to augment new metrics that rate the landing

performance with a single value. An example of a such metric is discussed in a study by

the author [117].

8.2 Evaluating Potential Risk with Overrun Precursors

Now that the results from prediction and simulation models are evaluated, the method of

identifying risk through overrun precursor is introduced. Out of the many overrun precur-

sors, high approach speed is selected due to its contribution to many other precursors such

as high energy and stabilization. According to AC 120-82 [12] the high approach speed is

defined as CAS > VREF + x (kts). The exact threshold velocity changes with altitude.

For this study, the high approach speed is defined based on the 95th percentile of all the

airspeed recordings. The 95th percentile is selected because all of the flights landed safely

so none of the test flights are problem flights. So only the 95th percentile is observed to

select out the flights with abnormally high speed even though they landed safely. The dis-

tribution of all CAS recordings from the available flight data is shown in Figure 8.2. The

95th percentile CAS is 135 kts or 228 ft/s, which is used as the threshold for identifying

flights with high approach speed.

For the simulation model, each flight that exceeds the high approach speed between

1000 ft HAT and 300 ft HAT is identified. The confusion matrix of the high approach

speed will be used to evaluate how accurately the precursor flights can be identified. For

the flights where the simulation model successfully identified the high approach speed,

the time index at which the precursor is triggered is analyzed. The results are shown in

Figure 8.3 The confusion matrix to the right shows that the simulation model is accurate

176



Figure 8.2: CAS distribution for all the data

Figure 8.3: confusion matrix of high approach speed (right) and the time difference be-
tween simulated high approach speed trigger and actual high approach speed trigger (left)

enough to maintain precision and recall over 93 %. The f1 score for the high approach

speed precursor is 96.56 % which is high as well. The simulated and actual high-speed

trigger time difference distribution plot shows that for 83.61% of the time the precursor

triggered at the same time for both simulated and actual fights. What this shows is that in

this simulated environment, the pilot is able to fly a final approach path while experiencing

a similar experience to real flights in terms of high-speed approach triggers.

For the prediction model, each flight that exceeds the high approach speed at any pre-

diction altitude point is identified. Note with the prediction model, the risk of evaluating
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runway overrun based on precursor is that the prediction output is not sequential and pre-

vious observations show that the prediction model acts like a regression model. However,

the airspeed measurements are often very noisy with constant ups and downs that would

trigger the precursor for a very short period of time. So the confusion matrix would show

a very high False negative, which is detrimental to safety. To account for this issue the air-

speed threshold has been relaxed by the RMSE at each prediction altitude so that a bracket

of airspeed is used as the trigger for high approach speed. This would reduce the false neg-

ative but increase the false positive significantly. However, when it comes to safety, a false

positive is preferred over a false negative. That doesn’t mean the false positive outcomes

are acceptable since they numb the pilots’ response to the prediction and simulation results.

The result based on this change is shown in Figure 8.4. The result shows that the predic-

1 – High Approach Speed
0 – Normal Approach Speed

Figure 8.4: confusion matrix of high approach speed based on results below 200 ft HAT

tion model is capable of predicting high approach speed with a recall of over 91 %. The

precision is very low, at 58.6 % but as discussed earlier the precision is less of a concern

when it comes to safety. Overall what the result shows is that the prediction model has the

potential to evaluate overrun risk based on precursors. However, the nature of prediction

makes it difficult to predict the fine changes in the trajectory which makes precursor-based

risk analysis less suited for the prediction model.
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8.3 Improving Control Trajectory to Minimize Potential Risk

So far the analysis has shown that neural networks can learn the aircraft behavior just

before touchdown to predict flight states early enough for pilots to adjust the flight. The

neural network model can accurately simulate the final approach and use precursors to alert

potential risk for overrun. The goal of this study is to improve flight safety by increasing

awareness of runway excursion precursors. A demonstration of how the prediction and

simulation model can be used together to improve flight safety is shown in this chapter.

This demonstration is generated from the test data used in this study.

This demonstration will present a two-step process. In the first step, the pilot is flying

an aircraft in a training environment. The flight results in a high approach speed trigger

below 200 ft HAT. Then the imaginary scenario starts where the pilot is alerted by the

prediction model of the potential to trigger high approach speed. This imaginary scenario

is followed by a training flight where the control trajectories of another flight with similar

states in the first 20 seconds of the final approach are used to adjust the current flight to

avoid a high approach speed trigger. Two flights with similar states in the first 20 seconds

of the final approach are found by calculating the RMSE of the states of two flights that did

and did not trigger high approach speed below 200 ft HAT. Then the control trajectories of

the flight that did trigger the precursor were replaced by the flight that did not.

The results of this demonstration can be found in Figure 8.5. The plots to the left show

the original flight from the actual data between 1000 ft and touchdown. The top plot is

for height above touchdown (HAT) while the bottom plot is for the longitudinal velocity

in body axis (u). The red dashed line is the prediction index at which the high approach

speed was triggered. For this original flight, the prediction was unable to identify high

approach speed at 200 ft HAT. This is because the prediction model is a complex regression

model of the aircraft states. The rarity of flights with increased aircraft speed below 200 ft

HAT makes it difficult for the model to predict. As mentioned in the last section, for each
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Original Flight

Predicted States

High Approach Speed

Original Flight

New Flight

Adjusted Flight

Original Match

Figure 8.5: Demonstration of how the prediction and simulation models can be used in a
training environment to get in-flight and post-flight feedback to reduce the risk of overrun

prediction index the high approach speed threshold was relaxed by the RMSE of that index.

So at the 120 ft HAT the prediction model was able to predict a high-speed approach.

Now that the pilot is notified in flight about the precursor, the pilot is able to study the

final approach after the flight. The plots to the right show the original flight, the peer flight

(adjusted flight), and the new flight after adjusting the control trajectories on the original

flight. The peer flight in this case is the other flight with similar states in the first 20 seconds

of the final approach but did not trigger high approach speed below 200 ft HAT. The green

block shows the segment of flight where the original and peer flights match. This is also

the segment where the new flight is using the original control trajectories. The new control

trajectories only kick in after the green block. This is why the red and blue line has very

similar trajectories early on but they diverge from the 20 s mark. What the plots show

is the new control trajectory that is able to touchdown without triggering high approach

speed. An important note is that the new flight was not generated with a path planning

algorithm. So the end states may not match the desired states. For example, the aircraft

may successfully touchdown by the end of the trajectory because all of the trajectories

used has an end state of 0 ftHAT. However, the aircraft will most likely fail to fly the same

distance which means the end states of the DWPT parameter will not match. This is not

considered a problem because the distance to the touchdown may be adjusted by delaying
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the descent trajectories. In reality, this would cause conflict with operational constraints.

To restrict the scope of this study, operational constraints are not considered. The results

are generated specifically to increase awareness of runway overrun in flight and learn from

a peer flight that successfully touchdown without triggering high approach speed.

The illustration of original trajectories and peer trajectories are shown in Figure 8.6.

In this figure, the blue lines are the new trajectories. As shown the new acceleration tra-

Original Trajectories Adjusted Trajectories

Figure 8.6: Demonstration of how the prediction and simulation models can be used in a
training environment to get in flight and post-flight feedback to reduce the risk of overrun

jectories closely follow the peer acceleration trajectories, since they are direct fall out of

the controls. The velocity trajectories show some deviation in the first 20 seconds but

eventually follow the paths of the peer flight. Finally, as discussed above the new flight

successfully touched down at the end of the flight but failed to fly the same distance as the

original flight.

The findings and contributions from this chapter can be summarized as follows:

1. The prediction and simulation errors may be mapped to the required landing distance,

a metric that is easily interpreted
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2. The prediction results had a lot of false positives when converted to a high-speed

approach precursor

3. The simulation results were accurate for simulating flights that triggered high-speed

approach

4. The demonstration showed the potential for the prediction model to be used to adjust

the flight behavior near touchdown to reduce exposure to high-speed approach

5. The demonstration showed the potential for the simulation model to give immediate

feedback on the current flight behavior that resulted in a high-speed approach

6. The demonstration showed the potential for the simulation model to immediately

compare the current flight behavior to its peer with a lower risk profile post-flight
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CHAPTER 9

CONCLUSION

Flight accident data shows that runway overrun is the accident type that occurs the most

frequently. Runway overrun is defined by the aircraft crossing the opposite end of the run-

way during take-off or landing. Recent improvements in sensors and the increased number

of flights allowed for the development of data-centric tools that would prevent runway

overrun. One such tool is the FOQA program. FOQA program takes the aggregate flight

data and identifies trends in flight by creating thresholds for different flight events. Some

of these thresholds are identified as precursors to runway overrun. An example includes

high approach speed, which is when the aircraft CAS exceeds the predetermined threshold

for given altitudes. By observing the distribution of speed at various points in flight, the

nominal flight behavior can be identified and used as a reference for future flights. More

recent studies combined FOQA data and artificial intelligence to better understand runway

overrun. Some studies used machine learning to develop clustering models through unsu-

pervised learning to label the flights with unique characteristics. This study investigated

methods to improve runway overrun by creating supervised machine-learning models that

predict and simulate aircraft states near touchdown. The objective of this study can be

summarized as follows:

Research Objective

Develop a methodology that increases pilots’ awareness of the risk of runway overrun
by predicting and simulating flight states that define a stable approach

To meet this objective, it is hypothesized that model-based methodology can provide a

means of runway overrun risk detection based on the flight data collected in flight. This

methodology consists of three components: prediction model development, simulation
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model development, and flight analysis based on these two models. An illustration of

the three components is shown in Figure 9.1. The key to this framework is on increasing

Figure 9.1: An illustration of the proposed methodology and each component

the pilots’ awareness of runway overruns by exposing plots to overrun precursors. With

the prediction model the overrun precursors are predicted, in flight, during final approach

based on the flight states near touchdown. This model is trained as a sequence to multi

point model where the final approach data is used to predict aircraft states at various alti-

tudes. Altitude is selected as the prediction index because it represents the landing progress

during the final approach. Then the simulation model is used, post-fligth, to simulate peer

flights flown in a similar condition to compare and learn. This model is initially trained in

open loop such that each time stamp in the flight data is a separate sample. During testing

the model is tested in close loop such that the estimated aircraft states at time t are used to

estimate the aircraft states at time t+1. The best models are selected from the test results to

perform flight analysis. The flight analysis is started by mapping the prediction and sim-

ulation outputs to the required landing distance. Then how the two models can be used to

increase awareness of runway overrun was demonstrated from test flight data.

The focus of research question 1 was on developing a prediction model that can be used

in flight to identify runway overrun risk. The first research question stated: The survey of

past studies showed that predicting aircraft states is indeed possible and this can be achieved
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Research Question 1

Is it possible to accurately predict runway excursion events and the metrics that
define them far enough into the future for the pilots to respond

with various models: sequence-to-point, sequence-to-sequence, and point-to-point models.

The real question was whether the prediction can be made far enough and be robust to

external factors such as adverse wind and flare. Also, can this model be generated from

FOQA data collected during the regular flight? Maximizing prediction range was one of

the focuses of the model training process because pilots are unable to respond to alerts

too close to a touchdown. Finding a method to identify the optimal configuration with far

enough prediction range and accuracy was another focus of the model training process.

The prediction accuracy, prediction range, and optimization are mentioned in research sub-

questions 1.1, 2, and 3. The optimized model was used to identify the significant parameters

for predicting flight states near touchdown. Significant parameters are important because

they can be used to identify new precursors related to overrun, minimize the model size

by retraining the model with only the significant features, and validate that the model is

behaving as expected. The significant parameter identification is mentioned in research

sub-question 1.4. Once the optimized model has been identified, the model’s robustness

to wind was evaluated because during the final approach the aircraft is exposed to ground

effect and wind shear that will affect flight behavior. The optimized model robustness to

flare was also analyzed because the magnitude and timing of flare vary significantly for

each flight. Analysis of model sensitivity to wind and flare is mentioned in research sub-

question 1.5 and 6.

The focus of research question 2 was on developing a simulation model that accurately

models the flight behavior during the final approach. The second research question stated:

Just like the first research question, the feasibility has already been established from past

studies but the real question is can this model be generated from FOQA data collected in

regular flight? How to create the simulation model from the FOQA data is mentioned in re-
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Research Question 2

Is it possible to generate six degrees of freedom high fidelity model of an aircraft
from flight data obtained in flight to simulate event and nonevent approach

and landing for runway excursion accidents.

search sub-questions 2.1 and 2. And similar to the prediction model, the model’s robustness

to wind and flare was also evaluated. These were especially important for the simulation

model because an accurate simulation would require the modeling of coupling effect dur-

ing adverse wind and large maneuvers. The question on simulation model sensitivity to

flare and wind is mentioned in research sub-question 2.3. In addition, the control space for

the model was also evaluated. The concern with any machine learning model is that the

training data size must be large to develop an accurate model. The scarcity of the model

at the control extremes brought up the question of how reliable is the final model at these

control spaces. The question on simulation model control space evaluation is mentioned in

research sub-question 2.4

After the prediction and simulation models were developed the training component

took these two models to answer the main research objective. As mentioned above the

prediction and simulation outputs were mapped to the required landing distance metric.

The two-mode outputs were also mapped to high approach speed, an overrun precursor, to

see how accurately can overrun precursors be modeled. During the demonstration, the two

models were used in a two-step approach to improve awareness of overrun risks. With the

demonstration, the potential for the proposed prediction and simulation models to increase

awareness of overrun risk was shown.

9.1 Findings and Recommendations

The methodology developed from this research has proven successful in predicting an over-

run precursor and simulating the flight that triggered an overrun precursor. This was made

possible by optimizing not only the model structure but also the data structure. Hypothesis
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1.1 was focused on improving prediction accuracy and prediction range by optimizing the

model and data parameters. The same was true for the simulation model where hypothesis

2.1 discussed whether the simulation model accuracy can improve by optimizing the model

and data parameters. To optimize both models a HGA was developed by combining GA

and QIGA. The HGA successfully optimized both models, which were described by exper-

iments 1.1 and 2.1. The optimized models had the maximum prediction model accuracy,

maximum simulation model accuracy, and enough prediction range for pilots to respond to

the predictions.

The optimized prediction model performed better than most of the existing models and

showed that the neural network machine learning models can learn flight behaviors from

FOQA data. A table that compares the model prediction range and accuracy between this

study and past studies is shown in Table 9.1. One important factor to point out is that

Table 9.1: Results comparison of machine learning prediction models for aircraft speed

Measure This study Puranik et al. [44] Tong et al. [40, 45] Diallo [41] Kang et al. [42]
RMSE (kts) 2.4–3.7 2.98 0.0065 3.5 1.71

Prediction Time (s) 6 – 18 s (100 – 300 ft) 18 (300 ft) 1 Retrospective 3 (50 ft)
Prediction Type Multi-Point Single-Point Single-Point Sequential Sequential

for this study the prediction was on the TAS of the aircraft while for the other studies the

prediction was on GS. So the direct comparison of RMSE may be difficult. However, the

relatively low RMSE and long prediction range show that experiment 1.1 was a success.

Based on the results it can be concluded that the prediction accuracy and range do depend

on the model and data parameters. Also, the prediction model developed in this study was

capable of predicting three states instead of one, like the other models compared. Note, the

prediction results for the other states showed that the model was unable to create a complex

regression model of the flight state across different altitudes for these states. So alternate

methods of pre-processing the data and prediction models may need to be considered to

improve the prediction results for PTCH and IVV features. The reason why PTCH and

IVV features are hard to predict is because of their cyclic nature. So an alternative metric
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that provides similar information to PTCH and IVV with less cyclic motion may also be

considered for prediction. Some recommendations when training and using the prediction

model are as follows:

• As mentioned above, the prediction model should be trained with features other than

PTCH or IVV, such as AOAC, for predicting vertical motion

• The predicted results should be used directly, without mapping to an overrun precur-

sor. This is because the prediction model is a regression model of the predicted states

so the prediction results can accurately represent the trend but not the minor details

of a trajectory.

The simulation model also successfully generated full final approach trajectories with

accuracy on par with a past study that generated a simulation model from test flight data.

A table that compares the simulation accuracy between these two models is shown in Ta-

ble 9.2 The results compared the RMSE of the longitudinal and vertical acceleration on

Table 9.2: Results comparison of machine learning simulation models of final approach

This study Roudbari and Saghafi [96]
Measure longitudinal accel. vertical accel. longitudinal accel. vertical accel.

RMSE (ft/s2) 0.3224 1.2052 2.7514 2.87

the body axis and the simulation model created from this study was more accurate. This

showed that experiment 2.1 was a success. Some recommendations when training and

using the simulation model are as follows:

• It is recommended that the simulation model is used for shorter flight phases, such

as the final approach so that the error in each simulation step does not compound too

much.

• It is also recommended that balanced data is collected across the entire control space

so that the full simulation trajectory can be trusted.
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• When training the simulation model it would be best to consider weather and runway

data as well. Runway type and weather conditions have a significant impact on the

landing process and incorporating these factors into the simulation will be important.

The optimized prediction and simulation results were used to perform experiments for

the rest of the sub-research questions. For the prediction model, the significant parameters

to the predicted flight states near touchdown were identified using the permutation of im-

portance. This experiment, experiment 1.2, was performed based on hypothesis 1.2, which

was proved by comparing the significant parameters to the parameters that are known to

have a significant impact on overrun. The significant parameters were identified to be the

altitude, angle of attack, core rpm, and air speeds. The other significant features identified

are correlated features such as fan rpm, pitch angle, and body longitudinal acceleration.

The identified significant features were expected features that have a direct relation to the

predicted features. Based on the identified significant features, new precursors for overrun

may be generated to evaluate runway overrun. After finding the significant features, the

prediction model sensitivity analysis, experiment 1.3 and 4, were performed based on hy-

pothesis 1.3 and 4. The key point in hypotheses 1.3 and 4 was that the prediction model

accuracy varied with the number of data available to train the model. So the prediction

model was expected to perform poorly when there are large winds and maneuvers because

there is a lack of data representing those configurations. The outcome of the prediction

model sensitivity analysis showed that indeed the model was sensitive to flare and wind.

And some correlation between the number of data and prediction accuracy was observed.

So the conclusion was training data should incorporate the full data range that the model

will be used to predict. More importantly, the results of sensitivity analysis showed that ide-

ally the prediction model can be divided by the flight environment because the prediction

model is a complex regression model. A regression model is expected to improve pre-

diction results with a smaller data range it represents. This is proved when the prediction

accuracy was observed to increase when predicting only the autopilot flights.
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For the simulation model, the sensitivity analysis focused first on identifying the control

space of the model based on hypothesis 2.4. The analysis result based on experiment 2.4

showed that the model was accurate for most of the control range represented by the test

data. Most of the regions of control space with lower accuracy had a lesser number of

data to train that control space. Therefore, having sufficient data was critical to developing

an accurate simulation model. There were a few regions of control space with relatively

higher data counts but still had low model accuracy. A potential cause includes a need for

a different training method to ensure that the model well represents the aircraft dynamics.

The model sensitivity to wind and flare was evaluated with the test data as well. Since

adverse wind and flare were both measured by the control features, model sensitivity to

wind and flare was also expected to be related to the training data size, as mentioned in

hypotheses 2.2 and 3. The results from experiments 2.2 and 3 showed that the model

was definitely sensitive to flare because the error distributions across different levels of

elevator deflection were different before and after the flare. Just like for hypothesis 2.4, the

sensitivity to wind and flare ties back to the lack of data on the extreme wind or elevator

control configuration with fewer data to train. Note, the model sensitivity to wind showed

that the model accuracy was fairly consistent with wind speed for the control space other

than the extremes. This indicates that the neural network models are capable of learning

aircraft dynamics with the wind effect.

The list of all of the main contributions from this work is shown below.

1. The HGA has been developed by combining GA and QIGA

2. A framework for developing a simulation model and a prediction model with data

and model structures optimized was introduced and tested

3. The flight features with a top contribution to airspeed, vertical speed, and pitch angle

near touchdown are identified to be the altitude, angle of attack, engine core rpm, and

air speeds
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4. Used sensitivity analysis to prove the robustness of the developed prediction and

simulation model against flare and adverse wind

5. Performed control space analysis of the simulation model to show that the model

accuracy is consistent across the entire control space

6. Introduced how prediction and simulation output errors can be mapped to required

landing distance metric to understand the output in terms of runway overrun

7. Demonstrated how prediction and simulations may be used to increase pilots’ aware-

ness to high-speed approach, an overrun precursor

9.2 Future Works

Recommendations for future work can be divided between problem formulation and model

development. Below is the list of future works in terms of model development.

• The results have shown the importance of having enough data that is clean with

small variations in the data. State estimation techniques that reduce noise, such as

the Kalman filter, should be considered to improve the data so the prediction and

simulation errors are not affected by the noise.

• Another method of reducing variation in the data is by clustering similar flights. Clus-

tering flight based on the final approach trajectories and generating separate models

for each cluster can potentially improve model accuracy.

• In terms of the prediction model, the state estimation technique will also be necessary

when indexing the data by altitude so that the size of each step is equal. The flight

data is recorded in time. When data is indexed by altitude, let’s say every 10 ft, it is

likely that there is a ± 5 ft for each step. Since the frequency of the sensor cannot be

changed, the state estimation technique may resolve this variation.
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• For the training process, alternate objective functions that emphasize the more signif-

icant features or altitudes may improve both models. This includes weighted RMSE

based on the significance of the features being estimated. So an iterative process of

training a model, identifying the significant features of the model, and then training a

new model with RMSE weighted based on the significance may improve the overall

accuracy of the simulation model.

Below is the list of future works in terms of problem formulation.

• This study utilized existing precursors and precursor definitions to evaluate the over-

run risk. While these precursors have shown effectiveness in representing the aggre-

gate flight trend, the definitions use few features with a single threshold. However,

aircraft dynamics are nonlinear and have coupling effects. New precursors based on

the significant parameters identified in this study should be identified to better under-

stand the causes of runway overrun. When the new overrun precursors are identified,

a new prediction model may need to be developed with different prediction features.

• The effectiveness of the proposed methodology in predicting precursors to other ac-

cidents should also be considered. Runway overrun alone has multiple precursors

with high correlation. Using the predicted flight states to simulate these precursors

and finding the final approach trajectories that can minimize the exposure to these

precursors should be considered.

• The simulation model should also be improved to model the aircraft dynamics for

the entire flight and not just the final approach. This is necessary for simulating and

learning the flight behaviors of other accidents unrelated to the final approach.

• The simulation model may also be used for online system identification for fault

identification. Anomaly is flight behavior that may be detected in flight to notify

damages to the aircraft.
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• Data is key creating an accurate neural network. The simulation model could also be

used to collect more data used for training the prediction and simulation model.
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