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SUMMARY

Human trafficking is a serious crime that continues to plague the United States. With the

rise of computing technologies, the internet has become one of the main mediums through

which this crime is facilitated. Fortunately, these online activities leave traces which are

invaluable to law enforcement agencies trying to stop human trafficking. However, iden-

tifying and intervening with these cases is still a challenging task. The sheer volume of

online activity makes it difficult for law enforcement to efficiently identify any potential

leads. To compound this issue, traffickers are constantly changing their techniques online

to evade detection. Thus, there is a need for tools to efficiently sift through all this online

data and narrow down the number of potential leads that a law enforcement agency can deal

with. While some tools and prior research do exist for this purpose, none of these tools ad-

equately address law enforcement user needs for information visualizations and spatiotem-

poral analysis. Thus to address these gaps, this thesis contributes an empirical study of

technology and human trafficking. Through in-depth qualitative interviews, systemic liter-

ature analysis, and a user-centered design study, this research outlines the challenges and

design considerations for developing sociotechnical tools for anti-trafficking efforts. This

work further contributes to the greater understanding of the prosecution efforts within the

anti-trafficking domain and concludes with the development of a visual analytics prototype

that incorporates these design considerations.
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CHAPTER 1

INTRODUCTION

Human trafficking is a complex crime where victims are forced to engage in commercial

sex, labor, or other services for the financial gain of others [1]. Throughout the world,

including within the United States, millions of people fall victim to this type of crime

[2]. Despite efforts to combat this crime, human trafficking remains a significant global

humanitarian crisis and the number of reported cases continues to rapidly increase every

year [2, 3].

Law enforcement plays a significant and critical role in anti-trafficking efforts. They

are usually the first to identify and respond to human trafficking cases and are often in

the best position to connect victims to appropriate social service providers[4]. Many sur-

vivors mentioned that they had some contact with law enforcement while they were being

trafficked and further noted that their interactions with law enforcement helped them leave

their traffickers [5]. As a result, designing new tools to support law enforcement in this

effort has a major impact on combating human trafficking.

However, the majority of human trafficking survivors are never identified. The US

State Department estimates that less than 1% of victims have ever been identified [6]. Law

enforcement continues to struggle with identifying victims of sex trafficking - with many

describing feeling like they are only just scratching the surface with current strategies and

tools [7].

Thus, social computing researchers have the unique opportunity to assist with combat-

ing this crime. Increasingly, traffickers have adopted internet technologies to facilitate their

criminal activities [8]. Fortunately, these online activities leave behind traces which can

be used to uncover their operations and identify their victims [8, 9, 10]. However, despite

increasing research into leveraging these online traces to combat human trafficking, identi-
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fying victims remains a deeply challenging task. The sheer volume of online activity makes

it difficult for law enforcement to efficiently identify any potential leads using traditional

methods; depending on the site, there are as many as thousands of new ads posted per day

[11]. To compound this issue, traffickers are constantly changing their techniques online to

evade detection meaning that law enforcement have to constantly look for new indicators

of trafficking. Thus, there is an urgent need for tools to efficiently pair down the number of

posts for law enforcement to begin investigations from. Additionally, such analytics tools

also need to support law enforcement users’ understanding of the underlying models and

support the ability for users to directly interact with those models. As informed by prior

work on law enforcement needs [12, 13], it is essential for these analytic tools to include

information visualizations so that law enforcement users can understand the data patterns

and the models that underlie the tools.

developing visual analytics prototypes that use computational techniques to assist with

identifying potential victims of trafficking. The interactive visualizations will enable users

to understand and interact with those complex models to understand their data, gain insight,

and generate leads from which to begin investigations.

1.1 Thesis Overview

To address these gaps, my work focuses on three areas to study. First, the understanding

of the unique computational needs of law enforcement working human trafficking cases.

Second, the understanding of the political and ethical tensions present in design and devel-

opment of future computational tools. And third, how such future computational work can

both be designed to address the unique needs for law enforcement while also incorporating

ethics into the design process. To this end, ,my dissertation consists of three interrelated

projects. First, an interview study with law enforcement for to purposes of understanding

their specific sociotechnical needs (chapter 4). Second, a systematic literature review to

best understand how to ethically develop tools within this field (chapter 5). And finally,

2



the development of a visual analytics prototype designed to address the needs we identified

in both prior chapters (chapter 6). Ultimately, the overarching goal of this work is to un-

cover the complexities and nuance present when developing computational tools for such

challenging subject area. Further, this work also demonstrates the potential utility in incor-

porating ethical analysis within the development process through developing a preliminary

prototype for investigating human trafficking cases. An overview of each of these projects

can be seen in Table 1.1.

At a high-level, these projects each address the following research questions:

• RQ1: What are the sociotechnical needs of law enforcement working human traf-

ficking cases?

• RQ2: What are the ethical tensions present in current efforts to apply computing

methods within the anti-trafficking domain? How can future research within this

context be conducted thoughtfully and ethically?

• RQ3: How can we build models to find patterns in data that law enforcement cur-

rently uses? How can we iteratively improve a tool with these models to ensure that

it supports law enforcement needs in responding to and investigating human traffick-

ing? How can we use existing visualization approaches to help users understand the

model and incorporate their domain expertise?

1.2 Research Significance and Contributions

My work contributes to the existing efforts to combat trafficking while incorporating the

unique needs of criminal justice practitioners. As noted earlier, the overarching goal of this

thesis is the development of a prototype for a tool to assist law enforcement with identifying

connected cases of human trafficking. By enhancing law enforcement’s ability to identify

potential victims through the use of technology, this research helps meet the goals outlined

3



Table 1.1: An overview of the three projects that make up this dissertation.

Research Project Methods Research Goals Research Questions

P1: Interview
study with law
enforcement

Semi-structured
interviews

Thematic analysis

Gather law
enforcement socio-

technical needs

Understand the
investigation process

and the role of
technology

What socio-technical
solutions would be
most useful in an

investigation?

P2: Literature Re-
view and Analy-
sis

Systemic Literature
Review

Data extraction and
synthesis through

qualitative analysis

Human Rights-Based
Analysis

Examine the current
state of the art

Uncover the ethical
tensions with using

AI in anti-trafficking
research

What are the
ethical tensions when

applying AI in the
anti-trafficking

domain?

How can future AI
research be conducted

ethically?

P3: Building
Visual Analytics
Prototypes

Spatiotemporal
trajectory matching

and querying

User-Centered Design

Develop models to
measure the similarity

of movement
trajectories

Develop a functioning
prototype

How can we
automatically match

trajectories with
imprecise data

points?

How can we design
a visualization
that helps users
understand the

model and
incorporates feedback

in real-time?
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in the Federal Strategic Action Plan on Services for Victims of Human Trafficking [14] and

the goals for law enforcement investigations outlined in the U.S Department of Justice’s

National Strategy for Child Exploitation Prevention and Interdiction [15]. Additionally, by

examining and discovering patterns in real-word data this work can improve our under-

standing of the online human trafficking ecosystem which will enable policy makers and

law enforcement to use empirical models to inform decision making.

This work also contributes to the field of spatiotemporal analysis and visualization

through the design and development of a tool that incorporates movement trajectory query-

ing processes that overcomes the challenges of working with messy, incomplete online

data. This has important applications not only for the domain of human trafficking but

also for other domains such as city planning, tourism, and crisis management. For exam-

ple, recent efforts to model real-world movement patterns of tourists from online behavior

has resulted in the development of tools for tour guides and city planners. Finally, our

work contributes to the field of visualization by demonstrating a novel application of visual

analytics for interactively explore geospatial and temporal sequences.

In summary, this thesis offers the following research contributions:

• Through an interview study with 16 law enforcement personnel, we detail the unique

technological and design needs of law enforcement investigating human trafficking

cases. This work further outlines their investigation process, the complex political

and technological challenges associated with designing for law enforcement, and un-

covers areas where future HCI research can contribute. Finally, our last contribution

is a detailed account of the path forward for the development of new tools for anti-

trafficking efforts.

• Through conducting a systematic literature review of computing research and apply-

ing a framework based in international human rights law, our work contributes the

categorization and understanding of the ethical risks associated with developing AI

tools for anti-trafficking efforts. This work uncovers a number of ethical tensions
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including bias endemic in datasets, privacy risks stemming from data collection and

reporting, and issues concerning potential misuse. This work further contributes to

this area by highlighting four suggestions for future research: broader use of partic-

ipatory design; engaging with other forms of trafficking; developing best practices

for harm prevention; and including transparent ethics disclosures in research.

• Through the development of a visual analytics prototype, this work contributes a

series of unique design goals and considerations for developing computational tech-

niques for law enforcement investigations into human trafficking. This work also

contributes case studies, usage scenarios, and ethical analysis of the prototype to

demonstrate how such techniques could be used to identify connected cases of hu-

man trafficking while incorporating the user’s expert domain knowledge. Finally, the

design contributes a novel approach that combines existing techniques for similar-

ity matching and visualization in order to allow expert users to flexibly define group

behavior according to their varied case needs.
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CHAPTER 2

BACKGROUND

The first half of this chapter will give an overview of sex trafficking while highlighting the

role technology plays in the ecosystem. In this section I will also discuss what current tech-

nological interventions have been proposed and argue for further data-driven approaches to

combat this complex problem. Then, I give an overview of American Law Enforcement

and their response to sex trafficking to give context for the user group.

2.1 Human Trafficking Overview

2.1.1 Human Trafficking Defined

Human Trafficking is a complex crime that takes a variety of forms. The circumstances

and situations each trafficking victim faces varies drastically from person to person. Thus,

historically human trafficking has been difficult even for experts to define. For example,

child marriages are defined as a form of human trafficking by the United Nations but is not

defined as trafficking per se under US federal laws [16].

Because our work is situated within a US context, we use the US federal definition

established by the Trafficking Victim Protection Act of 2000 (TVPA). This definition cat-

egorizes human trafficking into two types: labor trafficking and sex trafficking. Under the

TVPA, sex trafficking refers to the crime of “recruiting, harboring, transporting or obtaining

a person for the purposes of a commercial sex act 1 induced by force, fraud, or coercion, or

in which the person induced to perform such an act has not attained 18 years of age” [17].

This definition of sex trafficking makes a makes a clear distinction between adult and child

victims. Because children cannot consent, no force, fraud, or coercion needs to be proved

1Under this definition, commercial sex acts include trafficking for sexual purposes, sex tourism, prostitu-
tion, and pornography.
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for a child to be considered a trafficking victim - though, these elements are often present.

Note that sex trafficking is distinct from cases in which adults willingly engage in sex work

without coercion - victims of human trafficking do not consent to their exploitation.

Labor trafficking on the other hand refers cases where an person is forced against their

will to work in typically an otherwise lawful industries such as agriculture or domestic

work [18]. The TVPA defines labor trafficking as the crime of ”recruiting, harboring,

transporting or obtaining a person for labor or services, through the use of force, fraud, or

coercion for the purposes of subjection to involuntary servitude, peonage, debt bondage,

or slavery” [17]. Labor traffickers often lure victims through false promises of gainful

employment and then force them to work long hours for little to no pay in unsafe working

environments.

Regardless of the type of trafficking, no movement needs to occur for a victim to be

considered a trafficking victim. However for law enforcement and experts, frequent move-

ment between locations is a strong indicator of trafficking [19, 20].

2.1.2 Sex Trafficking vs. Consensual Sex Work

The TVPA’s definition also separates consensual sex work where an adult engages in sex

work voluntarily from sex trafficking. However, drawing the line between what constitutes

consensual versus exploitation is a complicated task even within these definitions. Many

cases, especially those concerning survival sex (where a person engages in sex work due

to extreme need like homelessness), end up falling in a grey area between consensual sex

work and trafficking. For example, consider a case where a person engages in sex work

due to lack of other viable jobs and uses a “pimp” for protection who then takes part of

the wages. There is clearly some form of exploitation happening both socioeconomically

and inter-personally with the “pimp”, but it complicated to say whether that case would

necessarily be considered trafficking and requires investigating a lot of nuance. This is one

of the reasons identifying trafficking victims is a challenging and labor-intensive task for
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law enforcement.

Additionally, distinguishing between trafficking and sex work is complicated by the

fact that in the US voluntary sex work is a crime2. However, many criminal justice practi-

tioners including law enforcement will decline to arrest and prosecute adults who engage

in sex work. Our prior work supports this as all of the law enforcement officers we spoke

to mentioned that they are not interested in arresting adult sex workers and believe that

arresting these adults is a harmful practice [13].

Instead of thinking of trafficking and consensual sex work as discreet and separate cate-

gories, many researchers and activists think of sexual exploitation as a spectrum with adults

who willingly and freely consent in sex work on one end of the spectrum and those who

are forced and therefore trafficked on the other end. Figure 2.1 highlights the exploitation

spectrum with example cases. Note however, that the case of a minor engaging in survival

sex is considered a trafficking victim under the TVPA regardless of whether or not that

minor “willingly” engages in sex work. In fact, many juvenile trafficking cases fit into this

category where the child is homeless because they ran away from home or were kicked

out and subsequently turn to sex work to survive. However as that child is underage, they

cannot consent to engage in sex work and thus their customers are one of the exploiters in

this situation.

Our work uses the strict definition of trafficking as defined by the TVPA. Our work

also doesn’t identify cases of trafficking for law enforcement, but instead the role of my

thesis work is to help law enforcement generate leads for trafficking cases. Without a full

investigation by law enforcement, there is no certain way to determine if a case is trafficking

or not.
2Except in two counties in Nevada, neither of which contain Las Vegas
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Figure 2.1: Examples of cases on the sexual exploitation spectrum. Image taken from
materials from The Exodus Road, an NGO dedicated to combating human trafficking

2.1.3 Extent of Human Trafficking

Because of the underground and hidden nature of sex trafficking, it is difficult to estimate

the number of victims or the scope of the problem [21]. As such there currently is no

reliable estimate for the number of trafficking victims at the federal level [5, 7]. However

from reports from the National Human Trafficking Hotline, we know that sex trafficking has

occurred in all 50 states and affects both citizens and non-citizens alike [5]. Further since

2007, the hotline has identified 63,380 situations of human trafficking, of which 22,326

victims were identified in the US in 2019 alone [22].

2.1.4 Human Trafficking Ecosystem

Much of the research to date on sex trafficking has focused on understanding the human

trafficking ecosystem and the role technology plays in facilitating these crimes. When dis-

cussing the roles individuals play in the crime of sex trafficking, prior literature often sepa-

rates the individuals involved into three categories: traffickers – sometimes referred collo-

quially as “pimps” or “madams”, customers – sometimes referred colloquially as “johns”,

and victims. We continue to separate these roles is our work; however, it is important to

note that these categories are not necessarily distinct, which can make the tasks of teasing
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apart a person’s involvement in a trafficking operation more difficult. Some victims of hu-

man trafficking are, for example, forced by their trafficker to recruit new victims making

them both a victim and a trafficker [7].

Traffickers employ a variety of techniques to maintain control over their victims. Some

use overt violence towards the victims or the victim’s families; others use more subtle

techniques to exert control including promises of love and marriage, false promises of

employment, or ever-increasing debt [18]. Many traffickers also use illicit drugs to control

and coerce their victims by using drugs to make the victim more compliant and dependent

on the trafficker and then using the threat of withdrawal to force the victim to continue to

work [23]. Even the trafficker’s operations vary drastically; some exploiters operate as a

sophisticated agency with dedicated staff for recruitment and security, while others operate

alone or part-time [24, 18, 7].

Human trafficking also intersects with other areas of crime because it is an especially

profitable crime. In a report for the National Institute of Justice, The Urban Institute esti-

mated that this crime generated anywhere from $39.9 million to $290 million in 2014 alone

depending on the city [7]. Children are especially vulnerable to sex trafficking because they

are perceived by traffickers as more profitable and easier to control [15]. Thus, people en-

gaged in other areas of crime have shifted towards trafficking instead or have included sex

trafficking as part of their criminal organization [18]. In addition, many traffickers perceive

human trafficking as a lower risk crime especially compared to drug trafficking [7]. Thus,

researchers and criminal justice practitioners are finding more and more that sex trafficking

exists within other areas of crime including human smuggling, drug trafficking, organized

crime, and gang activity. The Urban Institute that found that gang involvement with sex

trafficking is increasing [7]. Other reports such as Polaris’ recent one on cantina cases have

also pointed towards the involvement of organized crime in sex trafficking with human

smuggling as a component [25]. When it comes to child victims, the FBI noted in a report

for the Department of Justice that most traffickers who victimize children have prior crim-
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inal records particularly associated with violent crimes and that there has been an increase

in the number of traffickers associated with gangs [18]. This is important to note because it

means any interventions designed to combat human trafficking can also help combat other

crimes.

2.1.5 Human Trafficking Circuits

Traffickers may move victims from city to city within the US - traveling using the interstate

highway system or via local airports [26]. This strategy of frequent movement is employed

by traffickers to evade detection, increase access to larger customer-bases, and prevent

victims from escaping [21].

Some traffickers follow predictable paths, but most are highly unpredictable. What

paths a trafficker takes largely depends on the scale of their operation, access to financial

and logistical resources, and what clientele are available [26, 21]. For example, there have

been several documented cases [25, 27, 21, 28] where a trafficking operation owns several

locations that the traffickers ”rotate” victims between. Since 2007 over 1,300 victims have

been trafficked in the US to provide commercial sex for these kind of organizations [25].

These operations tend to be larger-scale, international organizations with multi-state crim-

inal networks that operate out of bars, nightclubs, illicit massage parlors, and/or strip clubs

that are managed by the criminal organization. Because the traffickers own the locations,

the victims move between known locations and follow predictable stops, but the ordering

and intervals between stops are irregular.

With other human trafficking operations, sometimes only the origin and destinations

cities are planned in advance by traffickers. Movement between these locations is highly

irregular but tends to follow stops along a predictable path such as traveling back-and-

forth along a highway system and stopping at major cities [26]. In the literature, some

researchers and experts refer to these kinds of interstate paths as ”circuits” or ”pipelines”.

Famous examples of these circuits include the Midwest or Minnesota pipeline (where traf-
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fickers move victims across the US between Washington State and New York State [7]),

the West Coast Circuit (which travels up and down the US West Coast from San Diego,

CA to Portland, OR [7, 20]), and the Eastern Circuit (which travels up and down the east

coast from Miami, FL to New York City [20, 21]). One example of this type of operation

that followed the ”east-coast circuit” involved two traffickers who moved victims between

Georgia and Virginia using greyhound buses and opportunistically stopped at major cities

to both recruit more victims and exploit their existing victims [29].

2.1.6 Sex Trafficking and Technology

Sex traffickers in the US often use internet technologies to facilitate human trafficking.

With the widespread availability of internet technologies, many traffickers have moved

away from traditional avenues of advertising and selling victims and instead advertise on-

line [8]. Previous work has found that the majority of sex trafficking victims in the US

are advertised online [30]. These sites provide a faster and easier way for customers to

find victims and pay for services than traditional means. Other websites provide an online

portal for these customers to discuss their activities and to review sex workers. These tech-

nologies provide easier avenues for traffickers to connect with customers at little to no cost

to themselves.

While these online sites facilitate sex trafficking, these sites also provide vital infor-

mation to assist law enforcement and NGOs in identifying and rescuing victims. Online

advertisements and post leave behind digital traces that allow law enforcement to track

these activities. For example In 2011, the FBI and the Jacksonville Sheriffs’ Office inves-

tigated and successfully took down Tyrone Townsend’s operations. Townsend had been

forcing several women to perform commercial sex acts up and down the east coast – beat-

ing them if they didn’t comply or get enough customers. The 28 advertisements for the

victims as well as the GPS information from a personal navigation device were all crucial

to getting Townsend convicted [29].
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While these ads are often invaluable, the sheer volume of ads posted on these sites

makes it difficult for these organizations to identify cases of trafficking. Depending on

the site, there are as many as thousands of new ads posted per day [11]. Much of the

prior work seeks to address this issue by utilizing artificial intelligence to detect instances

of trafficking on individual advertisements [8, 31, 32]. One of the earliest approaches

for identifying potential victims was developed by Mark Latonero [8] which provided a

preliminary software tool that filtered online advertisements based on a list of key words

generated by law-enforcement. This work focused primarily on Backpage and aimed to

help law enforcement narrow their returned searches on this site for potential trafficking

victims. This work eventually went towards a system called TrafficBot which featured a

searchable database for law enforcement [32]. More recent work [33] and [19] build on

this idea by using more sophisticated machine learning and natural language processing

techniques to filter escort advertisements that are likely are for human trafficking victims.

Some of the work mentioned above has also been integrated into commercially available

tools: notably Thorn’s tool Spotlight and Marinus Analytics’s tool TrafficJam

2.2 Industrial Context

Our intended user group is American law enforcement working on sex trafficking cases.

2.2.1 American Law Enforcement

In the US, there are over 18,000 independent police departments – each of which operate

at different yet overlapping jurisdictional levels (i.e. federal, county, municipal, tribal, and

specialist police departments) and have their own independent powers, responsibility, and

funding. For human trafficking investigations, this diversity in police departments results

in a lack of universal practices for handling investigations because there is no uniformity in

training, education, and access to resources.

Human trafficking cases are investigated at all jurisdictional levels, but are most com-
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monly prosecuted at the federal level. As a result, most investigations involve some level

of collaboration between police departments. Though the degree to which each department

collaborates often depends on department funding, access to shared training and resources,

as well as a prior history of collaboration (such as through mutual membership in a task

force).

2.2.2 Role of Law Enforcement

Survivors of sex trafficking have mentioned that they routinely were in contact with people

outside of their trafficking situation who had the ability to provide some form of assistance

[5]. Thus, these individuals who had contact with victims had the unique potential to

provide assistance for them to leave their trafficking situation; however, their help relies on

their ability to identify cases of human trafficking [5].

In particular, law enforcement officials are often in this position. Many survivors of

sex trafficking have mentioned that they had some contact with the criminal justice system

during their trafficking situation [5, 22]. A study for the US Department of Justice noted

that the majority of victims who were referred to service providers were initially identified

by law enforcement [4]. Further, the National Human Trafficking Hotline found that ”many

of these [survivors] cited their interaction with law enforcement as the reason they were able

to leave their controller” [5] and that law enforcement was the 2nd most common point of

access victims reported for getting help [22].

While law enforcement is uniquely poised to identify and intervene with potential vic-

tims, law enforcement officials often do not recognize if a person in their custody is a vic-

tim of trafficking. Despite training, identifying cases of human trafficking is very difficult.

Victims of human trafficking do not often self-identify as such and are usually reluctant to

speak with any outsiders [24, 18, 21]. Some traffickers will also coerce their victims to not

cooperate with service providers or law enforcement officials [24]. When law enforcement

misses the signs that a person is a trafficking victim, that victim is often arrested, convicted,

15



and in some cases deported without getting any help. Long-term, these convictions make

it increasingly difficult for victims to find opportunities necessary (such as housing and

employment) to leave a trafficking situation [24]. Some victims may be arrested multiple

times before someone realizes they are a victim of human trafficking. Thus, there is a real

need to develop tools that assist law enforcement with recognizing when they are dealing

with a trafficking situation.

2.2.3 Linkage Blindness

One common investigation challenge when investigating serial offenses3 like human traf-

ficking, is overcoming linkage blindness. Linkage blindness refers to situations where an

investigator fails to connect related crimes committed by the same perpetrator [34, 35].

Causes of linkage blindness include a lack of effective resources and techniques for link-

ing cases across jurisdictional boundaries; a lack of information sharing technology es-

pecially between police departments; and a lack of established avenues for multi-sector

collaboration [34]. Failure to recognize linked cases can lead to lower rates of successful

prosecution, lower quality and quantity of evidence, and delays in access to necessary re-

sources and collaborators [34]. With human trafficking investigations, linkage blindness

can make it more difficult to identify and recover all victims; to uncover the identities of

the traffickers; to recognize connections to related other criminal sectors; and to recognize

larger criminal organization involvement. Linkage blindness can also lead to investigators

duplicating work across police departments resulting in delays in recovering victims and

prosecuting the traffickers.

A number of technical solutions have been proposed to overcome linkage blindness

and include augmenting investigation capabilities through behavior pattern matching. Ap-

proaches to link crimes use techniques from data science and generally involve querying

via similarity of criminal behavior patterns [36, 37]. In particular, matching geospatial and

3where one person or group commits two or more connected crimes
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temporal behavior patterns has been shown to be one the most effective techniques for un-

covering connected cases [38]. In practice, case linkage through geographic and temporal

patterns have been used to match serial arsonists, serial rapists, and other violent serial

crime [38, 39].

Our work build on this theory by using geospatial and temporal matching to connect

potential cases of human trafficking. Further our work incorporates visualizations to help

make the underlying models more accessible and understandable to law enforcement.
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CHAPTER 3

RELATED WORK

Within the broader fields of spatio-temporal visual analytics, my work draws from schol-

arship relating to detecting group movement, visualizing flow, and visualizing collective

movement.

3.1 Detecting Collective Movement

Collective movement1 refers to a set of moving objects or people whose movement is inher-

ently coordinated. Examples of collective movement include flocks of geese that migrate

together, series of cars that follow the same route, and solders moving across a battlefield

in a particular formation [40]. As seen those examples, collective movement can exhibit a

number of behavior patterns. While much of the prior work assumes collective movement

follows a moving cluster type pattern (where each member of the group moves along the

same path give or take some distance from the center), more recent research has shown

that collective movement can involve more complex patterns. Examples include behavior

where some members deviate from the cluster (ex: a goose during migration misses the

flock and travels alone) or where coordination is for a limited time frame (ex: individu-

als dropping cars off at the airport)[40]. Because of this complexity, techniques to detect

collective movement have to account for a wide range of possible coordination patterns.

However, techniques designed to detect the full range of possible patterns remains an open

research problem [41].

Inferring collective behaviors from trajectory datasets generally involves looking for

evidence of coordinated behavior such as finding overlapping trajectory traces, matching

1The term collective movement has gone by a wide range of different names in prior work including but
not limited to ”coordinated movement”, ”moving cluster”, ”group movement”, and ”flocking behavior”.
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trajectories to known coordinated movement patterns, or finding clusters based on simi-

lar movement behavior. A critical component of this process is establishing a similarity

metric which measures how similar two trajectories are. There are a number of existing

metrics to measure similarity, though most typically define similarity as some kind of ratio

of the amount of overlap between any two trajectories. The most common metrics involve

euclidean distance/P-Norm [42, 43], dynamic time warping (DTW) [44, 45, 46], Longest

Common Subsequence (LCS) [47, 48], and hausdorff distance [43, 49]. However, all of

these approaches do not allow the user to query based on multiple scales of similarity or

allow for matching based on both the similarity of the trajectory points as well as the tra-

jectory descriptors (for example, matching based on both time-location similarity as well

as sampling cadence) [50].

3.1.1 Inferring Social Behavior

Detecting collective movement is commonly used to infer social relationships. Because

collective movement requires some form of coordination, these patterns are often indica-

tive of some kind of social organization such as herd membership. For example, [51] pro-

posed a coordinated small-multiples system to examine ”co-occurrence” patterns (where

two people visit the same location in the same time frame) in mobile phone data through

the use of bi-clustering. Similarly, a recent paper by [52] used the frequency of meeting

patterns to model social relationships and detect social groups using community detection

algorithms. Other prior work by [53, 50, 54] focused instead on detecting ”trend-setter” or

”leader-follower” patterns where a single group member leads the rest. More commonly,

the prior work has focuses on identifying moving clusters2 [55, 56, 57, 58].

One main challenge with these existing approaches for inferring social relationships is

that they all rely on the underlying assumption that only a high degree of overlap between

two trajectories is indicative of some kind of relationship. Most of these approaches cannot,

2also described in the prior work as flocking, swarming, or convoy patterns
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for example, detect clusters with inconsistent temporal lag or with group members whose

movement deviates from the rest of the group [41, 58]. In addition, other behavior patterns

such as collision avoidance, velocity matching, flock centering, attraction, repulsion, and

alignment have yet to be detected from natural data [59]. Finally, many of these approaches

are also designed to find specific group patterns and cannot find multiple kinds of patterns

simultaneously [41].

3.1.2 Working with Social Media & Online Data

With the widespread adoption of social media, extracting movement patterns from online

sources has emerged as a new area of study. Social media and other online sites provide

a rich source of data on human behavior patterns and the widespread availability of loca-

tion and time data within these online sites means that we can more broadly understand

movement patterns than ever before. Inferring location from online posts has been used in

applications such as improving awareness for disaster response [60, 61], modeling disease

control [62], and understanding travel patterns within city areas [63, 64]

However, this kind of data presents a number of unique challenges for fundamental re-

search [63]. Unlike with traditional movement datasets which consist of data from tracking

devices, trajectories have to be extracted or inferred from the social media data. Typically

this is done by defining posts as events and then extracting spatial, temporal, and semantic

information from the text and metadata within each post. As a result, the spatial and tempo-

ral information extracted from social media posts tends to have a high degree of uncertainty

[63, 51]. Further while some social media sites incorporated geo-tags, others require the

researcher to either geocode locations based on user specified locations [65] or from infer-

ring the location using other information such as the objects in an image [66]. This process

can often introduce even more uncertainty into the extracted trajectories. As a result mod-

els that incorporate social media data have to not only be robust to noise, but also account

for the uncertainty associated with the data. While some prior work exists that tackles this
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issue [63, 58], many of these approaches lack the ability to account for long-term temporal

trends as these approaches are typically only applied on a snapshot of data. Thus even

within my own work, we have to be cognizant of how the combination models to detect

group behavior behave when the data is from noisy, incomplete, and uncertain online data.

3.2 Visualizing Collective Movement

Prior work on visualising collective movement usually takes the form of either visualizing

flow or on visualizing group behavior more broadly. The emphasis with flow data is on

visualizing the transitions between states which can be used to understand collective trends

between events or locations. Whereas visualizing group behavior tend to focus less on

transitions and instead on movement patterns more broadly.

3.2.1 Visualizing Flow

For flow data, there are two general approaches for visualizing trajectories: non-cartographic

flow maps and cartographic flow maps. Non-cartographic flow maps show movement be-

tween states in a non-map based representation and can include approaches like origin-

destination matrices[67]. For example, FlowStrates uses a matrix heatmap to encode the

temporal trends of movement between origin-destination paired data [68]. Another ap-

proach by [69] uses parallel sets where the time-ordered vertical axes represent the loca-

tions. To show longer trajectories, graphical/node-link approaches have been proposed.

TrajGraph uses a node-link view to show movement between nodes that represent ab-

stracted locations [70]. Nodes in this view are automatically generated using clustering

algorithms based on user input. For example, users can specify to the system to cluster

based on time periods, trajectory speed, etc. Similarly, [71] proposes an approach that

uses a state-transition graph where states in the graph represent semantic categories such

as “home” or “work”.

Cartographic-based representations typically use either animation, multiple map views,
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or the space-time cube [72] to encode the temporal patterns [73]. Another possible ap-

proach is to use color or other graphical indicators to indicate temporal changes; however,

this approach performs poorly when the node-link graph is non-planar as is the case with

most movement datasets [74]. For trajectories that span a long period of time and contain

a high number of unique locations, animation tends to be an inappropriate choice as the

user will be unable to perceive much of the long-term trends across multiple maps [75,

76, 77]. Animation is instead a better choice when users want to compare changes very

short time frames or across a small number specific locations [78]. The more popular ap-

proach is to use variations of small-multiples. For example, [79] proposed using multiple

maps arranged for pairwise comparisons between chosen time frames. [63] allowed for

more complex analysis with a multi-view system containing maps, node-link views, and

space-time matrix views. However only a small number of maps or charts can be shown

simultaneously before the overall visualization is cluttered and ineffective [77]. Thus for

longer trajectories or large datasets, some spatial or temporal simplification has to be done

[79, 80].

Overall, flow maps visualized cartographically can have problems with occlusion, vi-

sual clutter, and lots of intersections that make interpreting the results difficult. On the

other hand, non-cartographic visualizations lose the geographic context which may be im-

portant for certain user-tasks. To solve the clutter and occlusion problem, some of the

prior work has proposed techniques to simplify the spatial and/or temporal data. These

approaches can involve interactive filtering [81, 82], edge bundling [83, 84, 85], and data

aggregation/clustering [77, 79, 86].

3.2.2 Visualizing Group Behavior

As [87, 59, 41] note, there are very few papers addressing the problem of visualizing group

behavior. There is a gap on visualization research designed to answer questions such as

“what is the course of the whole group?”, “how do the movements of both the group and
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its members change over time?”, “how coherent are the members movements within a

group?”, and “which members have have particular roles say leader or follower?” [59].

Work by [88] developed a visual analytics system to understand group movement. Their

approach used metrics to characterize the positions of each group member with respect to

the rest of the group and then these metrics were visualized on a set of connected visualiza-

tions including a time graphs and a map view. To compare across groups, the visualization

uses color to indicate group membership. Work by [59] uses a similar visualization ap-

proach, but incorporates a unique computational method to uncover new attributes within

the data to detect group organization structure. Their technique applies a space transforma-

tion to convert the trajectories from a cartographic space to an abstract “group space”. More

recent work by [87], created a visualization called MotionRugs to analyze fish swarming

behavior over time. Color in this visualization is used to encode trajectory descriptors such

as speed. Unlike the previous two approaches, [87]’s approach loses the geographic con-

text and this approach can not be reliably used to compare groups (an important analytics

task for my work). Further, all three of these approaches assume that group membership is

known ahead of time and does not incorporate the process of detecting group membership

into their systems. This gap represents an opportunity for future research.
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CHAPTER 4

UNDERSTANDING LAW ENFORCEMENT STRATEGIES AND NEEDS FOR

COMBATING HUMAN TRAFFICKING

In this chapter, I performed a semi-structured interview study with law enforcement who

work on human trafficking cases to understand their socio-technical needs. The insights

from this study form the backbone of the design goals described in chapter 6.

4.1 Introduction

Law enforcement plays a significant and critical role in anti-trafficking efforts. They are

often the first to identify and respond to human trafficking cases and they play a critical role

in connecting survivors to necessary support services [4]. Many survivors mentioned that

they had some contact with law enforcement while they were being trafficked and further

noted that their interactions with law enforcement helped them leave their traffickers [5].

As a result, designing new tools to support law enforcement investigations will have a major

impact on combating human trafficking.

However, little is known about what the current needs of law enforcement personnel

are - particularly with respect to their technological needs. Furthermore, there is a gap in

research concerning the role technology plays in an investigation (despite current research

efforts into the development of new tools) and a gap in understanding how collaboration

occurs and the role technology plays in facilitating these interactions.

Thus to address these gaps, I conducted an interview study with sixteen law enforce-

ment personnel working on human trafficking cases. Our analysis focused on uncovering

their unique technological and design needs. Through analyzing their investigation process

and understanding their social technical needs, we highlight areas where future research

in HCI can assist and discuss the complex challenges associated with designing for law
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enforcement. Our contributions outline a path forward for the development of new tools

for anti-trafficking efforts.

4.2 Related Works

There is limited research on the role of law enforcement in anti-trafficking efforts; much

of the prior work has focused on law enforcement attitudes towards human trafficking [89,

90], the role officers play in victim identification [4, 91], and understanding law enforce-

ment training needs [91]. To the best of our knowledge, there are no studies concerning

the role of technology in a law enforcement investigation of human trafficking. Instead,

much of the prior work has focused on the role technology plays in facilitating trafficking

[9, 92] and the potential methods law enforcement can use to exploit such technology [19,

10]. Additionally, prior work has lead to the development of analytics tools to support law

enforcement investigations for sex trafficking [93, 32]. Note that there are no complemen-

tary tools designed to combat labor trafficking [94]. As such, we draw on the body of work

on information and communication technologies (ICTs) and big data with respect to law

enforcement to situate our work.

4.2.1 ICT and Law Enforcement

With efforts to reform policing strategies in the US, law enforcement departments over the

past several decades have increasingly adopted ICTs [95, 96]. Adoption of ICTs has the

potential to increase the effectiveness and efficiency of a police force while lowering costs

[95]. However, recent research has indicated that adoption of ICTs alone does not im-

prove productivity of a particular police department unless adoption is paired with support

from management and strategic deployment of such tools [97]. In particular, community

policing and data-driven policing are strategies that most often correlate with increases in

successful technology adoption [97, 96]. Adoption of ICTs is also associated with certain

organizational changes within a police department; departments who adopted ICTs are as-
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sociated with increases in hiring specialized staff (particularly staff with IT backgrounds),

increases in the number of specialized units, and increases in the educational and training

requirements for staff across the board [97].

Despite these advantages, law enforcement adoption of ICTs is not universal. Police

departments in the US face a serious lack of funding and training for new technology,

which is a barrier for effective investigations. This is especially true for human trafficking

investigations which (as discussed in our findings section) rely heavily on technology for

data mining and analytics. As noted in a study by the non-profit research institute RTI

International, many police departments lack technology capable of those tasks. In 2017

only 14% of police departments in the US had technology to share and search for data

across silos [96]. Additionally, only 10% had tools for data-mining and only 5% had tools

to uncover connections between data points [96].

Furthermore, police departments continue to struggle with collaboration and informa-

tion sharing despite the increased efforts to use ICTs for this purpose [98, 99, 100, 101].

While departments have increasingly adopted policies to support information sharing, the

lack of software standards across multiple platforms makes sharing almost impossible [98].

As discussed in our findings and discussion section, this remains a serious barrier for hu-

man trafficking investigations.

4.2.2 Big Data and Law Enforcement

Prior work has also looked at the role of big data in policing contexts. Technology to sup-

port data collection and analysis for police departments has been discussed by researchers

as a solution towards police accountability and as a solution to help mitigate policing bi-

ases like racial profiling [102, 103]. However, recent work by Verma and Dombrowski has

found that the technology to support big data in its current form is not enough to support

police action and judgment [104]. Furthermore, data collected and analyzed has the po-

tential to either confirm or counter an officer’s bias depending entirely on how the data is
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collected and displayed [104].

In practice, adopting big-data oriented practices in law enforcement faces a number of

technical issues - from dealing with siloed databases to issues with mistyped data entries

[105] - and faces a number of important social criticisms. Police departments are increas-

ingly working with new data sources including social media, which leads to new questions

concerning the potential for mass surveillance [106, 103]. Additionally as the collected data

is inherently not objective in nature, researchers have noted that data-driven policing has

the potential to perpetuate biases rather than mitigate them [104]. With human trafficking

cases, there is the concern that data collection at a national scale will reinforce stereotypes

(such as victims of sex trafficking are more likely to be foreign nationals despite domestic

victims being more common), and lead to continued problems with victim identification

[107]. Additionally, researchers warn that unchecked data collection could infringe on the

rights of individuals [8, 101]. With the development of modern tools, careful attention

must be paid to ensure that such tools do not cause harm. Notably, data about voluntary

sex workers is intermixed with data about trafficking victims. The rights of voluntary sex

workers remains a controversial issue; however, as we will see, our law enforcement infor-

mants have little to no interest in arresting them (and often actively help them, connecting

them with social services). As human trafficking investigations often rely on big data prac-

tices, our work examines the role of technology noting issues with current implementations.

Additionally, we discuss potential strategies to mitigate these issues drawing from lessons

from prior work that notes that efforts require a mix of social and technical solutions [104,

107].

4.3 Methods

For this study, we performed semi-structured interviews with 16 law enforcement personnel

working on human trafficking cases. Our participants worked in a variety of roles within

law enforcement agencies including analyst, detective, and senior personnel (see Table ??).
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Table 4.1: Overview of study participants. Note that we interviewed one Canadian partici-
pant. Police departments in Canada and the US are largely comparable and the investigation
process described by our Canadian participant matched the process described by our US
participants.

Sex Job Description Region Department Type Recruitment
P1 M Detective in a VICE unit Southeast Mid-size county police department Personal Contact
P2 M Detective in a Tech unit Southeast Mid-size county police department Referal
P3 M Detective in an SVU unit Southeast Large city police department Personal Contact
P4 M Analyst Midwest Smaller city police department Mailing List
P5 F Senior Analyst West Large city police department Mailing List
P6 F Analyst Southeast Large city police department Mailing List

P7 M
Retired lieutenant,
specializes in Human
Trafficking investigations

West large city police department Referral

P8 M Retired US Marshall Southeast Federal police department Personal Contact

P9 F
Detective in a
Human Trafficking Unit Southwest Large city police department NGO contact list

P10 M Human Trafficking Investigator Canada Mid-sized municipal department NGO contact list
P11 M Analyst Southwest State Police organization NGO contact list

P12 M
Retired Detective,
current director of a related
non-profit

Southwest Large city police department Referal

P13 F
Investigator specializing
in Human Trafficking West Large county police department NGO contact list

P14 M
Analyst specializing in
Human Trafficking Southwest State police organization Referal

P15 M
Retired Major, currently
Coordinator for Human Trafficking Southeast State police department NGO contact list

P16 M Human Trafficking Investigator Southwest State police department NGO contact list

Drawing methods from prior work [108], we used convenience sampling [109] to re-

cruit initial participants and used snowball sampling to gather additional participants. We

recruited participants for the initial 3 interviews through personal and professional con-

tacts. Additionally, 3 were recruited through a relevant mailing list, and the remaining

were recruited through a random sample of a contact list provided by an NGO partner

(see Table 4.1 for complete breakdown). We continued to recruit participants for this study

until we felt that the data was saturated [110].

The interviews were conducted over the phone or in person, lasting between 30-90 min-

utes. During the interviews, the participants were asked questions about their background,

investigation process, technology use, and collaboration. We also asked participants to ex-

plain their technological needs and how researchers could design better tools for them. One

researcher qualitatively coded the interviews using inductive thematic analysis [111], and
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throughout the process, emerging themes were discussed by all the authors.

4.3.1 Participant Backgrounds

Our inclusion criteria was that our participants had to have worked at least one human

trafficking case prior to the interview. However, all of our participants had worked on

human trafficking cases for at least a year before the interview. When we reached out to

police departments, we were often directed to speak to the more senior person on a unit

because that person had worked more cases and was more familiar with what the overall

needs were for their unit. In particular, P7 and P15 had both worked over 10 years on

human trafficking and are experts on the topic.

In terms of familiarity with Human Trafficking, all our participants had received some

training about trafficking and were largely familiar with recent policy and research on traf-

ficking. Participants who specialized in trafficking received more training than their other

counterparts and our participants who worked as analysts typically had the least training.

Training for human trafficking tends to happen after a person joins or is assigned to a human

trafficking case. Officers tend to move between units frequently mostly as a mechanism to

gain a promotion (i.e., a person might join the VICE unit because there was an opening for

a detective). However, our participants noted that units that deal with human trafficking

cases tended to self-select more (i.e., officers choose to join those units specifically). As

such, we find that our participants are self-motivated to investigate these cases.

Expertise and comfort with technology varied between participants, with all being at

least familiar with the majority of the tools discussed in the findings section and highly

proficient with using the case management tools and police databases. More experienced

participants (P2, P9, P15) used the more complicated visual analysis tools. How experi-

enced a person was with technology depended on how much training they had access to.

Our participants described getting training for the various tools through a mix of formal

trainings provided by the tool’s manufacturer and informal trainings where a colleague
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trained them. Access to sufficient training was mentioned by our participants as a serious

barrier to technology adoption.

4.3.2 Limitations

Our participants are not representative of law enforcement in general. We limited our

study to include only those who have worked on human trafficking cases. Officers with

experience with human trafficking cases tend to work in larger police departments and tend

to be more specialized than might be otherwise be typical. Additionally, our participants

have access to more technology than is typical for police departments. As mentioned in the

related works section, only 10% of police departments have access to data mining tools;

whereas the majority of our participants describe having access to some tools in this space.

Like other qualitative studies on law enforcement working in human trafficking [108], our

participants were mostly from the southeast and southwest regions. Many states in these

areas have policies that list human trafficking as a high priority and have a long history of

participating in human trafficking task forces. As such, we did not interview participants

in departments who have only recently begun to investigate human trafficking cases.

4.4 Findings

In this section, we first describe the overall investigation process our participants described.

It is important to understand how an investigation progresses in order to contextualize the

role technology and collaboration play in this process. We then discuss participants’ tech-

nology use and collaboration process. Finally, we present our main findings, the sociotech-

nical needs of our participants.

4.4.1 Overview of Investigation Process

At a high level, most investigations as described by our participants go through the same

general steps (see Figure Figure 4.1). Note that these stages don’t always go in this order
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Figure 4.1: Overview of general investigation process

and some investigations perform these stages in parallel. Also investigators often work

multiple cases at once. In terms of timeline for this process, our participants noted that typ-

ical investigations take a long time - ranging from several months to several years. Human

trafficking investigations are often more complex and take more time than other criminal

investigations [91].

Starting a New Investigation

There are two main processes through which an investigator starts a case: proactive and

reactive [21]. The proactive process starts with the investigator actively seeking out new

cases. The reactive process starts with a case that has already been identified by someone

else. Seven of our participants noted doing a mixture of both processes (with P1 and P15

working proactive cases almost exclusively) and nine mentioned working reactively only.

In a typical proactive process, an investigator starts a case by examining online adver-

tisements for sex work to look for indicators of trafficking. Investigators use tools such as

Marinus Analytics’ Traffic Jam1 and Thorn’s Spotlight2 to assist with this process. These

tools provide users with a searchable database of these advertisements and an interface to

explore connections across selected advertisements. P16 describes this process noting that

he uses his experience to identify trafficking indicators: ”I can literally go get on Traf-

fic Jam right now, find a girl3 or find a posting that looks like she looks kinda young or

she looks like she might not be doing this on her own or something like that.” With the
1http://www.marinusanalytics.com/
2https://www.wearethorn.org/spotlight/
3Our participant is referring to a child victim. However, law enforcement do sometimes refer to adult

female sex workers as ”girls.”

31

http://www.marinusanalytics.com/
https://www.wearethorn.org/spotlight/


rise in adoption of internet sources to facilitate trafficking, combating human trafficking

is increasingly a big data problem [8] and investigators rely on technology to support this

proactive process. Much of the software designed specifically for human trafficking cases

targets this investigation stage.

In contrast, reactive cases rely far less on technology and instead begin with collabora-

tion. In a reactive process, an investigation starts with some form of a tip from established

collaborators, civilians, or other police departments. As P9 describes cases can begin from

many different sources: ”It’s all different ’cause we get tips from so many areas, we might

have a report from patrol, we might have a civilian tip, we might have an anonymous tip.”

All of our participants noted working with a wide range of individuals as collaborators.

For example, several participants mentioned working with human trafficking hotlines to

get tips for cases. Others mentioned working with government agencies like Child Protec-

tive Services or non-profits like the National Center for Missing and Exploited Children.

Additionally, a few participants mentioned working with the medical community.

Tips may also come from civilians, sometimes anonymously through programs like

Crime Stoppers that allow members of a community to pass along information about a

crime through a neutral party. Some departments use civilian informants such as cab drivers

to get tips on recent trafficking-related crimes. For example, P1 described starting many of

his cases based on tips generated by his local community:

”There are some cases that will get assigned to us. There are certain reports that

they’ll say ”Hey, we want you guys to take a look at this.” Or they’ll assign us what would

be referred to as a suspicious activity report. Then go out there, a citizen saw this type of

activity. I’ll go out there and take a look at it and see if there’s anything to it. We’ll conduct

our own independent investigation and we’ll go from there.”

Social media also plays a key role in gathering civilians tips as noted by P5 : ”Social

media’s driving a lot of things, anywhere from litter, almost like a crime stoppers real time

sort of. So you see a lot more crime tips and stuff come in off Twitter and Instagram and
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Facebook.”

More often, however, our participants described scenarios where a case was identified

by a different police department investigating other crimes. For example, P3 described

an investigation that began when a patrol officer responded to a noise violation and ac-

cidentally uncovered a trafficking ring. Other participants such as P13 and P8 work in

request-based agencies - meaning they take on or assist with cases when requested to by

other departments. Other departments may request help if they either do not have the ex-

perience or do not have the resources to investigate human trafficking cases. P13 describes

this process below, noting that other officers will call her when they need help investigating

a suspected trafficking case:

”They’ll call us, hey I came out to a hotel. Initially came out as a domestic violence. It

kind of looks maybe more like human trafficking. I need some help. I need some direction.

We’ll go out and help them ... Or someone just on scene right then and there and they call

us, like hey I need help. I need some direction. I’m not really sure what I have. We’ll go

out there and assess.”

These cases highlight an important issue with reactive cases: victim identification is

largely dependent on collaborators and other police officers recognizing the signs of traf-

ficking. These cases highlight the need for more pervasive training for law enforcement

beyond those who investigate human trafficking cases and the need for more widespread

public awareness of the realities of trafficking. Additionally, as supported by the findings

of prior work, these findings point towards the importance for police communication with

the public [101, 100].

Identifying a Potential Victim

At this stage, investigators begin a process of evidence gathering with the goal of getting

enough information to make contact with the victim and to access the situation the person

is in. Investigators are looking for information concerning the victim’s real identity, loca-
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tion, and/or contact information. Additionally, investigators look for information that may

confirm the victim is in a human trafficking situation. P9 describes this process noting that

she uses several databases to find this information: ”We try to figure out as much as we

can from our databases before we go out in the field to do anything so we’re trying to use

Traffic Jam to find ads, we are on our portals ... and so on to try to research addresses and

names to just try to build up the best idea of what’s going on that we can.”

This process involves using a large number of tools at once to look for this informa-

tion across disparate data sources. A typical process for this is described in detail by two

participants:

”We will look on our database to find reports for our victim. There may be a report

out there that they don’t know about, or they forgot about. We’d look on the computer,

on police computer databases for those reports ... Then another option would be through

Traffic Jam. We would put in whatever information we had about the person. For example,

their phone number, punch that in and then get the list of all the locations that they had

been working in. Usually you’ll find that they’re transient, and moving about. Who knows

where they were, but then you could follow up on that based on the information from Traffic

Jam. Maybe then trying to get hotel records, or video surveillance.” - P10

”I’ll take that phone number, I’ll search it in Facebook, I’ll search it in Google, see

if it comes back to any place or any thing. I’ll do the reverse image search of her image

on Traffic Jam to see if she posted it on other websites or what other phone numbers she’s

posted under. I’ll then check it against Facebook or Instagram or anything like that ...

Some people put their phone number on their Facebook page. I’ve had a girl to use the

same number and post on Backpage, so that was a super easy find. I just plugged it in there

and we found her. Then we actually found out who she was and her actual name, and then

we can use our ... law enforcement databases to search their name, date of birth. We can

find addresses and things like that.” - P16

Note the sheer number of tools both participants described using. This process requires
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the investigators to keep track of a number of new leads and past search histories at once.

Our participants all emphasized the importance of keeping case information organized, and

some mentioned using tools like note-taking systems or Microsoft Excel to keep track of

case information. Others mentioned relying on memory to keep track of a case’s progress.

Victim Interviews

Once a victim is identified, investigators will try to make contact with the person and get an

interview. Victim interviews are critical for an investigation because often the information

in the interviews is the basis for the entire case at a trial. P2, a former SVU detective that

worked on cases relating to sexual assault including trafficking, noted the importance of

interviews: ”Special victims, particularly dealing with children, a lot of the crimes you

won’t find out about until afterwards, there is no physical evidence, so everything relies

on our interviews. The majority of our cases, it comes down to talking to the victims and

talking to the suspect and it’s purely interviews.”

Additionally, our participants noted that they needed to perform multiple interviews

with the victim before they can fully understand the situation. This requires investigators

to locate a victim multiple times before they can help the person. P9 describes the difficulty

with this below:

”They lie a lot and there’s reasons for that, there’s a common bond, and psychologi-

cal issues and so on but it can be real difficult to get to the truth of what they’re saying

especially often it will take three or four interviews before you kind of get the whole story

of what went on and in between that time, they’ll often have run away or disappeared so

you never quite know what part of what they told you know was the total truth and what

wasn’t.”

Many participants mentioned that the first goal of the interviewing process is to get the

person the help they need. They work with victim services or victim advocates as part of

this process to ensure the needs of the victims are met. P13 describes below that before a
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formal interview, she first makes sure the person’s basic needs are met:

”First and foremost, we don’t care about the situation in a sense. We don’t want to

know the story. We’re not going to grill you. Do you want to eat? When was the last time

you ate? Are you hungry? Are you cold? We have backpacks that we carry in our cars and

it comes with clothes, toiletries and socks of different sizes. We want to meet their needs

number one. Medical care. Just show care and concern.” - P13

Building rapport with the victim is absolutely crucial - not just for getting the necessary

information for a case but to also ensure that the person gets the help they need when

they are ready for it. For example, P13 notes that being non-judgmental across multiple

interviews is critical: ”But just being there for them really consistently and always and not

judging them and listening to them and you know taking them back again, again no matter

how many times they’ve run away and really showing that you care for them is a big part.”

P10 additionally notes that building rapport is important for getting the person the help

they need when they are ready: ”Often times the person doesn’t want to come forward at

the time. What you do is develop some rapport, and sometimes they’ll come back to you a

month later and say, ”I met you a couple months ago. You probably don’t remember me.”

Most of the time you do remember them, but say, ”Yeah. At the time ... Yeah, I want to tell

you about a situation where things aren’t okay.” Then we would investigate it.”

Identifying the Trafficker

From the information gathered in the victim interviews, the next stage requires investigators

to identify the trafficker. Our participants often relied on subpoenas for the victim’s phone

and social media to do this. As P11 described, investigators look at information in con-

versations or look at who owns the phone to identify the trafficker: ”We can tell they’re in

control because of conversions they’re having where, a lot of times the trafficker’s directing

what the traffic person should do.”

Using a similar evidence-gathering process as described in the earlier stages, investi-
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gators search to uncover the trafficker’s name and address. Some participants noted that

they often had to be resourceful to get this information. P15, for example, noted that he

sometimes uses his connection with a local restaurant to get the address of a trafficker: ”If

I’m looking for somebody and I think they’re local, I’ll call a friend of mine that works at

a pizza place and see if they get food delivered to them, because generally they give you

the right address”. This process requires investigators to keep track of the case’s progress

and organize the different aspects of the case. This is even more challenging at this stage

because investigators are working with more information from multiple sources. As some

of theses sources do not come from technology (like interview data), investigators often

rely on physical systems like sticky notes and folders to keep track of a case’s progress.

Building a Case Against the Trafficker

Once the trafficker is identified, then the investigator must build a case against that trafficker

and issue arrest warrants. This process requires corroborating information from the victim

interviews and evidence gathered in earlier stages. In contrast to the previous evidence-

gathering stages, this process focuses on proving the links between the evidence so as to

build a strong case that convinces a jury. For example, investigators like P3 might gather

evidence like hotel receipts or cash payments records to prove the trafficker is behind the

operation:

”The goal is to try and corroborate some of the things that we are hearing ... let’s say

we’ve got someone who is running an organization dealing with human trafficking, well

they’re keeping tabs on their clients and the money and all of that. We would like to take a

look at that to prove that this is their organization, that they’re running it. This is who we’re

seeing. Telephone numbers that match some of the victims that we’ve recovered. That we’re

seeing cash payments that match some of the payments that received on this particular day

... Everything has to correlate.”- P3

Additionally, prosecutors in collaboration with investigators decide what charges can
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be brought against the trafficker. The charges will depend on what can be proven and how

likely the victim is to go to trial. The process of a trial can be traumatizing for the victims;

for this reason, some of our participants have recently pursued other charges besides human

trafficking to avoid having to rely on victim testimony. P12 noted this shift in his own

investigations where he now typically pursues a financial charge rather than a traditional

human trafficking charge:

”We’re going after [a financial case]. And then at that point we don’t need the testimony

as much, which they tend to back out on, for a lot of different reasons. So we’re focused

on following the money, and see if we can find who’s in control of that, and go after money

laundering charges, have good strong case on that.” - P12

4.4.2 Tools Used During an Investigation

As discussed above, our participants use a wide range of tools during an investigation.

Broadly speaking, the tools described by our participants fall into the following categories:

police databases, human-trafficking-specific tools, visual-analysis tools, case-organization

tools, and general websites.

Police Databases give investigators access to a searchable database for government

records, criminal records, or prior case records. Investigators have access to multiple

databases at once. Most of our participants named three or more databases when describ-

ing their investigation process. Investigators use these databases to find information such

as name, address, and criminal records on a victim or trafficker. Other tools mentioned

by our participants in this area include LexisNexis’s Accurint and Kaseware that allow for

more advanced searches on their databases and some basic visualizations of connections

between data points returned by a search. Most participants who used either of these tools

noted that as part of the searching process, they had to verify the results using other data

sources, noting that these databases can often be inaccurate.

Human-Trafficking-Specific Tools mentioned by our participants include Thorn’s Spot-
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light and Marinus Analyitics’ Traffic Jam. Both tools provide a web-based platform for

investigators to use to search through records of sex-work advertisements. Additionally,

these tools allow investigators to run facial recognition search on images in the advertise-

ments. In an investigation, these tools are predominantly used either to proactively begin a

new case or to help investigators gather evidence on a victim’s background.

Visual Analysis Tools most often mentioned by our participants were IBM’s i2 Ana-

lyst Notebook, ArcGIS, and Microsoft’s PowerPoint. Investigators use i2 Analyst Note-

book to visualize social networks for a case. For report writing and quick visualizations

for court hearings, many participants mentioned using PowerPoint. Only two of our par-

ticipants mentioned using ArcGIS, a geographic information system for creating maps,

which they mostly use to visualize heatmaps of general crime trends for reports or their

department’s web-page. Investigators used visualizations to explain their insights into a

case to co-workers and prosecutors working with them. Others mentioned using visual-

izations to explain complicated aspects of a case in court like link charts to explain the

connections between different call records (an example of such a visualization can be seen

in Figure Figure 4.2).

Case Organization Tools are used by investigators to organize their case notes, keep

track of connections, and track the overall progress of their investigation. These tools

include a mix of physical systems (like note taking systems, sticky notes, and printouts

in binders) and software tools. Software tools again include software used to create link

charts. Some also used Microsoft Excel to create checklists to keep track of their progress.

As investigators work multiple cases at once, our participants noted that it was absolutely

important that they were organized about each case so that leads are not forgotten. Many

of our participants described using mostly physical systems to organize their case notes.

General Websites that investigators use include social media sites and search engines.

Investigators use these sites to uncover a victim’s identity and examine their social network

to identify their trafficker. The majority of our participants noted that they searched across

39



Figure 4.2: Example screen shot of a link chart made with IBM’s i2 Analyst Notebook.
Image courtesy of IBM

social media frequently to uncover new leads.

4.4.3 Collaboration During an Investigation

Because victims of human trafficking travel across multiple jurisdictions, collaboration be-

tween police departments is essential[7]. Furthermore, multi-sector collaboration between

law enforcement, service providers, and other disciplines is critical for the identification

and support for victims [21]. In regular reports, the US government emphasizes the impor-

tance of collaboration for combating human trafficking [18, 14, 112].

All our participants echoed these sentiments in our interviews. As mentioned above, our

participants all described working with individuals and groups across multiple disciplines.

In this section, we describe the roles of each of these collaborators with respect to an

investigation.

In the start of a case, collaborators play the critical role of identifying the potential

victims of trafficking. These collaborators include health professionals, social services,

governmental agencies, other local police departments, civilians, and even hotel employ-

ees. P7 noted the importance of building relationships with collaborators as the primary

mechanism for identifying new cases: ”you have to have local partnerships. You all have
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Figure 4.3: Examples of collaborators and their roles in the investigation process

to know how to work together and be working together and have protocols in place to do

this work. Because if you have that, then the cases will present themselves”.

Additionally, collaborators assist with other stages of the investigation. Analysts, for

example, assist with the evidence-gathering and case-building process acting as support for

the investigator. Analysts can perform some of the data analysis and visualizations tasks

and assist investigators by providing distilled insights from their analysis in reports. Victim

advocates assist with the interviewing process - ensuring that the needs of the victim are

met. Law enforcement also regularly collaborate with various victim service providers

which they rely on to help meet the victim’s needs as P10 notes:

”With Victim Services, they provide more resources for the victim than we would.

They’re a partner ... let’s say a victim comes forward and they don’t have a phone for

example. They had it taken away by the trafficker, or they don’t have enough money be-

cause they lost the money through the crime, then Victim Services can arrange to get them

a phone. There’s a whole lot of other resources that they provide, but that’d be an example

of something that they could do. They have some funding for tattoo removal as well ...

branding is sometimes used by traffickers to indicate that somebody’s working for them ...
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Getting that branding or tattoo removed or covered, can sometimes be of huge value for

the victim.”

Throughout the entire investigation, several participants noted that they had to work

with other police departments because victims move frequently across different jurisdic-

tions. Other police departments can share information relating to the investigator’s case or

even agree to work the case together.

4.4.4 Sociotechnological Needs

Tools to Support Collaboration

We see two main problems with collaboration that a socio-technological solution could im-

prove: the problem of a lack of shared data and the problem in identifying key partnerships

especially across state lines.

Many participants noted that a lack of shared data between law enforcement depart-

ments is a major issue in solving human trafficking cases. Because trafficking victims

often move between jurisdictions, multiple departments will accidentally work the same

case, thus duplicating efforts. Compounding this issue is the fact that different depart-

ments have access to different information and tools. Consequently, some cases can only

be solved when those departments collaborate as P9 describes when discussing the main

barrier in her cases: ”It’s incredible the information is out there that we have no access

to just ’cause there’s no automated sharing so it’s kind of ridiculous ... I feel that could

probably solve most of the crime in the world if we had access to all this information that

everyone has. Probably would solve a lot of these a lot faster”.

Technology can assist with this problem in a number of different ways. One solution

could be to build a central repository that consolidates case information for human traffick-

ing cases as described by P15: ”The type of technology that would really be needed is the

type to have a central repository that is searchable, where everybody could put information

in and then there would be deeper access levels for people.” Another solution is to add
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features to existing tools that let users know who else is looking at the same information.

For example, when an investigator searches in a database for a particular record, the system

could display the name and contact information for the other officers who searched for that

record.

Related to this issue is the problem in identifying key partnerships. In particular, our

participants noted having trouble figuring out who would be best to collaborate with across

state lines. Currently, most partnerships are established through word-of-mouth and inter-

personal relationships. However, victims may move to areas where the investigator has no

contacts, leading to issues with continuing the investigation.

”If you have a personal contact, that’s always going to be better of course because it’s

just the personal relationship there that makes it more likely for you to get the action done.

If not, then you have to refer to different directories or go to an agency’s website and find

the phone number of a particular division within the department and hopefully get the right

person on the phone to pitch the information to.” - P14

Technology can help mitigate this problem in a number of ways. Developers can create

platforms such as apps or online forums that support communications between law enforce-

ment personnel working trafficking cases. Recently, some solutions have come out such as

the app BLUE4 for communicating within a law enforcement department. However, none

of these solutions are universally adopted yet. Additionally, researchers can develop meth-

ods to find common pathways victims travel between areas to discover connected regions.

Uncovering these regions will help law enforcement and policy makers form inter-state task

forces to tackle those cases. Similar methods have been applied in the past to tackle drug

trafficking in the US through the High Intensity Drug Trafficking Areas (HIDTA) program.

It is important to note that while technology has the potential to assist with maintain-

ing and forming these connections, for any collaboration to be effective, departments and

policy makers should continue to prioritize collaboration and information sharing.

4http://bluetheapp.com/
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Tools to Support Case Building and Organization

Many of our participants noted using physical systems to keep track of an investigation such

as sticky note systems to organize key information or note-taking strategies to track what

has been discovered. With investigators working multiple complex cases at the same time,

it can be hard to keep track of all the relevant information for a particular case with these

existing systems. Additionally, some investigators rely on memory to to recall connections

to previous cases which means that there is the potential for investigators to forget key

links. P16 describes using physical systems like notepads to keep track of multiple ongoing

investigations:

”Sometimes I grab a notepad and write it down as I go so I don’t forget, but I think it

becomes the toughest when let’s say you needed all that information for court. Like you

needed a printout of their Facebook, you needed the law enforcement database search for

that person, you needed the Backpage ad. Well that’s when it becomes kind of confusing.

You just want to make sure you have all of the right information, and also that you’re not

printing out excessive information that’s not relevant.”

Investigators need tools to help conceptualize their case-building process including the

process of organizing the results of their investigations and keeping track of the case’s

progress. Some software exists for this purpose. Notably, participants mentioned creating

link charts in IBM’s i2 Analyst Notebook or in Kaseware to organize case information.

However, participants found the process of creating link charts was too cumbersome for

routine investigations and instead only used the software for unusually large cases. Fur-

ther, prior work has noted that existing software still struggles with displaying uncertain,

incomplete, or dynamic data [113], which is problematic as human trafficking data tends

to have all three of those attributes.

Borrowing from other techniques developed by the information visualization commu-

nity, researchers can develop new systems to support investigators. As mentioned above,

there are some notable challenges that make this space an active area for future research.
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Tools to Support Pattern Identification and Forecasting in Geospatial-Temporal Data

As we have seen, human trafficking victims often move across multiple locations. As part

of the evidence gathering process, investigators need to map out where a person has been

at what times for a number of reasons including proving travel in court. P16 comments:

”With that map, that is super useful for us to be able to go to court and say, ”Hey, this is

where they were posting at. This is the time, the day, and then if you look on the timestamps,

two days later they were posting in a different city.” So, for us that kind of proves the travel.

We can get a better federal charge if we can show that they were traveling traffickers.” -

P16

Many participants mentioned working with geospatial and temporal data as part of their

investigation but lacked tools to visualize and identify patterns in their data. While some

had access to tools like ArcGIS for this purpose, the data the investigators have access to is

not in a format that can easily be ported into ArcGIS. Most of their data comes from online

advertisements, so the locations are often vague (i.e. an ad might list a region or state) and

the times uncertain (i.e. ads can be posted in advance of traveling to a location).

Additionally, participants wanted tools to help them understand the victim’s movement

patterns. Two main reasons were given for this. First, investigators need to to identify

where the victim is headed so that they can alert other law enforcement officers who can

intervene as P11 describes below: ”The issue that we have is figuring out where these girls

are going to be, what times they’re gonna be at. How long they’re there. Figuring out

patterns of the activity, see if there’s any discernible patterns so we can try and get a hold

of law enforcement in some other state to help us interdict the person, so that we can then

follow back.” - P11

Second, investigators mentioned needing such a tool to discover the identity of victims

based on known travel information. P14 describes this need when discussing what kinds of

cases he struggles to investigate:

”So, it’s just about a layered attack, basically, it’s trying to find the ads. I don’t have a
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phone number, I don’t know her alias, so I can’t queue by phone. I can’t queue by alias. I

might have one city that I know she was at but there’s just too many ads in that city so it’s

just impossible. Facial recognition doesn’t work because she’s using fake images. So what

else can we do? I think that’s the next step in terms of trying to find ads for someone who

you know is probably out there and using the geography and the time frames to do that.” -

P14

Tools that Unify Existing Software and Methods

Our participants all noted using a large number of unconnected tools at the same time

as part of their evidence gathering processes. Because all these tools are disconnected,

investigators end up spending a lot of time keeping track of the connections across each of

the tools.

”It can be time consuming. It can definitely become kind of a hassle ... I’m not exagger-

ating about this, but normally when I’m searching for ads I have Thorn’s Spotlight pulled

up, I have Traffic Jam pulled up, I have my undercover Facebook page pulled up. Some-

times I’ll have the AdultFriendFinder because somehow everyone ends up there in some

kind of way. And then sometimes I’ll have the actual website like SkipTheGames, CityVibe,

you know whatever they’re using ... that’s like five different programs to find out who one

person is. It can kind of overlap and get confusing and time consuming.” - P16

Investigators have a real need for their tools to integrate with one another. Many of our

participants note that they would like a platform that unifies these tools or at least connects

the results from one tool into another.

”For me, I forget a lot. Like I’ll look at a phone number or name and then I’ll go to

the next tab over, a few tabs over, and I’ll have no clue what I just looked at ... if there was

a way we could like kind of combine a couple programs like SocialNet5 along with Traffic

Jam to where some of those searches could be done automatically that would be beneficial.

5SocialNet is a tool that helps investigators visualize a person’s social network based on social media
relationships
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It would save a lot of time too as far as I’m concerned.” - P16

4.5 Discussion

4.5.1 Design Challenges for Building Solutions for Law Enforcement

When designing new tools for law enforcement there are a few notable challenges to con-

sider. Police officers may need to explain the results of an algorithm or how a tool works in

court. When designing tools for law enforcement, it is important to choose algorithms that

are human interpretable and design visualizations that help officers get an intuition for how

the process works. Recent work in [114] and [115] demonstrate some techniques for mak-

ing complex machine learning models more interpretable by users. Additionally, training,

funding, and experience with advanced technology is unequally distributed across police

departments. Tools to support law enforcement have to support both tech-savy users and

users with limited computer skills. To the greatest extent possible, we should design tools

that don’t need a lot of training to use. Finally as part of the case building process, investi-

gators have to verify the results returned by a tool. Therefore, we need to build interactions

in the tool that allow the investigator to verify and manipulate the results.

4.5.2 Information Visualization Implications

Designing information visualization systems for law enforcement presents a number of

hard challenges including visualizing uncertain data and building systems that law en-

forcement can trust. This application area pushes the current boundaries of information

visualization research making this a new area for current practitioners to explore.

Challenges with regards to uncertainty can arise through the data itself, or from analytic

models computing potential outcomes. For instance, the data collected range from semi-

structured databases to coded transcriptions of interviews. Merging these multiple data

types is challenging, in part due to the variability in data quality given the source. Further,

cases often leverage a significant amount of latent domain expertise of investigators. This
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poses challenges to the visualization community about how to integrate this knowledge into

more traditional datasets being visualized.

Many visualization tools rely on computational or analytic models to compute more

complex relationships among data. However, many such models have an inherent amount

of uncertainty associated with the results generated. Often, this uncertainty increases when

the quality (or perceived accuracy) of the data decreases. Specific to law enforcement, this

may lead to significantly high uncertainty. For visualization, this raises challenges not only

in how to visualize the potential uncertainty, but also how to create interactive interfaces

that allow investigators to make well-informed decisions.

4.5.3 Policy Implications

Many of the problems that our participants shared with us are not hard to solve from a

research perspective. The officers we spoke with used a patchwork of miscellaneous tools

mostly not designed for their needs, and not designed to inter-operate. When one of our

participants needed a professional contact in the Las Vegas area, he stood up in the squad

room and yelled, ”Anyone know someone in Vegas?” Law enforcement could be more

effective if their computing and communications infrastructure was brought up to the stan-

dard for corporations for ten or even twenty years ago. Consequently, many of the barriers

between law enforcement and more effective attempts to rescue human trafficking victims

are a policy issue–the lack of resources for development of quality information technology

tools. As discussed in our related works section, few police departments in the US have

access for data mining and information sharing. Without these tools, many stages of the

investigation process described in our findings would be extremely difficult if not impos-

sible to complete. In light of these results, we urge policy makers and practitioners at all

levels of government to consider these issues and to continue to prioritize collaboration and

software development.
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4.5.4 Privacy Implications

Our research subjects would like better, unified data solutions–national or better yet in-

ternational databases to help them rescue victims of human trafficking. While this would

indeed help them in their critical work, it has troubling privacy implications. Such a com-

prehensive database can invade the privacy of law-abiding citizens. In the case of sex

trafficking, we also have the delicate issue of the rights of voluntary sex workers, whose

data will inevitably be represented in those databases.

The rights of voluntary sex workers is a complex issue. Prostitution is indeed a crime

in the US6. However, many non-governmental organizations, including Amnesty Inter-

national, advocate for the right of voluntary sex workers to pursue their chosen profes-

sion. Some efforts to stop human trafficking have made voluntary sex workers less safe

[burns˙2018]. Reasonable people can disagree on how to approach the issue of the rights

of voluntary sex workers. However, our law enforcement participants are unanimous in

their lack of interest in prosecuting voluntary sex workers, and their desire to help those

workers who need assistance.

The current byzantine state of information databases to help combat human trafficking,

paradoxically, protects privacy. If it is so much harder to do anything, then it is harder to

violate people’s rights. This then raises a key research issue in the growing field of usable

privacy and security: how can we design databases that help law enforcement be more

effective, while preserving citizens’ privacy rights? Incoherent software systems do indeed

provide some privacy protection by accident; however, as the research discipline of usable

security and privacy evolves, we should be able to provide better privacy protection by

design.

Prior abuses of databases such as the National Crime Information Center (NCIC) raise

the concerns for creating new unified databases or augmenting existing ones. While the

NCIC has been instrumental in solving crimes such as the assassination of Martin Luther

6With the exception of regulated brothels in certain Nevada counties
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King, the NCIC has also been used inappropriately by police officers to stalk former ro-

mantic partners, get phone numbers of romantic interests, and even look up information on

reporters who wrote unflattering articles about their department [116]. While many of these

officers were disciplined and in some cases prosecuted, abuses still persist and there are no

clear methods to track how often such abuses happen [116]. It is clear from these cases that

simply keeping records of a person’s searches is not enough to safeguard against abuse.

With the collection of sensitive and personally identifiable information, external oversight

should be required to minimize cases of abuse and investigate suspicious search histories.

Additionally, we urge policy makers to identify procedures and regulations to ensure that

appropriate safeguards are put in place to protect against abuse.

Additionally, large-scale data collection concerning human trafficking investigations

needs to address serious concerns about data protection. Researchers have continued to

highlight the need for better data on human trafficking, especially as current efforts and

policies to combat human trafficking often have to rely on anecdotal evidence [3, 107, 92].

However, human trafficking victims and survivors are an especially vulnerable population.

Data breaches concerning human trafficking data can lead to further victimization and car-

ries the risk of endangering the lives of victims and survivors [107]. Careful attention must

be paid to ensure that data-collection efforts do not cause more harm than good. Best prac-

tices should be taken to ensure any solutions are privacy preserving and that the rights of

the individuals are not infringed upon. Work by Mark Latonero [8] and by Felicity Gerry,

Julia Muraszkiewicz, and Niovi Vavoula [107] provides guidelines. More research on best

practices is needed.

4.5.5 Design Limitation Implications

Finally, while our research subjects had many real computational needs for their work, we

must also consider what the limitations should be considered for any future development. In

particular, while some of our participants expressed an interest in using facial recognition,
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we argue that given the potentials for harm facial recognition poses that such tools should

not be developed until more research has been done to understand and circumvent the

harms. We discuss this point in more detail in the next chapter.

As discussed in the section above, while many officers want larger and more unified

databases, the process of both collecting and storing such data is rife with concerning secu-

rity and privacy implications. Future work must contend with the often competing needs by

law enforcement for more information with the rights of individuals for privacy and their

need for less surveillance. Thus we argue that until more research is done to both under-

stand and provide viable solutions that are rights preserving, such unified databases should

not be implemented in practice. Further if and when such databases are put into prac-

tice, we argue for the necessary inclusion of proactive auditing systems. Without proactive

audits, it would be unlikely to know if such a system is being misused until it is too late.

4.6 Conclusion

We began this research with a key question: how can HCI researchers help combat the

problem of human trafficking? In this initial qualitative investigation, we have uncovered

a host of questions that the research community can address. Some challenges are policy

oriented: why don’t professionals charged with a task as important as stopping modern-day

slavery have better tools? If you imagine giving law enforcement the kind of IT support

that corporations use for everyday business tasks, tremendous progress could be made.

Other challenges push the limits of the state of the art of usable security and privacy, and

information visualization. These findings are a road map for our research group’s efforts to

build tools to assist law enforcement in rescuing victims of human trafficking.
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CHAPTER 5

ETHICAL TENSIONS IN COMPUTING APPLICATIONS FOR ADDRESSING

HUMAN TRAFFICKING – A HUMAN RIGHTS PERSPECTIVE

5.1 Introduction

Over the last two decades, interest in applying computational methods including artificial

intelligence (AI) to combat human trafficking has increased – driven in part by increased

awareness of the many ways in which human trafficking operations use online technol-

ogy. This work incorporates methods like machine learning, computer vision, and social

network analysis in a variety of anti-trafficking contexts including automatic victim identi-

fication [117, 118, 119, 120, 121, 122, 123, 124, 125, 126, 32], evaluating policy outcomes

[127, 128], identifying organization networks [129, 130], assisting with forensic investiga-

tions [131, 132, 133, 134, 135], and automatically detecting grooming behavior and child

exploitation [136, 137, 138, 139, 140].

These approaches are increasingly being used in real investigations and are embed-

ded in commercially available tools. For example, Amazon Rekognition, one of the most

popular computer vision services, has been used by law enforcement since 2017 for cases

relating to human trafficking [141]. This software was even credited as specifically instru-

mental in the 2019 arrest and prosecution of a trafficker [142]. While this work has the

potential to save lives, prevent exploitation, and ultimately help end slavery worldwide,

this research also faces a number of criticisms concerning potential dangers. A number

of civil rights groups have noted major concerns that this work could further cause harm

to marginalized communities, increase unwarranted governmental surveillance capacities,

and violate privacy rights of citizens.

As these computing systems become more widely adopted and are therefore funda-
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mentally embedded into our social systems, we must examine the implications of their

development particularly with respect to their potential to cause harm. Additionally, more

of the computing research community is starting to get involved in these efforts. In March

of 2020, the Computing Community Consortium (CCC) hosted a workshop to create a

research road map for efforts to apply AI to combating Human Trafficking. It is critical

that we examine best practices as well as safeguards and strategies for harm prevention.

By examining these efforts through the lens of human rights we can begin to uncover the

ethical tensions associated with this research and highlight new avenues for future research

centered on ethics. The human rights perspective uses the principles enshrined in interna-

tional law by governing agencies like the UN, and this perspective affords a view that is

centered on the individuals affected over technological advancements. Further, this frame-

work uses a shared universal language which allows for cross-disciplinary understanding

of our analysis.

The goal of this work is to examine the current state of the art and understand the eth-

ical tensions surrounding applications of computational methods and AI in anti-trafficking

research through a Systematic Literature Review. We use principles from human rights

law as a lens to examine the prior work and guide our recommendations for future work.

Additionally, this work represents a unique case study for examining the ethics of applied

computational methods in domains that intersect the criminal justice systems and vulnera-

ble populations.

This work presents an overview of the ethical issues present in applied computational

methods research for human trafficking. We discuss these issues and gaps in work across

eight human rights principles – Privacy, Accountability, Safety & Security, Transparency

& Explainability, Fairness & Non-Discrimination, Human Control of Technology, Profes-

sional Responsibility, and Promotion of Human Values – and contextualize our analysis by

drawing from prior work on ethics and AI. We conclude by presenting a series of ”calls to

action” for future research to address the ethical issues we found in our analysis. We call
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for future work to include a broader use of participatory design; engage with other forms

of trafficking; develop best practices for harm prevention; and include transparent ethics

disclosures in their research. Our calls to action further offer insight as a case study on how

to ethically apply computational methods to sensitive domains.

5.2 Background and Definitions

To better contextualize our work, we first define the term “Artifical Intelligence” or AI so

as to explicitly lay out the scope of this work. Then we give an overview of Human Rights-

Based Approaches (sometimes referred to as HRAs) and situate the specific human rights

framework we use for our analysis within the broader field of HRAs.

5.2.1 Defining AI

Defining Artificial Intelligence (AI) has long been a contentious issue among researchers

and practitioners [143, 144]. The field of AI is evolving at an unprecedented rate and prior

definitions have not kept up-to-date with modern conceptualizations of AI. To this day there

remains no consensus on a universal definition of AI [143].

To accommodate the many possible conceptualizations of AI, we take a broad and de-

scriptive definition of AI that encompasses a wide range of sub-fields including machine

learning, visual analytics, and data science. Papers included in our analysis are not limited

to those that are explicitly labeled AI, but instead involved either A) some sort of machine-

assisted processing of data and/or B) the creation of a computing system that assists with

decision making. Our goal with taking such a broad view of AI was to ensure that our work

included a wide range of methods and approaches. Our definition of AI is heavily inspired

by definitions listed in AI governance policy documents from AccessNow [145] and the

European Commission’s High Level AI Expert Group [146] and only excludes methods

that are exclusively qualitative or exclusively hardware oriented.
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5.2.2 Overview of Human Rights-Based Approaches (HRAs)

Human-Rights based approaches use the values and principles that underlie international

law to guide and inform development; evaluate current research efforts; and guide public

policy discussions [147]. These principles are derived from internationally recognized legal

frameworks, such as the United Nation’s Declaration of Human Rights (UNDHR) [148],

and include fundamental principles like dignity, fairness, liberty, and equality. As a frame-

work, human-rights approaches take a people-centered approach to analysis by drawing at-

tention to the rights of those affected by development and the responsibility for researchers

to examine practices for preserving human rights.

In this work, we contextualize our analysis using the 8 human rights principles – Pri-

vacy, Accountability, Safety & Security, Transparency & Explainability, Fairness & Non-

Discrimination, Human Control of Technology, Professional Responsibility, and Promotion

of Human Values – outlined by legal scholars in [144] and described in the list below. This

work derived its principles by examining shared themes found in over 20 documents for

AI governance put forth by civil society, governments, inter-governmental organizations,

and the private sector. As this framework included a broad geographic representation not

centered specifically on American or European laws, these 8 principles represent an inter-

national perspective to rights-based approaches for AI development.

• Privacy - AI systems should respect a person’s right to privacy both in the data col-

lection process and in the design and deployment of an AI system. People have the

right to control the use of data about them and AI systems should respect their agency

in how their data is used.

• Accountability - This principle is concerned with mechanisms for determining re-

sponsibility for the AI systems and ensuring said responsibility is appropriately dis-

tributed. Researchers must consider the impacts of an AI system and provide ade-

quate remedies for those impacts.
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• Safety & Security - AI systems need to reliably perform as expected without causing

harm and not be vulnerable to attacks.

• Transparency & Explainability - Systems need to be designed for oversight through

accessible and transparent design and through human understandable outputs.

• Fairness & Non-discrimination - Systems must be designed to prevent algorith-

mic bias and discrimination such as through developing representative datasets and

through designing systems to be inclusive.

• Human Control of Technology - AI systems in critical decision making contexts must

be subject to human review.

• Professional Responsibility - Researchers must ethically design AI systems and con-

sider the long-term consequences of their designs. This principle emphasizes the

values of accuracy, responsible design, multi-stakeholder collaboration, and scien-

tific integrity.

• Promotion of Human Values - Systems should reflect core values and promote human

well-being. AI should used to benefit society and not to promote harmful practices,

discrimination, and unequal conditions.

5.3 Related Work

There has been a long history examining the ethics of computing research across multiple

domains, with more recent efforts focusing on applications of AI [149]. Prior work has,

for example, examined the ethical tensions that arise from using large-scale social media

datasets to train computational models [150, 151, 152, 153], examined how AI systems em-

bed existing discriminatory values and biases [154, 155], and analyzed the human impact

of large scale data collection such as issues of data privacy and algorithmic surveillance

[156, 153, 157]. Others, such as the work in [158, 159, 158], further examine the role of
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AI within criminal justice settings and note that AI systems are fundamentally changing

decision making processes.

Alongside these efforts, scholars have also looked to develop principles and frame-

works to use as a critical lens to tease apart the ethical tensions present in AI research. In

particular, there has been an increased attention on using the language of human rights as a

framework to guide AI development. Thus far much of this work has focused at the macro-

level – examining governing and policy practice for AI development [144] – but recently

authors have called for using this framework to guide academic work as well [147, 160,

161, 162].

Several authors have noted that using human rights has several advantages as a frame-

work over traditional ethics-based frameworks [147, 160, 163]. The human rights frame-

work is based on internationally recognized legal standards and thus affords a shared, uni-

versal understanding. The principles that underlie this framework tend to be more concrete

and center the analysis on the rights of the individuals affected by technology [161, 160].

This in turn forces the analysis to focus on people first over technological considerations

– much in the same way as Value Sensitive Design and Participatory Design [147, 162].

Additionally, there is a natural overlap between human rights and other ethics-based frame-

works [147]. The principles [144] we use in our analysis includes the 3 represented by the

FAT model (Fairness, Accountability, Transparency). In practice, rights-based approaches

have been used by scholars and policy experts to recommend best practices for preserving

data privacy during pandemic response [164], highlight ethical considerations when using

big data in healthcare settings [165], and to access harm cause by algorithms used in key

decision-making contexts [163].

However, human-rights based approaches are not without their limitations. Using hu-

man rights as a lens tends to focus more on a macro-level and thus can miss nuance found

at smaller scales [166]. The language of human rights is taken from legal documents and

public policy briefs and thus presents barriers to participation and understanding especially
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outside the legal field [167]. Human-rights-based policies often feature unclear enforce-

ment mechanisms for systems that span multiple states and involve non-state participants –

a scenario found more often than not in AI development [167]. Human-rights-based poli-

cies further tend to feature a heavy emphasis on legal mechanisms to combat inequality

and discrimination – which in some circumstances has a positive effect, but in others can

secure political power for certain groups at the expense of others [168]. Finally, many of

the values – including those used in this paper – heavily feature industry perspectives in-

cluding from organizations with histories of problematic AI research. Many researchers

and policy makers have expressed skepticism on principles derived and implemented by

industry participants who may be motivated to incorporate human rights and other ethics-

based principles for the purposes of “ethics washing” their brand [169, 170]. Thus, prior

works has suggested that applications of human rights be careful not to de-emphasize the

principles of accountability, transparency, and participation [169].

Finally, it should be noted that human rights and ethics are complementary frameworks.

There is a real benefit to synthesizing these perspectives. To this end, while we explicitly

highlight a human-rights lens in our analysis, our discussion and interpretation of these

principles is informed by our experiences with ethics frameworks. We particularly tried to

emphasize values of equal participation and just design.

5.4 Methods

Our work performs a Systemic Literature Review (SLR) using the methods outlined in

[171] and [172]. At a high level, this process involved developing a set of keywords to

search for papers, gathering the manuscripts captured by those terms from computing re-

lated publication databases, systematically pruning the resulting corpus to remove irrele-

vant material, and then analyzing the final corpus using a systematic data extraction and

synthesis process.
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5.4.1 Search and Screening Process

To construct our corpus, we conducted a literature search using a set of human trafficking

related keywords to identify potentially relevant work. Because our the primary focus of

our search was to identify work specifically at the intersection of AI and Human Traffick-

ing, our search process targeted 3 main computer science publication databases ( IEEEx-

plore1, The ACM Digital Library2, Springer- Link3), and we used the following keywords

and their derivatives to perform the queries: ”human trafficking”, ”sex trafficking”, ”labor

trafficking”, ”modern slavery”, ”sexual exploitation”, ”labor exploitation”, ”forced prosti-

tution”, ”forced labor”, ”forced marriage”, ”trafficking survivors”. Finally, we limited our

search to only English peer-reviewed results that were published after 2000. We impose

this time restriction to ensure a consistent definition of human trafficking; note that 2000

is the year when the US passed the TVPA and United Nations passed the UN Trafficking

in Persons Protocol (Palermo Protocol). In total, 616 unique results were collected - 213

from the ACM Digital Library, 316 from IEEE Xplore, and 87 from Springer-Link.

We then constructed a practical screen using the criteria outlined in [171] to ensure that

our final corpus only contained relevant material. Our screen took the form of a check-list

and one of the authors was tasked with systematically classifying the articles as relevant or

irrelevant to the survey. Articles are excluded if the answer to any of the questions below

was no, otherwise the article was included in the final corpus:

1. Does the study have a clearly stated or heavily implied application for human traf-

ficking?

2. Does the study have methods which involved either fully automated or machine-

assisted processing of data? OR Does the study involve the creation or design of

some computing tool?

1https://ieeexplore.ieee.org/Xplore/home.jsp
2https://dl.acm.org/
3https://link.springer.com/
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Our inclusion and exclusion criteria had the effect of excluding papers whose methods

are exclusively qualitative (such as ethnographic studies) and papers exclusively concern-

ing hardware design. Because our emphasis was on examining AI practices, the papers who

used these methods fell outside of the scope of our study. We did however include studies

that used mixed-methods approaches as long as those studies involved the design or imple-

mentation of an AI system. Examples of papers that were excluded because they did not fit

our definition of AI included interview studies to understand the socio-technical needs of

anti-trafficking non-profits [173, 174], sex worker charities [175], law enforcement work-

ing human trafficking cases [13], and Nepalese survivors of sex trafficking [176]. However

while these papers were excluded, the analysis and lessons learned from this work helped

inform and shape our analysis. In particular, we found that many of these studies had valu-

able insights for how future research could be developed in a way that centers the needs of

marginalized groups and we include these insights within our discussion. We also excluded

papers which only incidentally matched our keywords which included papers discussing the

“master-slave” computer architecture and papers focusing on automotive accidents. This

results in a final corpus of 69 papers.

As part of the screening process, the author also noted if any of the papers were devel-

oped by the same team of authors concerning the same AI system. Our goal was to group

papers written about the same system and treat those papers as one unit for analysis. How-

ever, we found that while two papers in our corpus were written about the same system,

these papers described discrete and separate components of a larger system. After careful

consideration, we decided to not group these two papers because each of the papers were

substantially different enough to consider each of these studies their own AI systems.

5.4.2 Data Extraction and Synthesis

Our process involved two stages of analysis: 1) data extraction and 2) qualitative analysis.

We use the results of the data extraction process to summarize the current state of the art
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and uncover gaps in the existing literature. We use the results of the qualitative analysis to

form the taxonomy of ethical tensions described in the discussion section.

For data extraction, we use methods described in [177] and [171] to create a data extrac-

tion form to analyze the texts. This form contained qualitative criteria including: 1) Who

is the intended user? 2)What is the intended use-case? 3) What type of human trafficking

does this paper address? 4) What methods did the paper use? 5) What data did the paper

use and where did the data come from? The form also tracked meta-information about

the publication including the year of publication, the publication venue, the location of the

study, and the institutions of the authors. Once the form was created, one of the authors

performed the data extraction and used the ”test-retest” process [177] to ensure consistency.

The ”test-retest” process involves the researcher re-extracting data from a random sample

of the texts in the corpus and checking for consistency in answers to the form.

Finally, we performed a meta-analysis of the corpus using framework synthesis [172].

Framework synthesis takes a structured approach to qualitative data analysis, and uses an

iterative, deductive process where codes are generated against an chosen framework [172].

For our analysis, we use the 8 human rights principles – Privacy, Accountability, Safety &

Security, Transparency & Explainability, Fairness & Non-Discrimination, Human Control

of Technology, Professional Responsibility, and Promotion of Human Values – described

in [144] as our framework. The authors iteratively generated codes from the text based on

relevance and/or absence of discussion relating to 8 human rights principles. As mentioned

earlier, the goal of this analysis was to uncover themes around the ethical tensions noted

in the papers as well as tensions not present in the papers. During this synthesis process,

the authors also took detailed notes about the any ethical concerns or areas where future

research is warranted. Results from the framework synthesis process were then used to

narrative describe the existing research space and the structure the discussion of the ethical

tensions.
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5.4.3 Limitations

We note the following limitations in our methods choices. First due to practical consider-

ations, our approach only uses one reviewer to judge the inclusion/exclusion of papers in

the final corpus. While other papers utilize the same approach [178], using only 1 reviewer

does increase the risk of bias and human error affecting the results our analysis.

The range of search criteria (both keywords and time frame) was limited to maintain

a manageable set of papers to consider for the final corpus. Thus, some relevant papers

may have been excluded that did not meet this criteria. In addition, because we limited

our keywords to only those directly referencing human trafficking, we may have missed

papers that might be relevant to human trafficking but do not explicitly mention human

trafficking within the text of the publication. Finally, because we are only considering

academic work, we must consider that some applications of AI for human trafficking exist

outside of academic work (for example, in commercially available tools) and are therefore

excluded from our analysis.

Finally our analysis uses human-rights as framework to uncover ethical tensions. Thus,

our analysis might miss ethical tensions that don’t align well with any of the principles.

Alternative frameworks such as transformative justice [179] could provide different views

on this issue.

5.5 Findings

We note two major trends in publication timing: 1) there was a surge in publications post

2016 and 2) that the popularity of this topic is continuing. At the same time, this remains

an understudied issue. Our corpus found only 69 papers published in the last two decades.

While human trafficking has gained more awareness over the years, this field remains rela-

tively niche.
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Figure 5.1: Histogram of publications per year, 2020 includes partial data

5.5.1 Problem Areas & Use Cases

We identified five sub-domains of human trafficking that the papers address:

1. Labor Trafficking - covers papers exclusively concerning forced labor, labor exploita-

tion, and/or labor trafficking.

2. Sex Trafficking - covers papers exclusively concerning forced prostitution, sex traf-

ficking, and/or sexual exploitation but was not specific to only child cases.

3. Commercial Sexual Exploitation of Children (CSEC), Child Trafficking, and/or Child

Pornography - This category is shortened in Table Table 5.1 as ”CSEC” and covers

papers targeting victims of sex trafficking that are minors. Note that in our corpus,

there were no papers targeting specifically child labor trafficking.

4. Broadly Human Trafficking - covers papers whose applications either specifically

targeted cases of both labor and sex trafficking or whose methods are intended to

apply in circumstances where both labels would apply (such as Cantina workers who

are both forced to provide labor for the restaurant and provide sexual services for the

customers).

5. Human Trafficking as one of many possible use-cases - covers papers where human

trafficking was listed as one of many possible use cases. Many of these papers were

designed to target other crimes that occur alongside human trafficking such as gang
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violence, organized crime, and drug trafficking. This category is shortened in Table

Table 5.1 as ”One of Many.”

Results for the distribution of papers across these sub-domains can be seen in Fig-

ure Figure 5.2. Combined the sex trafficking and CSEC categories represent roughly 78%

of papers in the corpus - meaning that overwhelming majority of papers targeted sex traf-

ficking more broadly. Only 3 papers listed labor trafficking as the primary focus.

Figure 5.2: Bar chart showing the distribution of papers in the corpus across the 5 problem
areas. 3 Papers specifically targeted Labor, 28 Sex trafficking, and 26 CSEC. 5 target
human trafficking more broadly, and 7 target human trafficking as one of many application
areas. Combined, sex trafficking of adults and minors represents the most common focus
of papers in the corpus

We also analyzed what the intended use case was for the results and tools developed in

the paper. At a high level, these use-cases fit into the following categories (Note that we

also included the category of ”unclear” to capture papers who had unclear use-cases):

1. Aiding Criminal Investigations

2. Informing Policy Decisions

3. Preventing Human Trafficking and Educating the Public

4. Supporting Survivors of Human Trafficking

5. Unclear

The categories we describe above broadly line up with the ”4P Paradigm” - a framework

established in both the TVPA and Palermo Protocol that categorizes anti-trafficking efforts

[180]. This paradigm classifies anti-trafficking activities into 4 categories: prevention, pro-

tection, prosecution, and partnership [181, 180]. Prevention refers to activities centered

on educating the general public, identifying vulnerable populations, and providing services
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Table 5.1: Table showing the breakdown of papers by intended use case and targeted area
of intervention. Categories in this table are not exclusive - meaning papers can be assigned
to multiple categories (ex: papers that address both labor and sex trafficking) and can be
assigned to multiple use cases (ex: papers that target both aiding criminal investigations
and inform policy). The number in parenthesis across the top represents the total number
of papers that were labor, sex, ect.

Labor (3) Sex (28) CSEC (26) Broadly HT (5) One of Many (7) Total

Aid Criminal Investigation 1 25 19 1 10 56
Inform Policy 2 2 2 2 8
Prevention 1 8 1 10
Support Survivors 1 1
Unclear 1 1

and vocational alternatives for vulnerable groups. Protection refers to actives centered

on rescuing, rehabilitating, and reintegrating survivors of human trafficking. Prosecution

refers to activities centered around creating and enforcing anti-trafficking laws. This cate-

gory also includes efforts to support existing criminal justice practices. Finally, partnership

refers to activities centered on identifying and fostering collaboration and information shar-

ing between anti-trafficking groups.

The 4p paradigm is used to evaluate anti-trafficking efforts and highlight areas where

more work is needed [3]. We can use this model to see high-level patterns in what re-

searchers have focused on and where future research is needed. Thus, in the sections below

we note the overlaps between our findings and the categories in the paradigm.

Aiding Criminal Investigations

This category represents by far the largest use case with roughly 75% of papers (56 to-

tal out of 75) explicitly indicating this use case. Papers in this group predominantly dealt

with applications of machine learning for automatic victim identification [117, 118, 119,

120, 121, 122, 123, 124, 125, 126, 32] including specifically identifying child pornography

[139], characterizing human trafficking activity [118, 182, 183], and detecting illicit behav-

ior [138, 184, 185] or organizations [129, 130]. Using the 4P paradigm, the papers in this

category broadly address ”prosecution” as these papers were intended to support criminal
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justice efforts.

The most common task within this category was victim identification either through

developing computational models to detect trafficking online or through developing public

reporting systems [186, 187]. Research focusing on computational approaches for auto-

matic victim identification use online sites like social media, dark web forums, and sex

work ad sites to train models to detect cases of human trafficking. The goal of this work

is to narrow down possible leads for law enforcement by differentiating posts about human

trafficking from posts about other topics. There are a variety of approaches used for this

task, though most borrow methods from Natural Language Processing (NLP) and machine

learning. Many of these approaches rely on expert generated keywords to train models

[120, 139]. For example, [119, 121] used supervised learning models trained on keywords

and [117, 188, 124] used a mix of keywords and expert labels to both train and evaluate

semi-supervised learning models. Beyond keywords and text-based approaches for victim

identification, other work in this corpus used metadata present in the posts, images present

alongside posts, and even payment data [130] to detect instances of human trafficking.

For example, [121, 122, 123, 125] used the location metadata present in Backpage4 posts

alongside keywords to detect instances of sex trafficking. Both [184, 185] use a mixture

of NLP and computer vision to detect cases of child sex trafficking and use Convolutional

Neural Networks (CNNs)5 to estimate age and gender in images accompanying suspicious

social media posts. Similarly, [189, 190, 32, 191] all use a mix of textual based approaches

(like keywords), computer vision approaches, and metadata analysis to detect sex traffick-

ing in online sites. [192, 193] use computer vision to identify distinguishing visual features

present in the background of images posted alongside advertisements to geolocate the vic-

tims by matching those features to photos of hotel rooms.

4Backpage was an online classified site similar to Craigslist that included sections where people could
advertise adult services and solicit sex work. However, traffickers have also used this site to advertise their
victims [30, 8]. As a result in 2018, the website was seized by the US Department of Justice and was shut
down.

5CNNs is a type of deep neural network used for image classification. This method falls broadly under
the area of ”Deep Learning”
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Within the broader category of “Aiding Criminal Investigations” there were also papers

that focused on the task of detecting trafficking organizations/networks. Many of these pa-

pers used similar data sources and methods as the research focused on the task of victim

identification. For example, [118] used unsupervised template matching to uncover hu-

man trafficking organizations and connections between advertisements posted to Backpage.

Further, [130] used patterns in bitcoin payment information to uncover human trafficking

organizations. Many of the approaches used various social network analysis (SNAs), Nat-

ural Language Processing (NLP) and community detection methods to uncover the groups

[129, 183, 126, 194, 195, 196, 197] . The goal of this work is to support law enforcement

investigations by allow investigators to uncover connected profiles based on similarities,

interactions, and relationships with identified instances of trafficking.

Other papers dealt specifically with identifying grooming behaviors and child exploita-

tion online. These papers used NLP and machine learning methods such as formal concept

analysis[136], and various supervised learning approaches [137, 138, 139, 140] to catego-

rize grooming behaviors in chat logs. The goal of this work is to assist law enforcement

with assessing threat levels related to sexual abuse of minors.

Other papers in this category related to applications of computer vision models for

forensics - including matching identifiable features in sexual abuse imagery [131, 132,

133, 134, 135] and tracking unique characteristics present in other human trafficking re-

lated images [192, 193]. Papers [131, 133, 198] all tackled the problem of vein pattern

visualization where computer vision techniques are used to locate vein patterns seen on

body parts to use for identification purposes. This application is particularly important

for identifying the perpetrators in child pornography as faces tend to be obscured [131].

Additionally, to aid in the identification of child pornography and sexual abuse imagery,

papers used various deep-learning models to estimate ages [132, 135, 199] and assist with

generating age progression photographs [134].

Finally, this category also included papers that designed tools to support law enforce-
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ment investigations through building tools to organize leads [200, 201, 202], visualizing

case data [203, 190], and improve search capabilities[120, 204, 205, 206, 207, 191, 208].

Informing Policy Decisions

Papers in this category used computational approaches to evaluate current policy and pro-

grams. Many papers borrowed methods from operations research and used simulations to

evaluate the efficacy of current policies. For example, [127] used system dynamics simu-

lation models6 to evaluate outcomes based on different labor policy implementations and

[128] similarly used system dynamics models but focused on policies targeting sex traffick-

ing. Much of this work relies on data from national reports. For example, [210] constructed

transnational flow models using both quantitative and qualitative data within the US State

department’s annual Trafficking in Persons (TIP) report.

Others like [211] focused on improving risk assessments that identify vulnerable pop-

ulations. Their goal was to better inform policy and governmental practices for preventing

instances of trafficking. Additionally, [182] sought to evaluate the impact of environmental

disasters (like hurricanes) on human trafficking patterns and whether these event increase

the risk of victimization within already vulnerable populations. The goal is to both better

understand the human trafficking ecosystem and to link the potential relationship between

climate change and the increased risk for victimization.

Finally, papers in this category included [212, 213] which sought to use machine learn-

ing to improve prevalence estimation. For example, [212] specifically targets labor traf-

ficking and uses time series analysis to estimate the scale of human trafficking in particular

regions in India. Prevalence estimation is important for policy makers as these estimates

provide context for decision-making and resource allocation.

Papers within this use case could align across all the categories in the 4P paradigm

depending on the use case. Much of the work for this use case emphasizes evaluating

6System dynamics simulations use models to represent cause-and-effect relationships and equations to
simulate system behavior. Example models include causal-loop diagrams, and flow diagrams [209]
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current policy practices or estimating current population to better inform policy decisions,

while placing less of an emphasis on policing or establishing laws. Thus, while some papers

mention how their work could improve criminal justice policy and prevent trafficking, these

papers perhaps better fit somewhere between prosecution and prevention.

Preventing Human Trafficking and Educating the Public

As the name of this category implies, papers in this category focused on preventing traffick-

ing from occurring and explicitly fell under ”Prevention” within the 4P paradigm. Papers

that focused on preventing cases of trafficking tended to focus on either developing com-

putational models to predict high risk individuals [214, 215] or on developing models to

detect grooming behavior7 so that interventions can occur sooner [136, 216, 217, 218].

This is distinct from the risk assessments described in the section above because the papers

in this category are specifically intended to improve online moderation rather than inform

governmental policy decision makers. Further, these predictions are intended to only be

used in online settings and cannot be used to predict risk of victimization outside of an

online context.

Additionally, some of the papers in this category further focused on developing systems

to educate the general public about internet safety and human trafficking indicators. For

example, [219] built a video game to teach children about harms online.

With the exception of [214], all of the papers in this category exclusively focused on

preventing the trafficking of children and none focused on preventing labor trafficking.

Supporting Survivors of Human Trafficking

Only one paper fell within this category – [220] built a web-application to support Nepalese

survivors needs for peer-bonding and social support. This work corresponds with ”Protec-

tion” within the 4P paradigm.

7grooming is a term used to describe the manipulative tactics adult sex offenders use to form connections
with children for the purposes of future victimization
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Unclear

We labeled one paper, [221], as unclear. The authors of [221] built the tool, “Cyber Traf-

ficking Surveillance System (CyTrass)”, to analyze discussions of cyber-trafficking related

discussion on social media. However, it was unclear how the authors intended this system

and its insights to be used in practice.

5.5.2 Intended Users

The overwhelming majority of papers (73%) explicitly list law enforcement as an intended

user of the system. Interestingly, very few of these papers mentioned engaging with law

enforcement as part of the design and development process despite the focus on law en-

forcement applications.

Other users mentioned included governments, NGOs & non-profit organizations, policy

makers, military, the general public and parents of young children.

5.5.3 Discussion of Ethics

In our analysis, we also analyzed the discussions of ethics and limitations within the paper’s

text (if present). We took a broad definition of ethics for this analysis which included

any discussion of impacts and potential harms and any discussion that considered ethics

principles in the research process.

Only 11 papers had explicit mentions of ethics either as a distinct section or embedded

within another section. Within these papers, most focused primarily on issues of fairness

and bias stemming from datasets. For example, papers [199, 132, 134] assessed the accu-

racy and bias present in facial recognition software used by law enforcement. These papers

all note that many of the datasets that underlie commercially available computer vision

software are unbalanced with respect to race, gender, and age; The result is that many of

these tools have lower accuracy on faces that are young, feminine, and/or have darker skin

[134, 131].
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Additionally, only 2 papers explicitly mentioned using an ethics framework to guide

their analysis. [222] examined the privacy implications of image classification used to

detect child pornography and used the ”Personal Information Protection and Electronic

Documents Act” or PIPEDA principles8 to guide their analysis and research process. Using

principles from prior work on bias and AI systems, [126] proposed a bias mitigation plan

as an inherent part of their research approach and tool design. Their plan included steps to

both diagnose potential sources of bias and steps to mitigate those biases.

To some extent, the overall lack of ethical discussions can be explained by paper length

limitations and the differing conventions for paper formats at different computing confer-

ences. While limitation sections are common, distinct ethics sections are not.

5.6 Application of the Human Rights Framework

In this section, we use the human rights principles established in [144] to analyze our data

and provide a series of recommendations for future work. This paper seeks to answer what

it means to address these 8 principles – Privacy, Accountability, Safety & Security, Trans-

parency & Explainability, Fairness & Non-Discrimination, Human Control of Technology,

Professional Responsibility, and Promotion of Human Values – with respect to the develop-

ment of AI for anti-trafficking. We use this lens because it provides a universal vocabulary,

well-developed standards and principles, and a concrete framework for solutions. Note that

due to the high degree of overlap in our analysis, we condensed the principles ”Privacy”

and ”Safety & Security” into one section.

5.6.1 Privacy, Safety, & Security

Privacy, Safety and Security have long been established in human rights law, and privacy

is considered a fundamental human right under the UN’s Declaration of Human Rights

(UNDHR) [148]. In the context of AI research, these principles are concerned with the

8PIPEDA is federal data privacy legislation in Canada

71



idea that AI systems should respect an individual’s right to privacy – particularity with

respect to data privacy, and that AI systems and their underlying datasets should be secure

and resistant as much as possible to compromise.

The privacy and security concerns we found in our analysis using these principles

stemmed from the datasets that underlie the models – raising issues around the storage,

collection, and access to data as well as concerns about the scope of data collection and

its impact on marginalized groups. In this section, we will first focus on issues of data

collection scope and impact, and then focus on issues relating to long-term data steward-

ship and security practices. We noted three themes in the gaps in how papers addressed

privacy. First through their dataset collection process and tool designs, we noted that sev-

eral papers advocated either directly or indirectly for mass-scale surveillance and are thus

potentially violating peoples’ right to privacy. Second, we noted instances of researchers

potentially exposing identifiable data either within the paper itself or through the release of

non-anonymized public datasets. Finally, we find that this research raises questions about

data access and protection.

We found a number of papers whose work – either directly or indirectly – advocated

for mass-scale surveillance and used crime prevention as justification. This is a concerning

theme to find because some cases of human trafficking have been linked to corruption and

exploitation by user groups identified in the corpus [187, 223]. Additionally, surveillance

for the purposes of crime prevention historically has also been used for human rights abuses

and remains a contentious civil rights debate [224, 225, 226, 227]. While this work repre-

sents avenues for social good, we have to examine what limitations should be considered

for collecting data and what impact this work will have on different groups. These privacy

concerns were especially prominent in models designed to detect instances of human traf-

ficking in online activity. For example, [217] developed a tool for parents that monitors

a child’s online activity and uses AI to detect instances of grooming behavior. Similarly,

[215] developed a system of connected IoT tools that tracks children’s movement patterns
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via GPS to prevent cases of child abduction for the purposes of sexual abuse. While human

rights law is murky concerning children’s rights to privacy, many of these applications –

through the collection and storage of data concerning these children’s activities – create

potential avenues for harm. This work often ignores the potential for adults to use these

systems for abuse and control and also ignores the very real cases where human trafficking

is facilitated by a parent or close relative. Based on reports to service providers, between 10

and 30% of human trafficking cases are facilitated by family member [223]. Further from

a security perspective, the collection of data on children’s activities if compromised might

further put vulnerable children at risk for exploitation. Recent cases like IoT baby monitors

being hacked by pedophiles have driven security researchers to caution using these tools to

track children [228].

We found concerning privacy implications even in papers that didn’t target children

specifically. This raises concerns over how this kind of data collection could dispropor-

tionately impact other vulnerable populations. For example, papers [117, 118, 119, 120,

121, 122, 123, 124, 125, 126, 32] collected data from sex work sites and provided this

data to law enforcement and government entities. These datasets contain information on

both human trafficking victims and voluntary sex workers; as a result, this data raises a

number of privacy concerns beginning with the issue of misidentification. False positives

generated by AI systems trained on these datasets could result in increased police and gov-

ernmental intervention on groups historically affected by police and state violence. Further,

these datasets tend to disproportionately contain data on marginalized identities – includ-

ing BIPOC (Black, Indigenous People of Color) and LGBTQ+ people – who are already

over-surveilled and subject to discriminatory practices resulting from increased surveil-

lance [229, 230]. The use of satellite imagery as seen in papers [212] and [213] further

sharpens our concerns. While tracking behaviors using satellite imagery have been used

in a number of positive circumstances such as holding governments accountable and de-

tecting cases of human rights abuses [231, 232], there are concerns that these systems will
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be used by nation-states to invasively monitor citizen’s behaviors and could be used to

systematically target marginalized groups [233].

In addition to data privacy, we as researchers must examine the ways publishing mate-

rials can potentially violate the right to privacy. In our corpus, most papers used mockups

or synthetic data in examples to protect the privacy of victims. However, we found a few

notable examples where researchers used real data within the text of the paper and/or used

a public dataset with Personally identifiable information (PII) present. In all these cases,

the PII concerned the perpetrators of sexual abuse or human trafficking. We caution against

this practice and urge researchers to protect the privacy of all subjects in a dataset including

perpetrators, even though the laws surrounding the privacy rights of those accused of crimes

is in many cases unclear. This is especially important because even within the corpus how

a person is being labeled a trafficker can be unclear (eg is a person labeled a trafficker upon

conviction? After being accused? etc.). We further argue against releasing datasets with-

out anonymizing this information and caution against using public datasets who engage in

this practice as this has the potential to legitimize bad privacy practices (and in the case

of one paper, potentially draw more attention to the social media accounts for suspected

terrorists).

Finally, the issue of data access and sharing raises a number of questions concerning

privacy. In our corpus, the datasets tended to fit into three categories:

1. Public facing datasets that the authors did not create. For example, many papers use

the IMDB-WIKI dataset [234] for training computer vision models for age estima-

tion.

2. self-collected datasets that an author created by scraping public webpages

3. datasets provided to the authors by a third-party.

For public datasets, most papers used existing public-facing datasets and tended to have

no data on human trafficking. This was particularly present in computer vision papers con-
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cerning age estimation who use human trafficking as a motivating reason to pursue this line

of work but didn’t exclusively examine human trafficking imagery. Researchers releasing

public datasets about trafficking brings up the question of how their anonymization process

guarantees privacy.

In cases where researchers collected their own datasets or were granted access to an ex-

isting private database, many of these datasets nominally collected no ”identifiable data”.

Thus, it is unclear if laws such as GDPR9 – which underlie most current human right ap-

proaches for protecting privacy rights – apply to many of the datasets described in this

corpus. This brings up a number of questions concerning long-term data stewardship prac-

tices. Who is allowed to view the dataset including after the project is complete? What

is the process for guaranteeing that only those individuals will have access to that data?

Are there existing methods to proactively check for data-breaches? Long-term who retains

control of these databases?

While answering these questions are typically is beyond the scope of most research pa-

pers, addressing these questions within publications represents an avenue for researchers to

lead by example by demonstrating their principles for privacy protections and data steward-

ship. Additionally, by not addressing privacy concerns, it becomes difficult for reviewers

and readers to evaluate the tool with respect to ethics.

5.6.2 Accountability

Accountability concerns the mechanisms that exist to monitor the impacts of AI systems

over time as well as the processes to determine who is responsible when things go wrong. In

practice, this principle has been applied to AI research through recommending new policy

and regulations, requiring routine impact assessments, and establishing auditing require-

ments thorough an AI system’s life-cycle.

However, conceptualizing accountability with respect to academic work can be chal-

9GDPR stands for the ”General Data Protection Regulation” and this the European Union’s data privacy
and protection law
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lenging. In AI governance, Accountability is often discussed with respect to legal risk and

responsibility. But this is not often applicable in academic settings because not all of the

papers involve a fully deployed AI system. Thus, we instead focus our analysis on what

mechanisms exist to address accountability aimed at the pre-deployment stage of AI de-

velopment. This is most commonly through impact assessments which emphasize authors

identifying and documenting potential harms and risks.

As all the papers in our corpus were peer-reviewed, we can assume that some level of

this analysis was performed – ensuring a certain level of verifiability and replicability of

the work. However, not all peer-review systems explicitly require reviewers to consider

potential impacts and risks. Though this is becoming more common with more academic

venues requiring authors to include analysis of harms and benefits in their work and to

require reviewers to reflect on those points.

We found that documentation on the harms and benefits directly within the text of the

papers was also inconsistent across the corpus. As mentioned in our findings section, very

few papers explicitly mentioned issues of potential harm or identified risks. Additionally,

few authors mention using impact assessment directly within the publications and even

fewer authors address issues of long-term evaluations or mechanism for redress. There

were some notable exceptions in our corpus however. [187] considered the specific needs

of survivors and included specific design considerations to prevent data misuse, while [126]

included an impact statement within the paper and emphasized design considerations for

bias mitigation and redress.

5.6.3 Transparency and Explainability

Transparency and Explainability are concerned with the ability to understand and evaluate

AI systems. Together, the relate to the idea that AI systems need to be designed so that

oversight is possible and that technical concepts about an AI system should be translated

into human-intelligible formats. Historically, this has been thought of as a binary (i.e.
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a system is either fully transparent or fully opaque), but more recent attention has been

called to the idea that transparency – throughout the development life-cycle – exists on a

continuum. Explainability is concerned with how technical concepts about an AI system

can translated into human-intelligible formats.

Academic work can be transparent through open data and code, accessible documen-

tation of the design process and results, and mechanisms to evaluate how the work will

impact the general public. As discussed earlier in the privacy section, open data and code

is not always a feasible option for research in this field. The need for transparency has to be

balanced with the right to privacy and the need to protect investigative procedures. Though,

some of the papers in the corpus have suggested dataset alternatives to ensure privacy while

also promoting transparency. For example, some authors test their models using datasets

that are related to the task but don’t contain actual entries of human trafficking. For ex-

amples, papers [131] and [133] trained computer vision algorithms to match vein patterns

in thighs and arms for forensic investigations of child pornography. Both papers use a

dataset that collected images of these body parts from willing participants and not from

sexual abuse imagery. Similarly, papers [134, 132, 135, 222] (which sought to improve age

estimation of images for detecting cases of sex trafficking) online used public computer

vision datasets of faces unrelated to trafficking to train their models. Similarly, work from

related fields has suggested the use of ”semi-synthetic” datasets as a workaround for this

issue [235].

With respect to transparent documentation, all of the papers in the corpus clearly lay

out their data collection, design process, and methods within the text. However, evaluat-

ing the transparency of this reporting is difficult when there are differing standards across

publication venues for the reporting of results, limitations, etc. For example, only 20 pa-

pers (roughly one third) included a specific limitations section or the explicit discussion of

limitations with another section such as the discussion section. Those that did discuss lim-

itations tended to somewhat narrowly focus on dataset bias. Further, as mentioned in the
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accountability section, rarely did authors discuss the impact on stakeholders. The degree

to which authors address potential harms and impact is somewhat determined by the norms

of specific academic communities and page lengths.

Another issue affecting the transparency of this work is that academic papers are not

the most accessible to all audiences. Almost all of the papers are hidden behind a paywall

which limits who can easily access the information in the paper and evaluate the methods

and limitations. Furthermore only 11 of the papers (roughly 15%) included an explicit

statement about the availability of the data and/or code relevant to the study (including

those that justified not making the data or code available) with only 9 of those papers

including links to either the code or dataset. While some of the papers outside of these

11 used publicly available datasets, the authors did not mention this within the text on the

paper.

5.6.4 Fairness and Non-Discrimination

Perhaps the most discussed topic within the corpus was the issue of bias. Most papers ac-

knowledged the bias present in datasets, but none discussed bias in the model itself or in

the focus of the applications. Discussions of bias are critical in this context as issues of

discrimination in Human Trafficking applications can have profound life-or-death implica-

tions.

There are a number of areas where bias is potentially introduced into these systems,

including bias present in the datasets, the labeling schemas, and the models trained as a

result. There may also be bias present in what areas that computing researchers tended to

focus on.

Within our corpus, we identified several incidents of bias with respect to gender, age,

disability, and socioeconomic status that were present in the datasets that underlie these AI

systems. In many cases these biases stems from a lack of sufficient training data. As papers

from the corpus note [134, 199], many of the systems – especially those that employ facial
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recognition or age estimation techniques – lack sufficient training data on darker skin tones

and thus are less accurate at identifying faces of BIPOC individuals. This issue of racial

bias in computer vision applications is not unique to human trafficking efforts, but in this

context these biases result in the development of real-world systems that are less accurate at

identifying BIPOC victims and reinforces existing disparities in the criminal justice system.

[199] further notes that many of the commercially available facial recognition algorithms

used in identifying cases of child sex trafficking are less accurate on younger and female

faces. This indicates that these systems – which are currently used today to specifically to

identify cases of child sex trafficking – might not work as intended in that exact context.

In practice, these biases translate to systems limiting which cases are investigated, which

victims are identified, and which cases go to trial all while reinforcing existing racial and

gender disparities in the criminal justice system.

It is also unclear how effective many of these computer vision models are on identifying

faces with unique facial features such as those with Down’s Syndrome, facial scarring,

or prominent birthmarks. Given that none of the training datasets explicitly mentioned

collecting images of those with disabilities or facial differences, it is likely that the accuracy

of these models are limited in this area. Individuals with disabilities are at increased risk of

exploitation [223]. Again these systems have the effect of steering investigations towards

only certain groups.

Related to this issue of dataset bias, is the issue of gathering valid and representative

“ground truth labels” as to a person’s status as a victim of human trafficking or relating

to a person’s likelihood of being trafficked in the future. In this space, the most common

application of AI is for automatic identification of human trafficking victims and/or the

prediction of the likelihood of a person being trafficked in the future. Ground truth data

labels are directly fed into most systems and used to measure the accuracy of models de-

veloped. Thus, establishing the validity of these labels is a critical process to research in

this space and directly impacts the quality and effectiveness of the resulting systems. We
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identified a number of challenges in gathering ground truth labels revealed by our corpus.

First, there is a general lack of consensus on a clear definition of human trafficking. As a

result, some authors conflate instances of voluntary work with human trafficking or con-

flate certain behaviors as being high risk for trafficking. For example, one paper collected

data from an online fetish website and conflated interest in consensual taboo sexual pref-

erences for involuntary human trafficking. Compounding this is the general ”fuzziness”

with distinguishing between exploitation and trafficking. As many researchers note, hu-

man trafficking exists on a spectrum and drawing a firm line is a complicated task [8].

Even law enforcement are reluctant to make firm judgements on what is or isn’t human

trafficking - saying that it takes multiple in-person interviews to determine that [13]. Thus,

this process of labeling ground truth injects bias into the dataset as these labels will reflect

the cultural values of the researchers and experts assisting with labeling. Additionally, the

models themselves may learn racist human trafficking indicators was the case with [117]

which found that their machine learning model learned that the phrase “Asian” indicates

sex trafficking.

There is also a general lack of established ground truth data sets - especially with re-

spect to distinguishing between consensual sex work and human trafficking. There are no

standardized techniques to label activity as human trafficking or as high risk of trafficking.

Thus, researchers rely on proxy indicators of trafficking such as suspicious key words that

are suggested to be indicative of trafficking. Most commonly, researchers have used law

enforcement or NGO-generated key-words to label advertisements as likely involving hu-

man trafficking as seen in [117, 118, 121, 122, 123, 125, 130, 126, 188]. However, experts

often disagree as to how accurate these key-words are at predicting human trafficking cases

[8, 236, 237, 33]. As one researcher put it “no researcher or investigator can ascertain with

100% confidence that a particular online advertisement is a positive case of sex trafficking,

just as one cannot be completely certain whether an advertisement is a negative case” [8].

To date no research has empirically evaluated the reliability of these keywords.
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Finally, as noted earlier in our results section, the overwhelming majority of papers

focused on sex trafficking - with a nearly even split of adult and child cases – and focused

heavily on building systems for investigative purposes. There is a serious gap in work

addressing labor trafficking and work that addresses the needs of survivors and service

providers. The principles of fairness and non-discrimination extend beyond algorithmic

bias and also include the principles of inclusiveness in design and in impact. Only two

papers took into account the needs of survivors [187, 220] and none explicitly included

survivors as authors. Only a few papers mentioned working directly with their intended

users as part of the design process.

5.6.5 Human Control of Technology

The principle of Human Control of Technology deals with the ethical tensions that arise

as a result of shifts in control away from people to AI systems. Both the individuals who

use an AI system and those who are impacted by said system should be able to review

decisions and remedy any objectionable results. In practice, human control of technology

takes on a variety of forms – such as designs that integrate ex post expert reviews, models

that incorporate direct human input, and even designs that include models that predict when

humans should intervene.

In our corpus, we found a spectrum of how authors included human input/reviews –

from fully autonomous designs where expert input was limited to labeling and evaluation

tasks, to designs that fully integrated direct human-input. Where a paper fell on this spec-

trum tended to depend heavily on what computing sub-discipline the authors drew their

methods from. Papers using methods from data science and machine learning tended only

include human input in dataset labeling and model evaluation tasks, whereas papers who

used methods from HCI tended to include more involved human-in-the-loop elements in

their designs. However, the overwhelming majority of papers in our corpus limited human

input to only dataset labeling and rarely included expert evaluation of the results after the
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fact. Papers [138, 212, 131, 117, 118, 122, 123, 193, 238] all used experts to label their

training data and used these labels to evaluate the accuracy of their model’s decisions; but

none of these papers included expert evaluation of these decisions afterwards. This gap

highlights opportunities for future research to include more avenues for human interaction.

This also brings up the concern that incorporating AI systems is inherently changing hu-

man behavior. Rather than human users acting as safeguards, these systems may influence

their users to instead change behaviors [158]. Further research is needed to understand how

in-situ uses of AI are affecting excising decision making process, especially in the context

of criminal justice systems and policy oversight.

5.6.6 Professional Responsibility

This principle emphasizes the personal responsibility researchers have when designing any

AI system and argues that researchers should ensure that appropriate stakeholders are in-

cluded and that long-term impacts are accounted for. In our analysis, we examined this

principle with respect to themes mentioned in the framework: 1) responsible design, 2)

consideration for long-term effects, and 3) multi-sector collaboration.

Responsible design calls for researchers to directly engage with how AI impacts society

and encode values that align with social norms. This highlights the need for researchers

to center their design around considerations for potential harms and benefits of their work.

This ties into the next principle of ”considerations for long-term effects” as researcher

should consider the benefits and harms beyond the immediate. Long-term effects of re-

search are difficult to evaluate as academic papers represent snap-shots. However, a some-

what troubling trend is how few papers directly mention long-term plans or the evaluation

of future harms. Related to the discussion of long-term effects, is the also question of long-

term data stewardship. What happens to these datasets after a research project is complete?

What should the long-term data plan be for projects using human trafficking data?

Finally, multi-sector collaboration is a necessity with this research. However beyond

82



labeling and data access, we need to ask what it means to partner with external groups

on research projects. These partnerships can be a mechanism to include voices typically

excluded in academic settings. But note that these groups are not necessarily bound by

the same standards as academics; there are little regulations with how private organization

operate, collect data, or use results from research. Additionally, this research could also be

unintentionally lending credibility to harmful industries and practices. For example, [205]

partnered with an organization comprised of “psychic detectives”, a well-known predatory

industry.

5.6.7 Promotion of Human Values

This principle is concerned with the idea that AI should be developed and used to pro-

mote ”human flourishing” and leveraged to benefit society. All of the papers in our corpus

intended to do this. The goal of these papers is to use computing to combat human traffick-

ing and support existing anti-trafficking efforts. They also represent avenues to inform the

broader public of the issue of human trafficking.

However, given recent controversies surrounding law enforcement use of AI and its

ability to cause harm, it is worth examining how these tools might be used in ways that

could be detrimental to society. Facial recognition is an interesting case study to examine

in this context - especially as many of the papers are either developing systems for facial

recognition or use facial recognition as a component within a tool used by law enforcement.

We recognize that facial recognition is an important tool for law enforcement; As noted by

papers in our corpus, facial recognition has, for example, been used to search for missing

persons suspected to be trafficked [134, 135], identify perpetrators in child abuse imagery

[131, 133, 132], and forensically link evidence over time [239, 135, 240]. There have been

several notable cases where the use of commercially available facial recognition APIs have

lead to the arrest of a trafficker [142, 241].

However, these same APIs have also been used by law enforcement and governments in
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other contexts with little oversight. For example, during the US Black Lives Matter Protests

in 2015 and 2020, facial recognition was used by law enforcement to identify and arrest

protesters [242]. In China, facial recognition has long been a component of the systematic

processes used to surveil and oppress ethnic minorities [224]. Additionally, because of

bias present in the models and data, facial recognition has resulted in a number of wrongful

arrests caused solely by algorithmic miss-identification [225]. Together these concerns

have lead many civil rights organizations to call for the ban of facial recognition used for

law enforcement purposes until better safeguards can be put in place [242, 243].

This brings up the concern that the development of AI for human trafficking purposes

can cause unintended harm especially towards marginalized communities. More research

is needed to understand the impact of AI in criminal justice and governmental settings.

This research should further include mechanisms for community input and control with

particular attention given to including marginalized communities.

5.7 Discussion

As research in this area continues to grow, we as a research community should consider

how this work will affect the world around us. We believe this paper marks a first-step

towards examining the ethical tensions present in this line of work and further highlights

areas for future research. In this section, we briefly summarize some of the challenges we

identified and propose the following calls to action and future research directions.

5.7.1 Broader Use of Participatory Design

Responding to the problem of human trafficking necessarily requires interdisciplinary and

multi-sector collaboration. The research community has already responded to this need

through partnerships with NGOs, law enforcement, the civil sector as well as through cross-

discipline academic research. However as discussed in our analysis, there is a need for re-

searchers to include a broader range of stakeholders in the research process – with special
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care taken to include those most impacted by the research. AI research on human traf-

ficking often impacts marginalized groups including sex workers, migrant workers, queer

identities, and people of color. In addition, data collection has the potential to further harm

and stigmatize survivors of human trafficking.

Despite how this work may impact these groups, we found that few papers directly in-

cluded survivors, sex workers, or migrant workers in the research process. There is a strong

need for future work to directly incorporate a broader range of stakeholders within the re-

search process. As the products of AI research can further marginalize already vulnerable

groups, future AI development for human trafficking should ensure that survivors are in-

volved in the development and research process. Participation from these groups can take

many forms: survivors could be involved to vet ground-truth data used to train these sys-

tems and evaluate research outcomes, through processes to evaluate and inform research

questions and applications, and through direct inclusion as researchers themselves. Fu-

ture work could also benefit from action research performed in partnership with survivor

groups. Prior work (found both in our corpus [187, 220] and elsewhere[166]) has shown

that partnerships with survivor groups helps center survivor voices in the research. In both

[187] and [220] the use of focus group discussions and frequent feedback sessions with

survivors was found to be helpful for uncovering key values and critical needs that underlie

their design choices.

However, how participation is included in practice will have profound effects on fu-

ture AI development. Participatory research is not without its flaws [244, 245] and we

encourage researchers to examine the power structures embedded in participation [166].

Particularly when including survivors in the research process, we must be cognizant of the

fact that participation must provide benefits to all participants. Some survivors who have

shared their experiences have felt exploited by the researcher and anti-trafficking commu-

nity [246, 166]. Researchers need to ensure that survivors are not further exploited by

the research process and that survivors are recognized and compensated for their expertise
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and knowledge. The goal with engaging with practices like action research and participa-

tory research should be emancipation and democratization [247]. To this end, we argue

that survivors and other marginalized groups should be directly and equally included in

the research process – not as subjects or users, but instead as project leaders, researchers,

and PhD students. Towards this goal of direct inclusion, future work should also examine

what existing barriers are in place that have historically prevented direct and equal partic-

ipation from these groups. This represents an opportunity for researchers to examine the

ways in which technology can further participation and cross-disciplinary research with

under-served populations.

5.7.2 Broadening Research to Address Gaps and Engage with Other Forms of Trafficking

As discussed earlier in the “Fairness and Non-Discrimination” section, there are a number

of areas that have seen little attention from the research community. Thus far, the research

community has disproportionately focused on sex trafficking and in particular child sex

trafficking. As a result, there is a distinctive lack of research addressing labor trafficking –

despite estimates pointing towards labor trafficking being the most common form of traf-

ficking worldwide [248]. Further within research specifically focusing on sex trafficking,

there is a lack of research addressing sex trafficking experiences beyond forced prostitu-

tion and pornography. None of the papers we have reviewed have addressed the issue of

forced marriage and only one of the papers [221] addressed cybersex trafficking. Addi-

tionally, the existing work on sex trafficking tends to focus heavily on women, girls, and

trans-feminine victims. Notably, many of the data sources used by researchers exclude men

and trans-masculine individuals; thus to date, little research has focused specifically on ad-

dressing sex trafficking of men and non-binary individuals. Finally, the existing work has

more broadly focused on assisting “prosecution”-aligned efforts and in particular on victim

identification rather than addressing the other 3Ps: Protection, Prevention, Partnership.

Together, these gaps highlight the need for future work to examine the larger human

86



trafficking ecosystem. Prior work has noted that labor trafficking is increasingly inter-

secting with technology which represents avenues for researchers to understand the labor

trafficking ecosystem using similar methods as the work done to understand the sex traf-

ficking ecosystem. These gaps also highlight the need for further research on the ways in

which technology is changing sex trafficking and mechanisms to prevent internet-facilitated

exploitation. We urge researchers to use their platform and audience to draw attention to

other forms of trafficking.

In addition to broadening the focus of AI research, we also advocate for further research

focusing on the impacts of deploying this research. Particularly as much of the work in-

tersects with the criminal justice system, we urge researchers to examine how these tools

are impacting decision-making processes. We call for more research focused on examining

the use of AI in-situ perhaps using similar approaches as those used in understanding AI

impacts in healthcare, etc [149].

5.7.3 Development of Best Practices for Harm Prevention

Research directed towards human trafficking applications present unique avenues for poten-

tial harm. There is the potential to cause harm through the data collection process, through

the design choices made by researchers, through misuse of existing tools, and even through

harm to the researchers caused from interacting with disturbing materials. To this end, we

urge the research community to form a series of best practices targeting harm prevention

with a particular focus on data privacy and security practices, long-term data stewardship

practices, and transparent design documentation. Careful attention must be paid towards

ensuring that research efforts do not cause more harm than good and that the work does not

infringe upon the rights of individuals impacted by the research. When developing these

best practices, the research community should consult with those most impacted by this

research – including survivors, migrant workers, and sex workers – to ensure that these

best practices reflect their needs.
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In addition, these best practices can draw from guidelines developed for computing re-

search that handles similarly sensitive topics. Borrowing from guidelines developed for

computing research that handles sensitive data, future work should include mechanisms

in their designs for proactive monitoring, use data sharing agreements that limit access

to sensitive data, and include policies to delete datasets after a project is complete [150,

249]. With respect to data privacy, future work should consider using mock datasets along-

side other datasets to improve the transparency and accountability of the work while also

preserving the privacy of survivors. Finally throughout the design process and within the

text of the publication, researchers should document potential harms, benefits, and most

importantly strategies for mitigating harm.

5.7.4 Broader Inclusion of Ethics Disclosures in Research and Transparent Discussions

of Limitations

Our analysis highlighted the need for a standardized practice of including ethics discussions

in academic work and for researchers to include transparent and accessible documentation

of terms of use and limitations of their work. The practice of including ethics discussion

– particularly an ethics discussion focusing on the potential harms and benefits – would

help ensure that researchers consider the impacts of their work and would further help the

broader community asses the impact of these AI systems. However, there is a real asym-

metry in power and knowledge between those who create these AI systems and those who

use and are impacted by said systems. Researchers must be cognizant of this asymmetry in

designing and writing their limitations and careful attention must be paid to ensuring that

the broader public fully understands the impact of their work.

Researchers should also include similar discussion of limitations and biases for their

datasets. Especially for datasets that are shared beyond those who collected it, datasets need

to include documentation detailing the data’s provenance, limitations for usage, and any

known biases. We encourage researchers to consider using tools such as the one provided

88



by the Data Nutrition Project10 to detail these data limitations in an accessible format [250].

Finally, researchers should consider ways to include the discussion of limitations within

the design of the tool itself. Tool interfaces could, for example, include disclaimers written

in clear language detailing the limitations of the tool. Additionally drawing from fields like

information visualization, future research could look at how can we can design interfaces

so that users can clearly understand the limitations of an AI system and the biases of the

datasets used [251, 252].

5.7.5 Limitations of AI for Human Trafficking

Human trafficking is inherently linked to inequality and marginalization [253, 223]. Human

trafficking is a deeply complex problem that is difficult to research and requires navigat-

ing intersecting complex social, economic, cultural, and political structures that facilitate

exploitation. At the root of it all, those most vulnerable to exploitation are marginalized

groups who have unequal economic opportunities. Thus, dismantling systems of oppres-

sion and implementing necessary social programs (like increasing the number of long-term

shelters and support for equal education and employment opportunities) will have profound

effects towards ending human trafficking. To this end, we must be cognizant of where and

when AI should and should not be used. Technology and AI systems should not replace

or be used instead of much needed social programs, training, and education. We must

be careful as computing researchers not to divert resources from social programs towards

technology development.

Further, AI systems should not be marketed as “bias-free” or “objective” tools that

overcome the limitations of human decision making. Especially in the context of criminal

justice applications, AI systems have been shown time and time again to both reproduce and

magnify existing inequalities [254]. Researchers must pay attention to the language they

use when describing their tool’s intended use cases to watch for descriptions that imply

10https://datanutrition.org/
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this. As discussed earlier, the limitations of any system must be understood by its users.

5.8 Conclusion

With the availability of new datasets and the increased awareness, applying AI to combat

human trafficking is an emerging area for new research. In this paper, we analyzed a corpus

on this topic using human rights as a lens to highlight ethical tensions that arise from this

work. We further propose five calls to action that highlight avenues for ethically-driven

future work. We hope this work provides inspiration for thoughtful future research aimed

at tackling human trafficking.
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CHAPTER 6

VISUAL ANALYTICS PROTOTYPE FOR UNCOVERING HUMAN

TRAFFICKING OPERATIONS USING SPATIOTEMPORAL MATCHING

6.1 Introduction

In this chapter, we present a visual analytics prototype designed to help law enforcement

overcome linkage blindness within human trafficking investigations. As described earlier,

linkage blindness is a common investigation challenge where officers either fail to rec-

ognize that cases are connected or are unable to establish connections between ongoing

cases. In our prior work [13], we found that one of the investigation challenges officers

frequently encounter is connecting human trafficking cases using existing tools. Officers

consistently described struggling to generate leads when the only available information on

a case was location based. This investigation roadblock frequently occurs when the pri-

mary data source for an investigation lead is from social media meta-data, hotel and taxi

receipts, and/or phone records. In these circumstances, officers may not have confirmed

phone numbers or full legal names for a victims and thus cannot use existing software for

connecting cases because these tools require the officer to know either a name or phone

number. As a result, our participants specifically described a need for tools to support the

ability to connect cases based on geospatial-temporal behavioral similarity.

In addition, human trafficking cases (especially those that involve criminal networks)

often rotate or frequently move victims between locations as a strategy to avoid detection

[90, 19]. In these cases with frequent movement, traffickers will often re-visit locations or

follow a set pathway to transport their victims – which leaves behind a potentially traceable

movement pattern. These may be circuits, which are common routes used by multiple or-

ganizations/traffickers, or they may follow organization/trafficker specific routes between
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owned locations [20]. If we can isolate that pattern of movement, we can identify groups

of victims that otherwise are hard to detect using existing strategies. Knowing the infor-

mation can assist law enforcement in disrupting these networks and empower them to form

effective collaborations between agencies.

Thus, given these officers’ needs and the established practice within criminal justice of

using movement behavior to link cases, we designed a tool that allows officers to search

based on similar geospatial movement behavior to provide officers with the much-needed

insight to connect cases. Our tool was designed to work within existing investigation prac-

tices and potentially help replace slower existing methods that rely on manual processes

(such as analyzing movement behavior on a hand-generated map).

In designing our tool, we took a user-centered approach. We gathered design goals and

user tasks through interviewing police officers and other anti-trafficking practitioners, per-

forming a human-rights centered systematic literature review, and attending anti-trafficking

workshops and meetings. The insights from these activities comprise our prior work de-

scribed in chapter 4 and chapter 5. To present our prototype, we provide examples using a

mix of synthetic data and real data based on a dataset used currently by law enforcement.

The synthetic data was generated based on police reports and press releases on two famous

human trafficking cases. These two cases were chosen to show the diverse circumstances

human trafficking can take and highlight the flexibility of our tool in working with a range

of human trafficking investigations.

The major contributions of this work include: 1) the design goals and challenges for

supporting human trafficking investigations, 2) a prototype for a visual analytics tool de-

signed to help law enforcement explore movement behavior and query for potential leads

using behavior patterns, and 3) example usage scenarios illustrating how the tool can be

used to support current human trafficking investigations. Further this work represents a

preliminary attempt to put the ethical principles discussed in the previous chapter in prac-

tice while also addressing law enforcement needs. Through our example usage scenarios,
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we find that our concept shows promising utility for augmenting existing investigation prac-

tices and overcoming linkage blindness problems.

6.2 Related Work

6.2.1 Trajectory Mining

As noted in the Related Works (chapter 3), there is a wealth of existing literature focused

on developing techniques for trajectory mining for a variety of analytics tasks. Our work

specifically draws inspiration from movement and group behavioral analysis [255, 57] in-

cluding approaches for efficient k-nearest neighbor queries [256].

Within this body of work, there are a number of open research challenges that intersect

with our work. Notably, existing similarity metrics do not work across multiple scales;

thus existing approaches cannot trajectories across different scales of movement, in terms

of both geographic and temporal scale [255]. Further, existing techniques for detecting

collective movement can only find specific patterns of movement and requires that these

patterns are known in advance [41]. Thus in circumstances where the data contains multi-

ple unknown movement patterns of interest (ex: both diverging and converging behavior),

existing approaches may not be able to simultaneously detect both patterns. Finally, there is

a gap in approaches that inherently incorporate on-going expert input within the detection

process. There is a need for approaches designed to work in cases where the knowledge

about group membership is an ongoing and interactive process, as is frequently seen in law

enforcement contexts [36].

6.2.2 Trajectory Analysis in Criminal Justice

With the rise of data-oriented policing policies, there has been a significant interest for

extending spatial-temporal analysis to crime-related data. Much of this work has focused

on identifying hot-spots given spatial crime datasets [257, 258]. In addition, there is some

promising work using trajectory mining for inferring social networks (in the form of gang
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membership) from spatial patterns [259].

However, there are ongoing and unique challenges with applying spatial analysis in

criminal justice contexts. There is a strong need for these methods to be more flexible in

order to support the wide range of investigation tasks [260]. Further because of the ever-

changing nature of crime and investigation strategies, these metrics need to be adjustable

over time to work with new insights about criminal behavior and criminology theory [260].

Finally, these metrics have to adapt to newer data sources. Existing metrics rely on

GPS-tagged trajectories, but increasingly law enforcement is relying on alternative data

sources for trajectory data. Roughly 70% of officers reported regularly using social media

data in their investigations [261]. In the context of human trafficking investigations, many

officers use online data sources as a significant part of the investigation process [13]. How-

ever, social media and online data presents some unique challenges for trajectory extraction

and analysis. These newer data sources tend to have a wider range of location specificity

and uncertainty. Social media data (especially in the context of human trafficking) is rarely

geo-coded and the locations provided may be non-specific (ex: location is listed as ’near

my house’).

6.2.3 Visual Analytics in the Criminal Justice Field

We draw inspiration from prior work that designed systems within this industry. Much of

this prior work was mostly designed to analyze data associated with specific crime types

(such as traffic violations and serial offender cases [262]) or for supporting administra-

tive tasks like resource allocation and report generation [258]. None, however, were de-

signed specifically for human trafficking investigations; which, as prior work notes [13],

has unique data science challenges associated with it. In addition, there exists a number

of commercially available tools used by law enforcement for these purposes. Though as

established in our prior work [13], many of these tools do not adequately meet their needs

for investigating more complex crimes like human trafficking.
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6.3 Design Process, Analytical Tasks, and Requirements

We adopted a user-centered approach in our design process, and through a series of design

activities learned about the needs of our users, the ethical considerations for tool develop-

ment, the user tasks and requirements, and a set of design goals that form the basis of our

final designs. The design activities included attending human trafficking related workshops

and policy meetings1, informal design sessions with experts2, and iterative prototype devel-

opment. This process further helped us gain a more complete understanding of the existing

technical ecosystem and policy landscape.

We first conducted an interview study, the results of which are described in chapter 4, to

understand the investigation process, understand existing technological gaps, and to gather

our initial design requirements. From this interview study, we narrowed down the scope

of our project to address the one of the most challenging aspects of human trafficking

investigations: solving the problem linkage blindness (especially cross-jurisdictional) when

officers primarily have only have geospatial and temporal information as a case lead. We

then conducted a systematic literature review centered around ethical analysis to further

gather design requirements.

Then we used various design exercises to explore potential visualizations and interac-

tion techniques. We sketched these designs on paper and then used a wireframe tool called

Excalidraw. Some of these designs were shared with experts in informal design sessions to

gather feedback, narrow down user scenarios, and further situate the design to match the

users’ investigation processes. These sessions guided the development of our final set of

user scenarios, user tasks, and design goals. Finally we constructed the final prototype of

our tool.
1these included attending the Police Executive Research Forum’s (PERF) session on Human Trafficking,

the Computing Community Consortium (CCC)’s workshop on “Applying AI in the Fight Against Modern
Slavery”, and the Code 8.7 symposium hosted at the U.N. on “Using Computational Research and Artificial
Intelligence to end Modern Slavery”.

2this included showing early prototypes to local law enforcement and relevant experts working at NGOs
for feedback. In addition, we presented our analysis and early stage prototypes at the American Society of
Criminology Meeting in 2019 and 2020 to get feedback and advice from other criminal justice researchers.
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To demonstrate its utility in practice, we also include detailed usage scenarios based

on real human trafficking cases that follows the investigation process described by law

enforcement. These usage scenarios provide detailed descriptions of how our design could

be used in practice and are intended to communicate the utility and promise of our design.

Note that while these scenarios draw on real investigations and use data inspired by real

cases, they are not descriptions of an in-situ uses of the tool. No user evaluations were done

for this tool. Our prototype represents an early phase concept and is not a complete artifact

that has been deployed.

6.3.1 User Tasks and Analytics Questions

Through the design process described above, we find that our tool should support 3 main

user tasks:

Task 1: Forming Case Profiles – Generating “profiles” of case data is crucial to the

crime investigation process [39]. A profile in this context refers to how an investigator

identifies key behavior characteristics, crime signatures, and geographic movement patterns

about a particular lead. In the specific context our our work, this tasks has users character-

ize patterns (or lack of patterns) present in the behavior seen in case data or groups of case

data. Leads in this context begins with a phone number but a lead could also include other

case data, a priori knowledge about a case, or even the trajectory of an identified individ-

ual. Given a case lead, the profile generated might include identified patterns/signatures in

posting behavior, geographic profile, and unique characteristics present in temporal profile.

This task asks the analytics questions: “given a phone number, what does a person’s travel

path look like?”, “are there patterns within that person’s movement and posting behavior?”,

and “are those patterns stable, or are they changing/diverging over time”.

Task 2: Identify Potentially Connected Cases – The process of identifying connected

cases requires investigators to examine movement behavior and profiles to use to search for

connections between cases. Investigators use internally generated heuristics to match cases
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such as looking for patterns indicating potential coordination between individuals or other

indicators of group dynamics [39]. This task asks the analytics questions: “who else shares

a similar posting signature and/or geographic profile?”, “who else moved similarly to that

person?, and “who else is connected to that person?”.

Task 3: Iteratively Define Heuristics for Matching Cases – As part of the process

for connecting cases, investigators have to define what constitutes similar cases, behaviors,

and profiles for their specific investigation. Further investigators have to define how these

similarities indicate group and coordinated behavior. This process requires navigating chal-

lenges such as identifying connections even as crime behavior and profile of a particular

individual changes over time. In addition because investigations evolve and develop over

time, the process of defining a heuristic is necessarily iterative. This task asks the analyt-

ics questions: “what do I mean by similar/connected?”, “what metrics should I use to find

signs of group behavior?”, and “how can I use my a priori knowledge and expert intuition

about the case to narrow down potential connections?”.

6.3.2 Design Goals

Based on the 3 identified users tasks, we developed the following design goals:

DG1: Discover Patterns in Posting Behavior – The tool should allow users to form a

profile for an individual through uncovering patterns/trends/signatures in that individual’s

movement and post history. For example, users should be able to use this tool to 1) identify

movement patterns such as cyclical movement between locations and frequent travel to

unusual locations, 2) to identify posting behaviors such as those indicative of a trafficker

posting on behalf of the victim and those indicative of a person using a bot to post ads, and

3) to identify typical behavior as well as any sudden changes or deviations from typical

behavior. The tool should also support fast judgements to determine if a phone number is

legitimate or spam.
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Additionally, the tool should allow users to identify trends in the individual’s move-

ment with the goal of identifying other police departments who may also be investigating

the same individual. If an investigator sees that a individual frequently visits particular

locations, then it is likely that the individual may have already been investigated by a dif-

ferent police department. Thus, visualizing locations may help reduce overlap in work and

help with “linkage blindness” caused by inter-jurisdictional data-loss.

Further as noted in prior literature[39], the process of generating profiles for individu-

als helps investigators connect information present outside of the tool and dataset. These

profiles often help jog an investigators memory about prior cases and alternative leads.

They also help investigators identify best policing strategies for targeting a particular case

and help the investigator suggest alternative approaches and information sources for their

investigation [39].

DG2: Discover Coordinated/Group Behavior – The tool should allow users to uncover

indicators of coordinated or group behavior by allowing users to search for similar profiles.

For example, the tool should be able to find individuals whose movement and posting

profiles frequently overlap. Frequent posting to the same locations at the same time may

indicate that those individuals are in contact with each other and/or traveling together. This

tool should also be able to find coordinated behavior that occurred over time such as cases

where two individuals profiles only overlap for a short period of time.

DG3: Support Flexible Definitions of Coordination –

The tool should allow for flexible definitions of similarity. Because human trafficking

cases vary and are investigated by different units, the tool needs to be flexible enough to

account for these differences. For example, in one feedback session, one officer informed

us that in child cases, he looks for people who run away together, essentially looking for a

“converging pattern” where posts are spaced out similarly. Whereas a different officer, who
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investigates cases tied to organized crime, was more concerned with overlapping locations

rather than order of posts. Criminal organizations might own several locations that they

move victims between, but not always together and not always in the same order; so this

officer looks for patterns with a high degree of overlap between locations but does not care

about the order of locations.

DG4: Support Different Starting Points to an Investigation –

From our discussion with law enforcement, we found that there were two common

starting points with cases our tool was designed to support. Either the investigator had

a phone number or they had a list of locations and times from evidence (such as hotel

receipts). Our tool should support both of these starting points.

DG5: Support Fast and Flexible Searching –

The search process needs to be fast enough that the officers can find possible leads

within minutes to use in an interview; thus, the tool should support fast judgement of

group dynamics and fast judgement of phone numbers that only incidentally match. The

searching process should also allow users to fluidly and iteratively switch between views of

individuals and views of groups to support hypothesis formation and interactive refinement.

DG6: Intuitive and Simple Design –

The tool must be easy-to-use and support high level understanding of the models by

users with little background in data science. Further because of the diverse range of back-

grounds and familiarity with technology found in our user group, our tool should support a

diverse range of possible users.
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6.4 Datasets Overview

Our tool uses two datasets. The first is a real-world dataset scraped from a website with

known human trafficking activity. The second consists of mock-data constructed from

human trafficking case studies and is designed to highlight the full range of our tool’s

capabilities.

6.4.1 CityXGuide Dataset

Our primary dataset was constructed by scraping the website CityXGuide. Similar to Back-

page and Craigslist, this website allows users to post classified style advertisements for

specifically sex work and has also been used by traffickers to advertise their victims [263].

Ads on this website consist of three main components: Title, free-text body, and struc-

tured information about the sex worker being advertised. Structured information always

includes a contact phone number and the date and time when the ad was posted to the

website. Users post these ads to city specific boards, but within the structured data can

provide more specific location information. Board names are formatted on this site as city

name, state-name, country to avoid confusion between cities with the identical name such

as Greenville, South Carolina and Greenville, Texas. In addition, we limit our data collec-

tion to only ads posted to US specific cites so as to match our user’s needs.

We use the location information provided by the board name to geocode the locations

using the MapQuest API3. We found that using the board name over the free-text location

information was more accurate when geocoded. The free-text locations were prone to

misspellings, slang, or underspecified city information (i.e. providing a common city name

with no state information or labeling the location as “near the highway” or “my place”) and

thus tended to be geocoded incorrectly by the API. However, this means our GPS locations

are accurate only up to a city location and should not be used to match within more specific

regions like neighborhood or city blocks.
3https://developer.mapquest.com/documentation/geocoding-api/
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The scraper extracted ads posted between Jan 2018 and Jun 2020. Our data collection

process began at the beginning of the pandemic, thus was only minimally affected by lock-

down. The final dataset consists of approximately 200,000 ads for 63,903 unique phone

numbers.

6.4.2 Mock Dataset

We use case studies developed from insights from our experts and real human trafficking

cases to illustrate the effectiveness of our tool. These case studies were constructed using

mock data to address the ethical considerations raised by our systematic literature review

(see chapter 5). Mock data allows for our tool to be accessible to the general public (ad-

dressing the need for accountability and transparency of the design and algorithms) while

also protecting the privacy, safety and security of survivors and sex workers.

This dataset consists of trajectories for two case studies chosen to represent common

human trafficking operations that involve movement. The first is based on a 2013 human

trafficking case [29] and the second is based on Polaris’ reports on Cantina cases [25]. In

the following subsections I will describe these case studies in more detail and describe the

process for generating the mock data for each of these cases.

Interstate Mock Dataset

Data for our first case study was modeled from case data on an interstate human trafficking

enterprise that operated along the east coast in the US [29, 21]. This enterprise involved two

primary traffickers who operated out of cities within 7 states (Florida, Georgia, Tennessee,

South Carolina, North Carolina, Virginia, and Maryland) and used greyhound buses to

transport victims between locations. The traffickers frequently relocated their operation

along their route to maintain a steady access to potential customers and to avoid detection

from law enforcement. In each of the locations, the traffickers would use Backpage.com to

advertise their victims and to recruit more victims for their operation. In total, these two
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(a) Two trajectories modeling converging be-
havior

(b) Two trajectories modeling diverging be-
havior

Figure 6.1: Example of converging and diverging movement behavior patterns modeled in
the case study.

traffickers victimized at least 7 minors and 23 adults.

Based on this case data, we construct a mock dataset that shows similar ad posting be-

havior as was seen in this case. This dataset consists of 12 trajectories encompassing a wide

range of group behavior dynamics seen both in the case data and in the literature. These in-

cluded diverging behavior (where two trajectories diverge overtime, see Figure 6.1b), con-

verging behavior (where two trajectories merge overtime, see Figure 6.1a), fixed and vari-

able lag coincidence (where two trajectories visit similar locations but at different times),

reverse ordering, and swapping between phone numbers (where two trajectories represent

one person who rotates between phone numbers).

Networked Mock Dataset

Our second case study is modeled on data from a 2016 case involving a network of illicit

massage parlors run by an organized crime operation [25]. These illicit massage parlors op-

erated under the guise of legitimacy by masquerading as a massage therapy business. How-

ever unlike with legitimate massage business, the workers are forced through economic and

social pressure to provide sexual services to customers. Owners of illicit massage parlors

will typically use a mix of debts and fraud to lure victims into working at these parlors and

then use increasing debts to coerce them into remaining in the industry [264].
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This particular organized-crime operation lured victims from Mexico to work in their

massage parlors primarily within the state of California. Victims were rotated between

businesses per customer demand. Sometimes victims were moved between locations as a

group, other times they were moved alone. As a result, this case study represents a more

complicated dataset to find similar behavior patterns within. Trajectories in this dataset

were longer overall and included different start and end dates. These operations also tend

to operate in major cities because of of customer availability. As a result, the return results

tend to include more spurious connections. Further because victims aren’t always moved

as a group, percent overlap as a similarity score might not be as meaningful. Finally, the

order of locations visited might not matter because victims are not moved along a set path

but instead are rotated between a series of known locations.

6.5 User Interface Design and Implementation

This section describes the design and functionality of the tool. The final design has three

primary views – 1) Inspect View, 2) Search View, and the 3) Analyze View – which corre-

spond to the three user tasks described earlier. The views in the design are separated using

a tab layout allowing users to fluidly move between stages (DG5).

Our tool is implemented as a web-application using D3.js4 and Leaflet5 on the front-

end. The data including the mockdata is stored in an instance of PostgreSQL 6.

6.5.1 Database and Processing

We use a relational database model that links individual ads together based on shared phone

numbers. This approach allows users to search for all ads advertised using a particular

phone number which matches the functionality of existing tools on the market. This design

choice would further allow our tool to be integrated into existing infrastructure in the fu-

4https://d3js.org/
5https://leafletjs.com/
6https://www.postgresql.org/
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ture. While this is not a specific design goal, we do note that based on feedback with law

enforcement that it helpful to consider designs that allow for the ability to unify existing

tools and practices.

We define a trajectory in this database as an ordered list of GPS coordinates and times-

tamps representing the route a person took.

One limitation with this approach is that it assumes that phone numbers correlate one-

to-one to a unique identity. However, other work has noted that while phone numbers are a

reasonable approach, this assumption is complicated by the fact that ads may be for more

than one person at a time and may be written by a different person that the person being

advertised [93]. Thus, phone numbers are often still the best links between advertisements

[19, 20].

6.5.2 Trajectory Querying and Matching

The primary goal of our tool is to allow users to find individuals who travel similarly.

Thus, the key component of our back-end processing is the trajectory matching and query-

ing approaches. To allow for flexibility in defining similarity, our design uses three main

trajectory matching algorithms: Longest common subsequence and two variations of set

intersection.

The LCS metric returns the length of the maximum subsequence shared between two

trajectories. For example, say we have two people who traveled along the following paths:

New York –> Chicago –> Atlanta and New York –> Atlanta –> San Francisco. The LCS

between these two paths would be New York, Atlanta and so this metric would return 2.

Essentially, this metric measures how much overlap there exists between two sequences.

Two tracks that have significant overlap are likely similar long-term and may imply that

the two individuals are connected in some way [58]. LCS is used when relative ordering

matters but not exact temporal matching. LCS also does not require matched sequences to

be consecutive, thus this metric also allows for sequence to match with gaps.
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The first set intersection metric is used when order does not matter. This metric returns

the length of the set of unique locations shared between two trajectories. Using the same

example trajectories as above, one person has been to New York, Chicago, and Atlanta and

the other has been to New York, Atlanta, and San Francisco. The set intersection based on

location is New York and Atlanta, and thus the metric would return 2.

For both this set intersection and LCS, users specify a spatial threshold, ϵ which af-

fects how point wise matches are made. For example, let Li = {a1, a2, · · · aN} and

Lj{b1, b2, · · · bM} be two trajectories. A point, ai, in Li is said to be equivalent to a point,

bj in Lj if the distance (as measured using Haversine or great-circle distance) between ai

and bj is less than or equal to ϵ.

The final set intersection metric is used when exact time matching is required. This

metric returns the length of the ordered set of points shared between two trajectories

where points match both in time and space. For example, let Li = {a1, a2, · · · aN} and

Lj{b1, b2, · · · bM} be two trajectories and let ϵ be the user specified spacial threshold and

λ be the user specified temporal threshold. A point, ai, in Li is said to be equivalent to a

point, bj in Lj if and only if the distance between ai and bj is less than or equal to ϵ and the

time between ai and bj is less than or equal to ±λ.

Once the user specifies which of the three similarity metrics, the spacial and temporal

thresholds, and the total number of matches they want to consider, our tool queries for the

top k matches using the k-nearest neighbor algorithm. Nearest Neighbor queries efficiently

retrieve trajectories that are closest to either a specified trajectory or a set of specified

locations and uses the specified similarity metric to determine closeness.

6.5.3 Inspect View

The inspect view, shown in Figure 6.2, is the landing page and shows the user the trajectory

details for a specified phone number. Users specify the phone number using the search box

on the right hand side. This view consists of two side-by-side panels labeled “Trajectory”
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and “Details”. The trajectory panel consists of two viz components, a map and timeline

scatterplot, and shows the overview of the trajectory information. The map shows the

location information and general ordering for the trajectory and the scatterplot view below

gives the user the timeline posting behavior. The details panel is populated when users

click or brush over locations on the map or points in the scatter plot. This panel shows the

details from the ad text (note that in Figure 6.2 these details are shown with placeholder

text to preserve the privacy of survivors).

Figure 6.2: the Inspect View shows the user the trajectory details for a specified phone
number (shown here as ”A”).

The inspect view was designed to help users perform general exploration of an individ-

ual’s posting behaviors and movement (DG1). Users can use this view to uncover behavior

like cyclical movement patterns, gaps in posting history, or even if the ads are for more

than one victim. For example, users can use this view to determine if the ads are spam or

posted by a bot based on the patterns seen in the frequency of posts and movement. If a

phone number was used to post ads to an impossible number of locations at the same time,

the user might conclude that a bot must have posted the ads (See Figure 6.3a).

Other examples of movement behaviors users can investigate through this view include

determining likely mode of travel. Using the ordering of specific locations and proximity to
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(a) Example of a phone number likely
corresponding to spam or bot-assisted
posting. Ads were posted to over 150
different unique locations all within a
one week period.

(b) Example of a phone number unlikely to be spam.
Ads were posted in the right time-zones for each loca-
tion and the locations were spaced out reasonably. In
total, ads were posted to 14 unique locations over an 8
month period

Figure 6.3: Comparison showing trajectories likely to be spam (left) versus unlikely to be
spam (right).

transport routes, users can determine if a person appears to be traveling along an interstate

or if a person is likely flying between locations. Similarly as seen in Figure 6.4, users can

also determine if this is a case where a trafficker posts ads to multiple locations at once and

based on demand decides to move to particular locations.

6.5.4 Search View

The search view, shown in Figure 6.5, allows users to search for matching trajectories

within the database. This view is initially populated using the phone number specified in

the individual view. However, users can opt for a different phone number using the same

search box in the upper right hand corner.

The search view is comprised of three panels: search sidebar, trajectory panel, and

details panel. The search sidebar provides users with search parameter options in order to

allow users to both iteratively define similarity (DG3) and refine their search (DG5). As

users specify parameters for their search, the two plots within the center trajectory panel

update which allows users to rapidly see how their parameter choices affect the returned
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Figure 6.4: Example where a person posted ads to multiple cities simultaneously likely to
decide where to move next. In addition this example also likely involved flying because all
of the locations where near airports and the person began traveling from Hawaii

results. The details panel has the same functionality and content as the Details panel in the

previous inspect view.

The “Search” panel has the following options for users to specify: spatial threshold

(denoted earlier as ϵ), temporal threshold (denoted earlier as λ), similarity metric options,

and number of total search results returned (denoted earlier as k). For the spatial threshold,

users are provided an option to enter a value in kilometers via a numeric input form with the

prompt “mark distances as similar when within”. As users adjust the value (either by typing

in a new number or by using the stepper arrows), the map view in the center “Trajectory”

panel updates to show the change in search radius for each location (see Figure 6.10 for

an example of this interaction). For spacial similarity, users can select between the three

options using a drop down menu as shown in Figure 6.6. These options are phrased for

users in terms of preferences for order matching to make the options understandable for

users with no prior knowledge of spatiotemporal algorithms (DG5). The three options –

Relative, Exact, and Ignore – correspond respectively to the three similarity metrics defined

earlier: LCS, ordered set intersection with temporal and spatial point-wise matching, and

set intersection with only spatial matching. For total search results, users can enter a value

using the numeric input form with the prompt “Number of similar people to find”. As
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Figure 6.5: The search view allows users to search for matching trajectories within the
database.

users specify parameters for their search, the Matches Preview plot within the “Trajectory”

center panel updates giving users a preview of the returned search results.

Figure 6.6: The search option control panel allows users to flexibly define similarity.

The center “Trajectory” panel consists of two main plots. The first is a map that mir-

rors the map shown in the previous “Inspect View”. The second is a plot labeled “Match

Preview” that shows a preview of the main view shown in the Analyze tab. Repeating these

important plots and panels between tabs allows the users to flexibly switch between views

without loosing context (DG5).
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6.5.5 Analyze View

Figure 6.7: the Analyze View allows users to iteratively refine their search results and
compare trajectories.

The analysis view, shown in Figure 6.7 provides the major analysis capabilities and

allows the users to refine search results, compare trajectories, and narrow down potential

leads (DG2). This center panel contains the same visualization as the “Match Preview”

from the search tab which functions as an overview of all the matches. This plot is inspired

by “UpSet” plots [265] for showing set intersections. Rows in this plot correspond to each

phone number returned as a match and ordered in increasing order from top to bottom

based on similarity score. Columns represent locations visited with the trajectories and are

ordered left-to-right by post date from oldest to newest. Each circle within the plot corre-

sponds to a unique ad and is colored based on whether that point matches other trajectories.

Black circles indicate that the points (each ad) along the trajectory matched other points on

other trajectories. Grey circles indicate that this point does not match any of the points in

any of the other trajectories. When users hover over the dots in this view, the “ad details”

panel on the right side is populated with the respective ad text, location, and time for the ad

that the circle represents.

The “matching phone numbers” panel on the left lists all the matches returned by search

query in decreasing order according to the similarity score. Next to each phone number in

this panel is a checkbox allowing users to select/deselect numbers to include as matches.

These check boxes allow the users to keep track of which phone numbers they have elimi-
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nated for consideration. When a phone number is unchecked, the phone number is removed

from the “Matches Preview” panel; however, the user can re-add that number by checking

the box once again.

Figure 6.8: The detailed comparison view allows users to compare two trajectories. This
view appears after a user clicks a phone number (user selection is shown using a blue
highlight) in the matching phone number tables within the Analyze view tab

Users also have to option to click the phone number itself. When users click on the

phone numbers in this panel, a new center panel appears allowing for pairwise comparisons

(shown in Figure 6.8). The pairwise comparison center panel shows detailed information

for the initially matched phone number and whichever phone number was selected from

the table. As users click through the numbers in the left panel, their selection is shown with

a blue highlight and the comparison view changes to reflect the new selection. When the

user clicks away from the table, the center panel is restored to show the original analyze

view (i.e. Figure 6.7).

This comparison view has two components: a smaller “Match Preview” view and below

that a map. The smaller match preview shows the degree of specific overlap between these
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phone numbers in a timeline-like view. Each circle in this view corresponds to a unique

ad and are ordered (left to right) by postdate from oldest to newest. The rows within this

view correspond (in top-to-down order) to the initial phone number used in the search,

points both phone numbers share in common, and the user-specified phone number for

comparison. Points that both phone numbers share in common is determined by the user

specified search parameters. Circles shown in grey (as opposed to black) in this view also

indicate that that point on the user specified trajectory does not match any of the points on

the original trajectory.

The map in the comparison view shows both trajectories, but colors each circle on the

map in order to label which phone number each point belongs to. Circles shown in green

correspond to the initial phone number (phone number “B” in Figure 6.8) and circles in

blue correspond to the user selected phone number (phone number “D” in Figure 6.8).

6.6 Usage Scenarios

In this section, I will illustrate how our design can help experts investigate human traf-

ficking cases by detailing two usage scenarios. As mentioned earlier, these scenarios are

examples of how our prototype – if deployed – could be used in a real investigation. Note

that these are not example narratives and do not represent a real-world deployment of the

tool. However, these scenarios do draw on information from real investigations and follow

the general investigation process described by law enforcement.Both scenarios begin with

an investigator attempting to find an unknown number of connected victims with the goal of

eventually recovering those victims. In both scenarios, the investigator begins some prior

knowledge about the case – including that the case does in fact concern human trafficking,

and that there are multiple victims being trafficked by the same person or group.

As described earlier, these two usage scenarios use anonymized, synthetic data in order

to protect the privacy of the victims. Thus the example screenshots shown in the descrip-

tions below do not contain any information about a real person. The first scenario uses
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the Interstate Mock Dataset and the second uses the Network Mock Dataset. The goal of

in choosing these specific scenarios was to illustrate how our design can support differ-

ent investigation types and find common human trafficking behavior patterns while also

highlighting any limitations or flaws within our design.

6.6.1 Usage Scenario 1: Finding an Interstate Commercial Sex Trafficking Ring

A Virginia state police officer is investigating a suspected human trafficking case that in-

volves a criminal organization. The officer began this investigation after a former driver

for this criminal organization was arrested for an unrelated offense. During the post-arrest

interviews, the driver admitted to previously being involved with a trafficking organization

and gave the officer some information about the organization. The driver told the officer

that the organization recruits victims from Houston, Texas and Washington D.C. and then

uses a mix of greyhound busses and a network of drivers to move victims along interstates

between those locations based on customer demand solicited through online ads. The driver

is unsure of the total number of victims exploited by trafficking ring, but knows the phone

number and alias for one of the victims he drove around in the past. In this case study

this known phone number is denoted as ”A”. Based on this information, the officer’s goal

is to find all the victims associated with this trafficking ring and get information on the

organization’s current operation.

This case study shows how the tool can be used to find “flow” movement where traf-

fickers move between two established locations and opportunistically stop along the way.

This pattern has commonly been seen in multiple interstate human trafficking investiga-

tions. However, the data shown for this cast study is specifically based on a 2013 human

trafficking case [29].
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Figure 6.9: Comparison showing the trajectory path followed by phone A (left) versus In-
terstate I85 (right) shown in red. Interstate 85 map courtesy of OpenStreetMap and Wiki-
media Commons

Analyze Initial Phone Number

The officer begins by examining phone number “A” in the inspect view, which results in

the view shown in Figure 6.2. Based on the trajectory shown in the map view, the officer

notes that the person appears to be traveling starting in Texas and ending in the Washington

D.C. area. The route seems to follow a common interstate route between these locations

and stops at major cities along the route. The officer deduces this information based on the

ordering of locations and which cities the person posted from (the cities all appear in order

along the same highway system as seen in Figure 6.9). This all matches the known case

information provided by the driver. Using this information, the officer concludes that this

phone number appears to be relevant for the case and so the officer proceeds to the next

step.

Specify Initial Search Parameters and Similarity

Next, the officer navigates to the search view which is already populated with the informa-

tion for phone number A. Within the search view, the officer’s first task is to specify the

initial search parameters. The search view asks the officer to specify search radius, search

options, and the number of search results. The officer specifies each of these using context

from the case.

114



(a) Radius set to 20km (b) Radius set to 50km (c) Radius set to 100km

Figure 6.10: Comparison of different user specified search radii (20km, 50km, 100km) as
seen in the Search View tab. Trajectories shown here are zoomed in portions for phone
number A.

The officer knows from context that this organization moves between two states using

drivers, so the officer is looking for flow like movement that follow interstates. However,

The officer isn’t sure of stops between then start and end points. Based on posting behavior,

the officer suspects that stops are chosen opportunistically rather than planned in advance.

The officer also notes (using his personal knowledge of US travel paths and routes sug-

gested by Google Maps) that there are several possible highway systems the organization

might use.

Together, this information suggests to the officer that he may want to cast a wide geo-

graphic search radius so he sets the search radius wide enough to include surrounding cities

in the search. The officer uses the map view to iteratively find an appropriate radius. He

starts with the initial radius of 20km, then tries 50km and 100km. As he types different

values into the control panel in the search view, the map view immediately updates to show

the effect these changes (see Figure 6.10 for the results of his search). He sees that 20km

matches at the metro area level, 50km matches all nearby metro areas, and 100km tends to

include regions. He concludes that he should start with the search radius set to 50km but

notes that he might want to increase this later if he needs to cast an even wider net.

This background information also suggests that for this case, relative ordering of the

locations matters. The officer knows that the victims likely all followed similar paths but

not all the victims were moved together at the exact same time. As a result, he sets the

search option to ”Relative”.

115



Finally, the officer needs to specify the total number of results the tool should return.

Because the officer does not know the total number of victims and he is looking to cast a

wide net in his initial search, the officer sets the value to 50. As he changes each of the

parameters, the Matches Preview view updates and provides the officer with immediate

feedback on how his parameter choices affect the searches.

Iteratively Refine Search to Generate Initial Hypothesis

The officer navigates to the Analyze tab where he is shown a more in-depth view of his

search results (shown in Figure 6.11). His goal is to find an initial set of phone numbers to

begin investigating from.

Figure 6.11: Analyze View tab showing the results of the search results described in the
first user scenario

By selecting phone numbers on the left hand side, he can view pairwise comparisons

between phone numbers. For example, when he selects phone number A5 a more detailed

view (shown in Figure 6.12) appears. Using these comparisons, the officer concludes

that phone numbers with less than 50% match score seem to be incidental matches. He

unchecks them from the matches, leaving him with 6 phone numbers he feels confident

beginning an investigation from.
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Figure 6.12: Analyze View tab showing the results of the search results described in User
Scenario 1

6.6.2 Usage Scenario 2: Finding an Interstate Illicit Massage Parlor Ring

An officer in the Human Trafficking Unit in the Los Angeles Police Department is inves-

tigating reports from a hotline concerning a suspicious local massage parlor business. As

part of her initial investigation, she found that the massage parlor advertised online and

that the customers reviewed workers in an online forum. Using this information, she un-

covered a phone number B used in a number of advertisements. Given this phone number,

she wants to find all advertisements that have used this phone number as well as any other

phone numbers that might be associated with the business. She knows that the more ev-

idence she collects, the better a chance someone within the organization made a mistake

and she can find out who is behind all this.

This case study shows how the tool can be used to find a ”networked” movement pattern

where traffickers move victims between known established locations based on customer

demand. Unlike in the interstate example above, movement between locations in this case

study does not necessarily follow a particular order. The particular example shown here is

based on reports from a 2016 case where an international human trafficking ring operating

out Mexico and the west coast region of the US forced victims to work in massage parlors
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and provide sexual services to customers [25].

Figure 6.13: the inspect View shows the user the trajectory details for the specified phone
number “B” from User Scenario 2

Analyze Initial Phone Number

The officer first begins by examining the phone number “B” that she uncovered through

her initial investigation. She searches for “B” in the inspect view which returns the view

shown in Figure 6.13. When examining the trajectory of “B” in the map view, the officer

notes that the phone number was used to advertise in locations within a relatively small

geographic area. All posts were to cities within the coastal region of southern California

and in particular to regions within a short distance of Los Angeles, California. She knows

from the hot-line tip that this operation involves a massage parlor, but she was unaware

that this operation might involve multiple locations. Based on her experience investigating

human trafficking cases, the trajectory taken by “B” tells her a few things about this op-

eration. First, based on the locations and frequency of movement between locations, the

organization likely owns or partners with businesses in the greater LA area as well as in

Bakersfield, CA and in the southern San Diego area. Second because this trajectory has

so many locations, she is likely investigating a larger scale organized crime operation. Fi-
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nally, because the first advertisement appeared near the border of the US and Mexico, she

hypothesizes that this case may involve border crossings and that some of the victims may

not be US citizens.

Using all this information, she decides her next step is to reach out to her contacts to

see if anyone else has investigated this case. She screenshots the map view to send along

in her email knowing that her colleagues will find the map useful. While she waits to hear

back, she decides to continue investigating this phone number and see if she can uncover

any more information about the organization.

Initial Search Process

She navigates to the search view hoping to find out if other phone numbers were used by

the organization. She knows from experience that traffickers tend to use multiple phone

numbers at different times to advertise their victims. If the organization did use multiple

phone numbers, then they likely would have posted ads to similar locations as “B” at some

point. Given this context, her goal is to use geospatial similarity search to see if there are

any phone numbers posted to similar locations. She hypothesizes that any phone numbers

that have a high degree of similarity as phone number “B” are more likely to be relevant to

her case and thus be good candidates for further investigation.

Using her background knowledge and context from the case, her first task using the

search view is to specify the initial search parameters. As described in the previous user

scenario, the search view asks users to specify search radius, temporal matching options,

and the number of search results.

For the search radius, the officer decides to use the default option of 20km. She sees

on the map that a radius of 20km results in a circle that is large enough to encompass each

respective metro area while not overlapping to include other nearby cities. She experiments

with increasing the radius to 40km, but finds that when she does, the resulting circles begin

to have a significant overlap with each other. As a result, she decides against using the larger
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40km radius because she wants her matches to contain the specific regional movements.

Figure 6.14: the Search View shows the user the trajectory details for the specified phone
number “B” from User Scenario 2. Note that in this image, the user is hovering over one
of the points in the match preview (shown as a blue highlight)

The next search parameter she needs to specify is the temporal search option. Because

her case involves a network of physical locations owned by an organization, she suspects

that the traffickers move victims between locations based on availability and other logistical

factors. Thus, the victims are likely moving between a set of known locations but in no

particular order. This also means that she isn’t looking for flow-like movement (as was

seen in User Scenario 1) where all the victims follow a somewhat predetermined order of

locations. Given this information, she decides that her search should only take into account

location similarity rather than using both location and time similarity for matching. Thus,

she opts for the “ignore” order option in the search preferences (as opposed to the selecting

either “exact” or “relative”).

As she adjusts these settings, she notices in the match preview (shown in Figure 6.14)

that this phone number is matching to a number of other phone numbers most of which

tended to overlap in the Los Angeles area. This tells her two things: 1) Los Angeles

may be the primary location that this organization operates out of (meaning many of the

victims will have traveled to the Los Angeles locations at some point) and/or 2) because Los

Angeles is in general a very popular travel destination, her search may include a number of
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spurious connections. Given this information, she decides her next step is to examine these

matches in detail to eliminate any spurious connections.

Examining Matches and Filtering out Spurious Connections

The officer navigates to the Analyze tab to examine her search results in more detail. Her

goal is to narrow down the possible matches to a reasonable set of leads she can run against

a database. Not only does she need to filter out any spurious connections, but she also needs

to find a set of numbers she is confident are likely associated with the criminal organization.

Figure 6.15: Analyze View tab showing the results of the search results described in User
Scenario 2. Note that in this image, the user is hovering over one of the points in the match
preview (shown as a blue highlight)

When she navigates to the Analyze Tab (shown in Figure 6.15), she is shown an

overview of the matches that her search results returned. While she specified 20 matches,

she notes that she is only shown 11 matches. This indicates that the tool could not find any

more possible matches and she can be confident that her initial search parameters captured

all of the data available.

The officer then begins her analysis by hovering over each circle (representing each

unique ad) in the Match Preview plot. As she does this, she notices that some of the phone

numbers in her matches look interesting as potential matches. The first four results all

have very high scores for similarity and share more than half of the same location posting

behavior. In addition, she notes that three other phone numbers (two of which are top

matches) all posted to the same location San Ysidro, CA in their first posted advertisement.

Based on this information, she forms an initial candidate set of phone numbers (C, B1, D,
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Figure 6.16: Example of the detailed comparison views between phone number “B” and
phone number “B1” from User Scenario 2. User selection from the table is indicated by
the blue highlight.

and C1) to consider as potential matches. She further examines each of these numbers to

confirm the high overlap by clicking through each phone number in the left hand table to

compare each match to the original phone number. An example of this comparison can be

seen in Figure 6.16 showing the comparison between phone number “B” and “B1”.

After forming her candidate set, she then examines the phone numbers that have low

scores to decide whether or not to eliminate them as potential leads. She sees that both

phone number H and F have very low matching scores and tended to only match posts

within major cities. In addition, neither H nor F posted to San Ysidro, California. Thus,

she suspects that these two phone numbers are likely spurious connections and so removes

them from consideration.

Restarting Search

After removing H and F, she decides to restart the search process using each of top four

candidate phone numbers (C, B1, D, and C1) to see what each of them match. The idea

is that if each of the numbers is a good candidate then they likely match to similar sets of

candidates and may match to other phone numbers that should be considered. She decides
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that she should add any phone number to her candidate set if multiple phone numbers also

returned that number as a result. This process lets her refine her candidate list and double

check if H and F are in fact spurious connections.

She navigates back to the Search tab, and restarts the search process using each of

the four top candidate phone numbers and identical search parameters. As she does this,

she jots down the top matches shown in the preview tab for each of the phone numbers.

Looking at the overlaps between the top matches between each of the returned results, she

notes that phone numbers D, B1, and C1 all match both the initial 4 candidate set as well

as to phone G and D1 with a high similarity score. This tells the officer that she should

expand her potential candidate set to include phone numbers D1 and G. As a result of this

process, she feels confidant that all the phone numbers in her candidate set (C, B1, D, C1,

D, and G) are very likely connected to her initial phone number B and are her top priorities

for investigating further. She also notes that phone numbers E and I sometimes appeared as

potential matches, but more often with a lower similarity score than those in the candidate

set. She makes a note that theses numbers are possibly connected to her case, but that they

possibly a lower priority for investigating compared to her candidate list. Finally, she finds

that no phone numbers in her list matched H and F with high similarity scores and so she

is confident that these two numbers are in fact not connected and can be eliminated for

consideration.

6.7 Case Studies

In addition to providing detailed usage scenarios, we also performed two informal test

cases using the design in order to understand how the the tool might work in practice. In

these test cases, we asked another researcher to try to use the tool to answer a series of

questions. The goal was to get an idea of whether our approach would even be capable of

finding matches using more complex data than was shown in the usage scenarios. In this

section, we include a description of these two test cases (which we refer to as case studies)
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to highlight the potential promise the design holds. However, these case studies are not user

evaluations but are instead illustrations of the tool’s potential functionality with respect to

finding potential matches and creating “profiles”.

In each of these test cases, our volunteer “user” was asked to act like a potential in-

vestigator working a human trafficking case and was then given a phone number to in-

vestigate alongside a series of constrained tasks to perform as part of a simulated inves-

tigation. Phone numbers for each case study were chosen at random from subsets of the

overall dataset that met certain criteria. These criteria were deliberately chosen to highlight

the range of possible scenarios a real investigation might encounter while also highlight-

ing both the strengths and limitations of our design. To guide their investigation process,

the user was given a set of open-ended questions to answer about the phone number and

were tasked with identifying if there exists any connections to other phone numbers in the

database. The user for the case studies was not aware ahead of time if there were any

connections, nor did they have any prior knowledge about the particular phone numbers.

In this section we will show screenshots of the tool using real data, but the screenshots

are cropped and censored to remove any possible identifiable information. We try to limit

the number of screenshots needed to explain the analysis and chose only to show specific

examples that do not have immediately identifiable behavior patterns. Further to protect

the privacy and safety of those represented within our dataset, we will not reveal the real

phone numbers used in case studies.

6.7.1 Case Study 1: Investigating Frequent Movement

The initial phone number for this case study was chosen at random from a list of phone

numbers found in the dataset that advertised in 3 or more unique locations. The goal with

this case study is to showcase how the tool can be used for more exploratory analysis on

the dataset. Because the phone number was chosen at random, we had no prior knowledge

about the phone number and relied exclusively on the information in this tool and our own
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knowledge of trafficking for the analysis.

Initial Investigation

The goal in our initial investigation was to build a profile of the phone number. For this

process, we loaded the phone number into the Inspect View in the tool and took note of

any initial observations we had. In addition to noting our general observations, we also

specifically sought to answer five questions about the phone number inspired by those used

by law enforcement in an investigation. These questions were: 1) ”are there any patterns in

movement or posting behavior”, 2) “Does the phone number look legitimate versus spam”,

3)“are there any human trafficking indicators”, “can you tell anything about 4) mode of

transport and 5) trafficking operation type?”. I give a summary of our observations below.

Figure 6.17: The trajectory details as seen in the Inspect View for the specified phone
number from the database.

The phone number used for this case study had a California area-code, but was used

in multiple cities across the US. The trajectory as shown in Figure 6.17 seemed somewhat

unique - the locations advertised at were mostly in smaller suburban cities rather than major

cities within each state. The trajectory path started in Utah, traveled to southern Califor-
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nia, then to Florida, then Texas, and ended in the Connecticut and New Jersey area. The

time between cities was on average two days apart and across a larger geographic distance,

which indicates that the person could have possibly used airfare for transportation. How-

ever as most of the cities in the trajectory were only near regional airports, it seems less

likely that the person flew between locations. Instead its seems more likely that the person

used busses to move between locations because most of the cities in the trajectory were

near major Greyhound bus stations.

We also noted that this trajectory had an incorrect GPS coordinate assigned to one of

the locations. MapQuest’s geocoding process assigned the location “Central, Jersey” to

Jersey, Arkansas. Based on the text within the ad, it seems more likely that the intended

location was within the state of New Jersey.

The posting behavior pointed towards the phone number being legitimate. The locations

were reasonably spaced out, posted at variable times and at a relatively low frequency.

Beyond the frequent movement, there were no other clear indicators of trafficking.

Finding Possible Matches

Because the trajectory seemed relatively unique, we opted to first search using relative

ordering and return the top 50 matches. We were hoping by using relative ordering instead

of exact matches, we would have a higher chance of finding a match (if there was one)

despite the location error within the trajectory. Because this phone number was chosen at

random, we had no prior knowledge about potential matches for this trajectory.

The overall match scores shown to us on the Analyze view were relatively low - ranging

from 23.52% to 14.28%. Based on these score, we initially concluded that this phone num-

ber was probably not similar to any other number in the dataset. To confirm our hypothesis,

we examined each of the numbers in the Analyze tab and looked for indications that the

numbers were likely connected (such as using the same text in ads across phone numbers

or referring to multiple phone numbers in the ad text) or likely not connected (such as ads
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referring to very different people or that the trajectories only had incidental overlaps). One

phone number in the returned results however had identical ad text to the ads posted with

the original phone number. This indicates that these ads were written by the same person

and therefore these phone numbers are connected.

Figure 6.18: Overview of the match details between the initial trajectory and the matched
trajectory.

The overall similarity score was 15.87% which seemed fairly low. We did note that this

is likely because the matched phone number posted to more cities across the US so the ini-

tial phone number only has a partial overlap with the matched trajectory (see Figure 6.18).

Given this information, we concluded that our next step should be to examine the matched

phone number in more detail.
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Examining Matched Phone Number

We examined this phone number in the inspect view, and observed that this phone number

had quite a different posting behavior from the initial phone number. This phone number

was used to post to a number of different cities at the same time, then a gap in posting, and

then a number of posts to multiple cities at the same time. We compared the two timelines

by switching back to the Analyze tab (see top half of Figure 6.18), and noted that the phone

numbers posted on different days with a leader-follower style delay. The matched number

would post to multiple cities, then the initial phone number, and then back to the matched

number.

Based on this information, we came up with some possible explanations to explain this

behavior. The first was the this matched number might be spam that is harvesting and re-

posting other peoples ads. The ads all posted by the matched number were exact copies

of only the ads posted by the initial phone number. Another possible explanation is that

both phone numbers were used by the same person, but they used the matched number to

scope out locations before traveling. That is similar to behavior noted by law enforcement,

this person might be using the matched number to gauge interest before buying tickets and

making arrangements to travel to locations.

6.7.2 Case Study 2: Finding matches with Limited to No Movement

For this case study, we randomly chose a phone number that visited 2 or fewer unique

locations. This case study showcases how the tool can still be used to find matches even

in cases with little to no movement. Because this phone number was chosen at random,

we had no prior knowledge about the phone number or if the phone number should have

matches within the dataset.
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Figure 6.19: Overview of the details for the trajectory used in Case Study 4 showing ex-
clusively hyper-local movement.

Initial Investigation

For this case study we used the same questions and processes to guide our observations as

was used in the previous case study. As seen in Figure 6.19, the phone number was only

used in advertisements in the Los Angles area and briefly elsewhere in California. The

person posting seems very active and posts ads multiple times per day during typical work

hours (though tends to post most of the ads between 8AM and 10AM).

The ad text is suggestive of an operation involving a set physical location. The ads

feature phrases like ”come visit us” which points to the person using a set-up where the

customers visit an established address rather than the person driving to visit the customers.

In addition, the ads mention the name of the organization/business running the ads and

indicates that these ads are for multiple women working within that organization. The use

129



of a shared management coupled with phrases like “fresh girls everyday” are indicative

of human trafficking, but aren’t necessarily specific to just human trafficking operations.

While shared management is often associated with human trafficking, some voluntary sex

workers will employ a manager to help with scheduling and logistics.

Finding Possible Matches

Because this trajectory involved very little movement and posted mostly to a very popular

major US city, we expected that finding matches (if there are any) would be more difficult.

As a result, we decided that we should try to cast a very wide net. We initially set the

search option to ”ignore” and the number of matches to 50. This meant the similarity

metric would give high scores to anyone who posted very frequently to the LA area. This

would also mean however, that the matched results would also likely include a high number

coincidental overlap.

We later set the search option to “Exact” to see how those options affected the results.

The “Exact” option would give high similarity scores to phone numbers that posted to LA

during the same time period as our initial phone number so would have the effect of filtering

out any older phone numbers. However, we found that there weren’t many differences

between these two search options for this particular phone number. This is likely because

this particular phone number has been active for a number of months so it would match to

roughly the same set of phone numbers.

By clicking through each phone number in the analyze tab, we were able in under 10

minutes to narrow down the list of potential matches from 50 to just 4 based on posting

behavior similarity – one of which is highly likely to be a match as the ad text. That

matched number names the same organization as the original and posted some identical

ads as the original. The similarity score between the matched number and original phone

number was 13.06% which indicates that as expected, geographic similarity when there is

limited movement may not be as meaningful. However, we were still able to find match
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in a short period of time with relative ease even-though the person didn’t move. This

demonstrates that there still is some value to examining posting and movement behavior

even in cases with the absence of movement.

Figure 6.20: Overview of the match details between the initial trajectory and the matched
trajectory for the fourth case study.

When examining the matched phone number in more detail (as seen in Figure 6.20)

we found that the the matched number tended to post to specific areas in the greater Los

Angeles area rather than just to the main city. This means that our choice of radius ended

up having a significant impact on whether or not we would find a match.

6.8 Discussion and Limitations

In this section, we examine the limitations of our design and examine areas for future

work. As both user scenarios used data containing a controlled set of matches, we can use
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Figure 6.21: Example of the detailed comparison views between phone number “A” and
phone number “A16” from User Scenario 1. Trajectories for each are identical but in re-
verse order form each other

(a) ignore ordering (b) relative ordering (c) exact ordering

Figure 6.22: Comparison showing the effect of different user-specified temporal ordering
options (ignore ordering, relative ordering, exact ordering) as seen in the Search View tab
using phone number B from User Scenario 2.

the results to analyze what patterns the tool was capable of finding and where the tool is

less capable. In both user scenarios the tool was able to find all possible matches, but some

movement patterns proved more challenging to find. In particular, trajectories that are in

reverse order from each other could only be found in limited scenarios. In User Scenario

1, the trajectories for phone A and A16 were identical but in reverse order from each other

(see Figure Figure 6.21). Phone number A16 only would be returned as a high match

when the user selected the “ignore” time search option. In all other combinations of search

options, reverse order trajectories would not be found as a match.

This problem with reverse ordering points to a larger pattern we noticed – which is
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that search options very much matter in determining which phone numbers are found. As

seen in figure Figure 6.22, what option a user selected between the different user-specified

temporal ordering had a profound effect on which phone numbers are returned by the tool.

These difference mean that depending on which option was selected, a user will have very

different conclusions about which numbers are matches and even which are possibly good

matches. Further what phone number is selected as an initial starting point can have an

effect on which numbers are returned. Doing re-starts as was shown in User Scenario 2 is

one possible strategy for overcoming some of those limitations and we find the flexibility

of the tabs support this process. However, future designs might need to take into account

how to support other strategies for examining overlaps between multiple searches.

Finally, our hypothesis was that the system would perform well when the initial trajec-

tory was long and had lots of movement. We also suspected that it would perform poorly

at best (if not at all) when the trajectory was very short or had little movement. To our

surprise, the tool was still useful at uncovering matches even when when movement was

not particularly present. In both User Scenario 2 and Case Study 2, our tool was still able

to find potential matches fairly quickly even when the initial trajectory had little overall

movement. However, we still found that the tool was not as good at finding cases where

both trajectories had limited overlap. For example, in User Scenario 2 phone number E was

was identified as a potential match but was given a much lower priority for consideration

due to the low degree of overlap between it and the other phone numbers. A fundamental

assumption our tool makes is that overlap is a strong indicator of connection. This as-

sumption may or may not hold in all human trafficking cases. As a result, our tool would

not be able to find cases where a person posted to different cities each time with a differ-

ent phone number or in cases with diverging/converging behavior where the overlap was

only for a very short period of time. Whereas methods like text or image similarity might

potentially be able to make those connections because they do not rely on trajectory sim-

ilarity for determining matches. Future work should look at examining how combining
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these approaches for determining similarity (i.e. using a mix of text, image, and movement

behavior similarity) can complement each other and improve search outcomes. Many of

the tools that are established in practice include mechanisms for matching phone numbers

using a mix of text and image similarity, but none use geospatial or temporal similarity as a

part of this process. Given the apparent utility that our approach demonstrates, we imagine

that if combined this could be a really powerful way of finding connected cases.

6.9 Ethics Analysis

In line with the suggestions we noted in chapter 5, our research should incorporate ethics-

driven considerations and document the harms and benefits of our work. To this end, we

use our prior analysis as well as the ethics principles established in other prior work [8,

107] to understand the limitations and ethical tensions our design could potentially face.

We structure our analysis by first documenting the benefits of this research and our design,

and then we conclude with a discussion of the potential harms and any strategies to address

those harms.

One of primary benefits of this work is that the methods and design could potentially

be used to combat human trafficking and increase the efficiency and efficacy of existing

investigative strategies. There is a strong need for tools to assist with computational tasks

like linking cases based on movement behavior similarity [13]. As seen in both the user

scenarios and in the case studies, our design can speed up this linking process and as a

result enhance existing practices for identifying victims and key partnerships relevant to an

investigation. The development of technology for these purposes were key strategic goals

outlined in both the Federal Strategic Action Plan on Services for Victims of Human Traf-

ficking [14] and the U.S Department of Justice’s National Strategy for Child Exploitation

Prevention and Interdiction [15].

In addition, our design is intended to addressing the investigation needs for more chal-

lenging cases of human trafficking. As discussed in both user scenarios, our tool is particu-
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larly beneficial for finding cases involving organized crime, gang activity, or other forms of

organized human trafficking networks because our tool is specifically used for identifying

for coordinated behavior. This means that our work can potentially have an impact on dis-

rupting these organized crime networks which currently remain under-investigated despite

committing more egregious offences [13, 90].

Finally, another benefit of our tool is that it can serve as an example of cross-discipline

collaboration in the design of technology. As noted by the ethics principles for human

trafficking research established in [8], technological research should involve collaboration

across across government, non-profit and non-governmental, academic, and private sec-

tors. Throughout our design process, our work required collaboration with law enforce-

ment, non-profit, and policy organizations; the lessons and design implications we learned

through working with our collaborators can serve to inform future technological designs in

this space.

In terms of potential harms, we note that our dataset very likely includes data on vol-

untary sex work. Both voluntary sex-workers and trafficking victims are advertised and

discussed on the same sites and there is no way to cleanly separate out advertisements for

one group from the other [8]. As a result, there is the concern that collecting and using

such data could lead to increased surveillance on vulnerable populations [229, 230]. Thus

we must take every precaution to both protect the right to privacy of individuals within our

dataset and discuss safe-guards against misuse of our design.

In order to protect privacy rights, the dataset used to design and evaluate the tool is

not publicly available and will be deleted after the project has concluded, In addition, we

tried to be as careful as possible when selecting case studies and screenshots to include

in order to not inadvertently reveal identities. Instead, we use simulated data to show the

full capabilities of the tool. This simulated dataset can be available and would allow for

demonstrations and public input into the design.

Finally, we note that our tool and future versions of our tool if deployed would come

135



with limitations of use. Our design is only intended to be used for cases directly related

to human trafficking and by law enforcement that has received some human trafficking

training. Based on both our prior work [13] and discussions with our collaborators, we limit

the use to that specific population because law enforcement with human trafficking training

typically use trauma-informed policing practices and demonstrate a nuanced understanding

of exploitation and sex-worker rights. Our design is not intended to be used to investigate

other crimes nor is it intended to be used widely by law enforcement in general. Our

design is necessarily limited in scope as we have only studied that specific population (law

enforcement investigators with human trafficking training), and so we only have insight

into their practices and potentials for harm.

6.10 Conclusion

Human trafficking investigations require complex investigation strategies and increasingly

involve more data science tasks. One challenge investigators currently face is recognizing

connected cases. As uncovered in our prior work, there is a strong need for computing

tools to support methods for searching for connected cases.

In this chapter, we introduced a visual analytics tool that tackles one of these challenges

identified in our prior work. Officers were often in need of tools to support geographic and

temporal search especially for data where GPS coordinates are not immediately available

and involve some level of uncertainty. While the focus of our work was specifically on

human trafficking cases, we envision that this work would be effective for other domains.

As noted in the prior criminal justice literature, geographic temporal similarity search is

an effective strategy for uncovering connected cases concerning other crime areas. More

generally, our design can be applied to any task that involves searching for similar trajectory

pattern behavior. We envision that our tool could also provide benefit to investigations using

crime data such as those on drug and arms trafficking (which also often include social media

data).
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We envision 4 main contributions with this work. Our first contribution is the design

goals and challenges we identified to support human trafficking investigations. These de-

sign challenges provide a unique insight into the design considerations when working with

law enforcement.

Our second contribution lies in the development of case studies and usage scenarios.

We demonstrate the efficacy of this tool through two user scenarios and two cases studies

with detailed descriptions of how this tool can be used to identify connected cases of human

trafficking. In addition we tested our tool on real data as demonstrated in the case studies.

Further these case studies demonstrate how the tool can be used to get unique insights into

the data itself and discover important patterns like likely spam, likely human trafficking,

likely modes of transportation used, and even what routes or highway systems the trafficker

tends to frequent. This demonstrates the utility of examining movement behavior patterns

for specifically human trafficking cases. These scenarios provide evidence that our tool

would be an effective addition to real investigations. Together, these scenarios illustrate the

effectiveness of our design in real-world applications.

Our third contribution is an ethical analysis of the design an usage of the tool itself. In

the prior chapter, we noted that AI development in this area would benefit from including

ethical analysis within the design process. To this end, we included a explicit ethics and

limitations section to discuss these issues.

Finally, the main contribution of this work is the design and development of a visual an-

alytics tool specifically designed to tackle the needs of law enforcement. Our design takes

a novel approach that combines existing techniques for similarity matching and visualiza-

tion that allows users direct and flexible input in defining what constitutes group behavior.

Further our design supports multiple kinds of investigations and behavioral analysis. As

seen in the case studies and user scenarios, our tool can be used to quickly narrow down

potential leads given some prior knowledge about a case. Further, our tool still works even

in scenarios where movement is absent.
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Future work should look to involve heterogeneous data sources especially those with

even more geographic uncertainty. Future work should also look to integrate this design

into existing tools. And finally, future work should look to perform an in-situ evaluation

of the tool. Unfortunately due to COVID restrictions, we were not able to perform a live

evaluation.
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CHAPTER 7

REFLECTIONS AND CONCLUSIONS

In my thesis, I have examined the ways in which computing researchers can assist anti-

trafficking efforts. First through an interview study with law enforcement, we gained a

better understanding of the criminal justice response and the technological needs of this

group. This work sought to augment our understanding of the prosecution aspect of anti-

trafficking efforts. Then we examined the prior work through the lens of human rights

to get a better understanding of the nuance and ethical practices of developing AI in this

space. Finally using the insights gained from both projects, we constructed a prototype of

a tool designed to fill some of the needs brought forth by our interview participants.

Ultimately my thesis work’s contributions to this space are as follows:

• A detailed account of the unique technological and design needs of law enforcement

investigating human trafficking cases. Our work notes the complex social, politi-

cal and technological challenges associated with designing for law enforcement and

highlights avenues for future computing research.

• An outline of the law enforcement investigation process and the role technology plays

within an investigation. Our work further describes the current investigation road-

bloacks and any opportunities for technology to assist with overcoming said road-

blocks.

• The categorization and understanding of the ethical risks associated with develop-

ing AI tools for anti-trafficking efforts that uses the language of international human

rights law. Our work notes five suggestions for future research: broader use of par-

ticipatory design; engaging with other forms of trafficking; developing best practices
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for harm prevention; including transparent ethics disclosures in research; and a dis-

cussion on the what limitations should exist for of AI in anti-trafficking.

• A series of design goals, case studies, usage scenarios, and ethical analysis of a visual

analytics prototype that demonstrate how computing methods can be used to identify

connected cases of human trafficking and overcome known investigation challenges.

• Finally, the development and implementation of a visual analytics prototype that

presents a novel approach that combines existing techniques for similarity match-

ing and group behavior visualization in a uniquely challenging domain.

As I reflect on my work in this chapter, I want to draw attention to future research and

open questions brought forth by this research, and then I will conclude with lessons I hope

researcher take away from my work.

7.1 Open Challenges with Combating Human Trafficking

There are a number of complex challenges that anti-trafficking efforts still face. Through

my research, I have encountered four main challenges: 1) lack of representative data, 2)

lack of resources for interventions, 3) lack of collaboration across jurisdictions, and 4) lack

of a shared understanding of human trafficking.

1) There is a lack of existing data on human trafficking and what little data does exist

tends to be incomplete or missing in some cases. Researchers and anti-trafficking groups

have fragmented access to human trafficking data - in part because there is no centralized,

shared location for data on human trafficking. Data on human trafficking tends to be siloed

in a combination of law enforcement, NGO, and governmental databases each of which

have (understandably) different requirements and protections for access. Further, these

databases are fragmented geographically. Thus given that victims often move between ju-

risdictions, researchers often have to get access to datasets both across different sectors and

across different geographic regions to get more complete picture. As a result of these data
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access challenges, it is difficult for researchers to get a complete, holistic picture of human

trafficking and get datasets of sufficient size to use for certain computational methods.

Finally, there is also a near complete lack of ground truth data on human trafficking

which makes evaluating models more difficult. For example, much of the prior (including

our own) use online sources of data that likely contain information on trafficking victims.

However as sex trafficking inherently exists as a component within the consensual sex-

work industry, distinguishing between consenting sex workers and trafficked victims is

non-trivial task and there are no standardized techniques to separate activity for human

trafficking versus consensual sex-work. Some of the prior work including in [8], [93],

and [20] rely on law enforcement or NGO-generated key-words to label advertisements as

likely involving human trafficking. However, there are often disagreements among experts

as to how accurate these key-words are at predicting human trafficking cases. To date no

research has empirically evaluated the reliability of these keywords.

2) Anti-trafficking efforts are also incredibly resource constrained. There is a distinct

lack of sufficient funding for anti-trafficking initiatives both globally and within the United

States. Additionally, law enforcement and victim advocates are time-constrained and can

only assist with a select number of cases. As a result, many officers describe feeling like

they are only only scratching the surface of human trafficking cases because they are so

resource constrained.

3) Multilateral collaboration remains an open problem for anti-trafficking initiatives

especially at a global scale.

4) Finally, there is a lack of shared understanding of human trafficking. There are a

number of pervasive myths and even more recently conspiracy theories that prevent effec-

tive interventions. Misinformation remains an ongoing problem especially with the spread

of QAnon beliefs.

In addition to these challenges, there also remains a major gap in work addressing

non-prosecution efforts within anti-trafficking efforts. There is a need to address human
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trafficking from a more holistic perspective that addresses efforts associated with the other

3Ps: Protection, Prevention, Partnership.

7.2 Open Questions & Future Research

From these existing challenges and gaps, I see a number of future research opportunities.

7.2.1 Addressing Data Problems and Access

Addressing the problem of incomplete datasets represents a unique opportunity for com-

putational researchers because there already exists a wealth of established techniques de-

signed to navigate this concern. For example, researchers can use techniques from opera-

tions research such as matrix completion [18] and network completion [19] to infer missing

information. From data science, researchers can use techniques like entity unification to as-

sociate data points across disparate data sources.

However, applying these techniques to human trafficking datasets brings up a number of

open research questions. For example, how can we unify databases in a privacy preserving

manner? With inference models, how can we ensure accuracy of the inferred data points?

Especially in criminal justice settings where data provenance is critical, how can we convey

to users that the datasets contain a mix of sources and/or inferred data points?

7.2.2 Addressing Resource Constraints and Allocation

Because anti-trafficking efforts are so resource constrained, interventions have to be de-

signed to most efficiently use the time of the individuals involved. This problem highlights

an avenue for future research using computational techniques to support efficient resource

allocation for anti-trafficking efforts. For example building off of the geospatial-temporal

analysis shown in chapter 6, future research can look to identify spatial and temporal re-

gions where trafficking increases so that anti-trafficking efforts can more efficiently re-

spond. Future work could also look to identify individuals who are most at risk of being
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trafficked so that early stage interventions can be targeted for those individuals and be most

effective at preventing trafficking.

7.2.3 Addressing Collaboration and Partnership

Collaboration across all levels remains an open problem and there are unique ways com-

putational research can help. This area represents an opportunity to revisit classic CSCW

problems but instead with a focus on the needs of government sectors. For example, there

is a need for tools to support information sharing both within organizations and between

different sectors. Both law enforcement and victims need tools to help vet and connect

them to appropriate service providers. Research in this area can also look at identifying

and evaluating existing barriers to collaboration and information sharing.

Finally, computation models can also be used in future research to identify potential

collaboration opportunities within anti-trafficking networks. For example, by identifying

regions traffickers often travel to and from computational models can identify necessary

collaborators across geographic regions by ranking each area’s connectedness.

7.2.4 Addressing Prevention

As noted in chapter 5, there is a distinctive gap in work designed to prevent human traf-

ficking. There are opportunities for researchers to assist with existing prevention strategies

by designing better targeted interventions. Current prevention strategies like education and

awareness campaigns tend be limited in scope and tend to miss critical vulnerable groups

[12, 31]. Notably despite being disproportionately affected by trafficking, black and His-

panic communities in the US are not addressed in current campaign strategies [12, 31].

There is a need for future research to design and evaluate what strategies would work to

target outreach to these marginalized populations that take into account the needs of these

communities. Additionally, certain geographic regions are not addressed by current strate-

gies. Notably, regions close to extractive industries see increases in both sex and labor
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trafficking [31]. Both the rural nature of these regions and the lack of existing infrastruc-

ture make these regions particularly vulnerable to trafficking and difficult to reach with

broad campaign strategies [31]. Borrowing from related work on internet campaigns in

low-internet regions, Future research could look into how to design campaigns that ef-

fectively reach rural regions. In addition, researchers could evaluate the effectiveness of

existing prevention strategies and model which combinations of these strategies would be

most effective in different geographic regions and across different sub-populations.

From a social computing perspective, future research could also look to design pre-

vention strategies aimed at targeting labor exploitation facilitated by online job boards. In

particular there is a particular need for interventions designed to help vulnerable popula-

tions like former convicts and migrant workers who are both vulnerable to exploitation and

tend to be less computer literate.

7.2.5 Addressing Protection and Survivor Support

More research is also needed to understand the needs of survivors particularly with respect

to how technology can be used for support. There is a need for tools to assist with access-

ing resources such as finding employment and housing; with accessing education like job

training; and with finding resources for healthcare needs.

In addition, we also need to understand how human trafficking interventions impact

survivors with special attention given to understand and prevent further victimization. This

brings up a number of open research questions including: ”how can we design for harm pre-

vention”; ”how can we design tools that are robust against missuse and corruption?”; ”how

can we design tools to proactively (rather than reactively) search for misuses?”. Future re-

search should examine the role of technology for both harm prevention and for perpetuating

violence.
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7.3 Takeaways

Finally, I want to highlight some takeaways I hope to leave readers with. First and foremost,

a better understanding of human trafficking that dispels common myths. Perhaps the most

important lesson I learned through this work was the number of socially pervasive myths

about human trafficking. Cultural narratives surrounding human trafficking tend to focus

on a narrow subset of human trafficking - namely sex trafficking cases where the victim

is young, white, and female and where her trafficker is an adult male stranger. The reality

is that human trafficking takes many forms and both victims and traffickers come from

incredibly diverse backgrounds.

Further I hope to leave readers with an understanding that human trafficking is inher-

ently linked to inequality and marginalization. Human trafficking is a deeply complex

problem that is difficult to research and requires navigating intersecting complex political

and social issues. Our understanding of human trafficking requires examining the com-

plex social, economic, cultural, and political factors that each play a role in facilitating this

crime. But at the root of it, those most vulnerable to exploitation are marginalized groups

who have unequal economic opportunities. Thus, dismantling systems of oppression and

implementing necessary social programs (like increasing the number of long-term shel-

ters and support for equal education opportunities) will impact human trafficking. To this

end, we also must be cognizant of where and when technology should and should not be

used. Technology should not replace or be used instead of much needed social programs,

training, and education.

Finally, I hope my research inspires more computational researchers to center ethics

within their own work. Ethics provides an invaluable perspective to computational research

and ensures that we examine how our work impacts the communities around us.
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