
INFERRING ECOLOGICAL INTERACTIONS FROM DYNAMICS IN
PHAGE-BACTERIA COMMUNITIES

A Dissertation
Presented to

The Academic Faculty

By

Ashley Coenen

In Partial Fulfillment
of the Requirements for the Degree

Doctor of Philosophy in the
School of Physics

Georgia Institute of Technology

December 2021

c© Ashley Coenen 2021



INFERRING ECOLOGICAL INTERACTIONS FROM DYNAMICS IN
PHAGE-BACTERIA COMMUNITIES

Thesis committee:

Dr. Joshua Weitz, Advisor
School of Biological Sciences and School
of Physics
Georgia Institute of Technology

Dr. Justin Romberg
School of Electrical and Computer Engi-
neering
Georgia Institute of Technology

Dr. Simon Sponberg
School of Physics
Georgia Institute of Technology

Dr. Flavio Fenton
School of Physics
Georgia Institute of Technology

Dr. Matthew Sullivan
Department of Microbiology
Ohio State University

Date approved: November 18, 2021



ACKNOWLEDGMENTS

I am immensely grateful to friends, roommates, partners, colleagues, and mentors for

their companionship throughout these strange times. To Devika Singh and Amen Ben

Hamida: my anchors. To Daniel Holmes: for impeccable music, food, and game curation.

To Hallie Andrews: for being the best roommate I could have asked for and least of all for

saving my life. To Karl Lundquist: for keeping in touch and for growing with me. Thank

you for your endless support during, as well as before and beyond, the pandemic. And

thank you to friends both new and old – you know who you are. I would not have finished

this endeavor without you all.

To my dear friends: Luke Rivard, Annica Mandeltort, Tom Sasani, and Micah Price. To

the Lawrence University physics crew. To my family: Terry and Chris Coenen, Zach and

Kelsey and Nola Coenen, and Susan Massey Nickel. To my grandma, Marlene Coenen, for

chatting about the weather and for lighting a candle for me. Thank you for always being

there for me, without question or hesitation.

Throughout my time in graduate school, I have had wonderful connections with too

many fellow graduate students to list: Rozenn Pineau, Roth Conrad, Juan Pablo Barraza,

Yael Toporek, Keith Paarporn, Logan Kageorge, Marcus Daum, Matthew Johnson, Félix

Thouin, Shane Jacobeen, Anna Miettinen, and John Hendry. To my roommate and partner

in crime Keshav Joshi, who is dearly, dearly missed. These years have been brighter and

happier for having had you all in my life.

To Stephen Beckett of the Weitz group, for being my mentor these past six years.

To current Weitz group members, who have taught, debated with, and learned with me:

David Demory, Daniel Muratore, Rogelio Rodriguez-Gonzalez, Andreea Magalie, Marian

Dominguez-Mirazo, Conan Zhao, Shashwat Shivam, Jeremy Harris, Adriana Lucia-Sanz,

Jacopo Marchi, Rachel Calder, Audra Davidson, and Gabi Steinbach. To my mentees,

Ellen and Anup, who taught and learned with me too. To past Weitz group members who

iii



have provided me with guidance, both scientific and professional: Jessica Irons, Ceyhun

Eksin, Joey Leung, Chad Wigington, Yu-Hui Lin, and César Flores.

Throughout this thesis work, I have had incredible support from many colleagues and

collaborators. To my co-authors: Natalie Solonenko, Christine Sun, Daniel Muratore,

Sarah Hu, Elaine Luo, and many others who supported theory, coding, and experimen-

tal work, particularly on Chapter 3. Thank you also to those who provided code review and

feedback throughout the manuscript writing process. On Chapter 2: Ben Buldoc, Stephen

Beckett, Yu-Hui Lin, David Demory, and five anonymous reviewers. On Chapter 4: the

entire BioOceans team, including Steven Wilhelm, Gary LeCleir, Naomi Gilbert, and Deb-

bie Lindell, as well as members from the Weitz Group, and Jessica Irons for administrative

support. Many thanks to the Simons Foundation and the National Science Foundation for

funding.

To my proposal committee: Justin Romberg and Simon Sponberg, for being there from

the very beginning. To Matt Sullivan, for welcoming me to the Ohio State, and to Flavio

Fenton for joining the thesis committee later and with just as much impact. To faculty

members who have guided me both in academia and beyond: Jennifer Curtis and David

Ballantyne.

And, finally, to my advisor: Joshua Weitz. Thank you for your mentorship, your en-

couragement, and your understanding – it was not always an easy journey for me, and I

can point to many times where I would have been lost without your support. Thank you,

also, for connecting me with collaborations beyond the standard academic purview, and for

giving me room to grow as both a researcher and as a citizen. I look forward keeping in

touch and meeting your future graduate students, wherever our paths align.

iv



TABLE OF CONTENTS

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xix

Chapter 1: Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Chapter 2: The limitations of correlation-based inference in complex virus-microbe
communities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Importance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.4 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.4.1 Dynamical model of a virus-microbe community . . . . . . . . . . 9

2.4.2 Generating interaction networks and characterizing network structure 10

2.4.3 Choosing life history traits for coexistence . . . . . . . . . . . . . . 11

2.4.4 Simulating and sampling time-series . . . . . . . . . . . . . . . . . 13

2.4.5 Standard and time-delayed Pearson correlation networks . . . . . . 13

v



2.4.6 eLSA networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4.7 SparCC networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.4.8 Scoring correlation network accuracy . . . . . . . . . . . . . . . . 17

2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.5.1 Standard Pearson correlation . . . . . . . . . . . . . . . . . . . . . 18

2.5.2 Time-delayed Pearson correlation . . . . . . . . . . . . . . . . . . 20

2.5.3 Correlation-based methods eLSA and SparCC . . . . . . . . . . . . 22

2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.7 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.8 Availability of data and materials . . . . . . . . . . . . . . . . . . . . . . . 26

Chapter 3: Inferring multiple interaction networks in virus-bacteria communi-
ties from timeseries data . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.2.1 Model for bacteria-virus community ecology . . . . . . . . . . . . 29

3.2.2 Fixed points and requirements on M . . . . . . . . . . . . . . . . . 30

3.2.3 Parameter sampling . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.2.4 Timeseries simulations . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2.5 Objective function . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2.6 Convex optimization . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2.7 Quantification of inference quality . . . . . . . . . . . . . . . . . . 34

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3.1 Inference of heterogeneous microbe-microbe competition . . . . . . 34

vi



3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.5 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

Chapter 4: Reconstructing community dynamics from pairwise interactions in
a complex bacteria-phage community . . . . . . . . . . . . . . . . . 39

4.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.3 Experimental methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.3.1 Strains and growth conditions . . . . . . . . . . . . . . . . . . . . 43

4.3.2 Doubling time experiments . . . . . . . . . . . . . . . . . . . . . . 44

4.3.3 Adsorption rate experiments . . . . . . . . . . . . . . . . . . . . . 44

4.3.4 One-step experiments . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.3.5 Community experiment . . . . . . . . . . . . . . . . . . . . . . . . 45

4.3.6 PSA HP1 community experiment . . . . . . . . . . . . . . . . . . 45

4.3.7 Quantification of strain densities with qPCR . . . . . . . . . . . . . 46

4.4 Theory and computational methods . . . . . . . . . . . . . . . . . . . . . . 47

4.4.1 Model for phage-host community ecological dynamics . . . . . . . 47

4.4.2 Model for measurement bias . . . . . . . . . . . . . . . . . . . . . 49

4.4.3 Latent period distributions . . . . . . . . . . . . . . . . . . . . . . 49

4.4.4 Simulating timeseries . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.4.5 Estimating posterior distributions with Markov-chain Monte Carlo . 51

4.4.6 Calculating timeseries envelopes . . . . . . . . . . . . . . . . . . . 52

4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

vii



4.5.1 Experimental quantification of pairwise phage and bacteria life his-
tory traits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.5.2 Time-resolved quantification of phage and bacteria coexistence in
a complex community . . . . . . . . . . . . . . . . . . . . . . . . 55

4.5.3 Impacts of infection structure and latent period distributions on re-
constructing community dynamics . . . . . . . . . . . . . . . . . . 56

4.5.4 Inferring life history traits from community phage and bacteria dy-
namics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.5.5 Ecological impacts on pairwise life history traits . . . . . . . . . . . 64

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.7 Author contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.8 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Chapter 5: A Primer for Microbiome Time-Series Analysis . . . . . . . . . . . . 68

5.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.3.1 Overview of tutorials . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.3.2 Dataset Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.3.3 Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.3.4 Ordination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.3.5 Periodicity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.3.6 Inferring interactions . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.4.1 Exploring Shifts in Daily Protistan Community Activity . . . . . . 85

viii



5.4.2 Identifying Protists with Diel Periodicity in 18S Expression Levels . 89

5.4.3 Inferring interactions in a synthetic microbial community . . . . . . 91

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.6 Data Availability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.7 Conflict of Interest Statement . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.8 Author Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.9 Funding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.10 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

Chapter 6: Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

Appendix A: Supplementary information for “The limitations of correlation-based
inference in complex virus-microbe communities” . . . . . . . . . 101

Appendix B: Supplementary information for “Inferring multiple interaction net-
works in virus-bacteria communities from timeseries data” . . . . . 106

Appendix C: Supplementary information for “Reconstructing community dy-
namics from pairwise interactions in a complex bacteria-phage
community” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

ix



LIST OF TABLES

2.1 Sampling ranges for parameters in the virus-microbe dynamical model (Equa-
tion 2.1 and Equation 2.2). . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.1 Sampling ranges and units for parameters of the model of bacteria-virus
ecology (Equation 3.1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.1 Parameters, hyperparameters, and state variables for the phage-bacteria
community model (Equation 4.2). (See Table C.2 for which bacteria and
phage strains are assigned to which indices.) . . . . . . . . . . . . . . . . . 49

C.1 Primer sequences and annealing temperatures (Tm) used for qPCR for each
bacterial strain and phage. . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

C.2 Index assignment for the 5 bacteria and 5 phage strains. By convention, i
refers to bacteria strains and j refers to phage strains. Model parameters
with a double index ij refer to the pair of host i and phage j. . . . . . . . . 110

C.3 Initial densities of susceptible bacteria S and phage V , used for all model
simulations in Chapter 4 and Appendix C. All other state variables (E and
I) were initialized at zero. Initial densities were computed from the com-
munity experiment as the average across the 3 replicates at the first time
point (Figure 4.2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

C.4 Parameter values for simulations in Figure 4.3. See Table 4.1 for parameter
descriptions, Table C.2 for strain names, and Table C.3 for initial conditions. 115

C.5 Settings for MCMC run shown in Figure 4.4 and Figure 4.5. Only non-
zero parameters were included in the MCMC run. Adsorption rates φ
were log10 transformed before running the chain. Prior distributions were
Gaussians with mean µ and standard deviation σ. See Theory and com-
putational methods: Estimating posterior distributions with Markov-chain
Monte Carlo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

x



LIST OF FIGURES

2.1 Example interaction networks characterized by A) nestedness and B) mod-
ularity. The networks shown here have size N = 10 and fill A) F = 0.55
and B) F = 0.5. Within each network, rows represent microbe populations
and columns represent virus populations, while navy squares indicate inter-
action (Mij = 1). Networks were generated according to subsection 2.4.2.
Nestedness (NODF) and modularity (Qb) were measured with the BiMat
package and are arranged in their most nested or most modular forms [51]. 11

2.2 Calculating standard Pearson correlation networks for two in silico A) nested
and B) modular communities (N = 10). A1-B1) Original weighted inter-
action networks, generated as described in subsection 2.4.2 and subsec-
tion 2.4.3. A2-B2) Simulated time-series of the virus-microbe dynam-
ical system as described in subsection 2.4.4 (δ = 0.3). A3-B3) Log-
transformed samples, sampled every 2 hours for 200 hours from the sim-
ulated time-series. A4-B4) Pearson correlation networks, calculated from
log-transformed samples as described in subsection 2.4.5. . . . . . . . . . 19

2.3 Scoring correlation network accuracy of the two in silico A) nested and
B) modular communities (N = 10, see Figure 2.2) as described in sub-
section 2.4.8. A1-B1) Correlation networks are binarized according to
thresholds c between −1 and +1, three of which are shown here (c =
−0.5, 0, and 0.5). A2-B2) Original interaction networks are also binarized.
A3-B3) True positive rate (TPR) versus false positive rate (FPR) of the
binarized correlation networks for each threshold c. Three example thresh-
olds (c = −0.5, 0, and 0.5) are marked (red, white, and blue circles). The
“non-discrimination” line (grey dashed) is where TPR = FPR. The AUC
or area under the ROC curve is a measure of relative TPR to FPR over
all thresholds; AUC = 1 is a perfect result. Distributions for the reported
p-values are shown in the appendix. . . . . . . . . . . . . . . . . . . . . . 20

xi



2.4 AUC values for standard Pearson correlation for the ensemble of A) nested
and B) modular communities over three network sizes N = 10, 25, 50 (20
communities for each network size). AUC is computed as described in
subsection 2.4.8. Each plotted point corresponds to a unique in silico com-
munity. Dashed line marks AUC=1/2 and implies the predicted network
did no better than random guessing. . . . . . . . . . . . . . . . . . . . . . 21

2.5 Performance of time-delayed Pearson correlation. A1-B1) Two example
in silico interaction networks (N = 10). A2-B2) Time-delays τij for each
virus-host pair, chosen so that the absolute value of the correlation is max-
imized. A3-B3) Time-delayed Pearson correlation networks calculated as
described in subsection 2.4.5. C) AUC values for the ensemble of nested
(top row) and modular (bottom row) communities over three network sizes
N = 10, 25, 50 (20 communities for each network size). Each plotted point
corresponds to a unique in silico community. Dashed line marks AUC=1/2
and implies the predicted network did no better than random guessing. . . . 23

2.6 Performance of correlation-based inference methods eLSA and SparCC.
A1-B1) Two example in silico interaction networks (N = 10). A2-B2)
eLSA predicted network computed as described in subsection 2.4.6. A3-
B3) SparCC predicted network computed as described in subsection 2.4.7
(color bar adjusted for visibility). C-D) AUC values for the ensemble of
nested (top row) and modular (bottom row) communities over three net-
work sizes N = 10, 25, 50 (20 communities for each network size). Each
plotted point corresponds to a unique in silico community. Dashed line
marks AUC=1/2 and implies the predicted network did no better than ran-
dom guessing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.1 High-quality inference for a 10x10 virus-host community with heteroge-
neous host-host interactions. a) Simulated host H and virus V population
timeseries. b) Transformed host G and virus W densities (Equation 3.7).
c) Inference of both the heterogeneous host-host interaction matrix ã (left)
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SUMMARY

Bacteria and the viruses that infect them are ubiquitous, abundant, and highly diverse.

Characterizing how viruses interact with their microbial hosts is critical to understand-

ing microbial community structure and function, as well as downstream effects on the

surrounding environment. However, existing methods for quantifying bacteria-phage in-

teractions are not widely applicable to natural communities. First, many bacteria are not

culturable, preventing direct experimental testing. Second, “-omics” based methods, while

high in accuracy and specificity, have been shown to be extremely low in power. Third,

inference methods based on time-series or co-occurrence data, while promising, have for

the most part not been rigorously tested. This thesis work focuses on this final category of

quantification strategies: inference methods.

In this thesis, we further our understanding of both the potential and limitations of sev-

eral inference methods, focusing primarily on time-series data with high time resolution.

We emphasize the quantification of efficacy by using time-series data from multi-strain

bacteria-phage communities with known infection networks. We employ both in silico

simulated bacteria-phage communities as well as an in vitro community experiment. We

review existing correlation-based inference methods, extend theory and characterize trade-

offs for model-based inference which uses convex optimization, characterize pairwise in-

teractions in a 5x5 virus-microbe community experiment using Markov chain Monte Carlo,

and present analytic tools for microbiome time-series analysis when a dynamical model is

unknown. In doing so, we provide evidence in favor of model-based inference in recover-

ing phage-bacteria infection networks with high accuracy and specificity. Together, these

chapters bridge gaps in existing literature, as well as identify future research directions, in

inference of ecological interactions from time-series data.
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CHAPTER 1

INTRODUCTION

Viruses are ubiquitous, abundant, and highly diverse in marine, soil, and human-associated

environments. Viruses can infect all domains of life, although most viruses infect bacteria

and archaea [1]. Viruses of microbes (bacteriophages, archaeal viruses, and some eukary-

otic viruses) are known to play important roles in microbial communities. In ocean ecosys-

tems for example, viruses control microbial population sizes through infection and cell

lysis. As a result, the flow of organic matter may be redirected from higher trophic levels

back to the microbial loop [2, 3]. Viruses can also alter host physiology and metabolism.

For example, viruses infecting the marine bacteria Prochlorococcus and Synechococcus

carry genes that augment host photosynthetic capacity [4, 5]. Both of these examples point

to how viruses can ultimately affect ecosystem-level processes. Identifying and character-

izing how viruses interact with their microbial hosts microscopically (i.e. individually and

locally) is critical to understanding microbial community structure and function within an

ecosystem [2, 6, 7, 8].

Viruses interact with microbial hosts primarily through two modes of infection: lysis

and lysogeny. In a lytic infection, viral genetic material is injected into a microbial host,

hijacking the host cell machinery to produce new viral particles inside of the host cell. After

some delay, the host cell is lysed (and killed) and the new viral particles are released into

the environment. In a lysogenic infection, viral genetic material is injected into a microbial

host and integrated into the host genome. The virus remains dormant and is transmitted

vertically as the microbial host replicates. Typically an environmental cue, such as UV

radiation, induces the virus into the lytic infection mode. Some viruses are exclusively lytic.

Other viruses can “choose” either the lytic or lysogenic mode upon infection, although the

mechanisms underlying this “decision” are understood for only a few model systems [9].
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In addition to immediate infection outcomes, virus-microbe interactions affect host cells in

other ways. Viral infection can result in e.g. altered host metabolism, host pathogenicity or

toxin production, and horizontal gene transfer among hosts [4, 5, 10, 11]. In this thesis, we

are primarily concerned with lytic infections.

A detailed understanding of infection mechanism is lacking for most viruses and mi-

crobes in nature [9]. The majority of viruses and microbes on the planet are not culturable

and therefore cannot be studied directly in a laboratory setting [10]. For natural commu-

nities, virus-microbe interactions must be probed in other ways. There are several par-

tially culture-independent methods (e.g. viral tagging [12, 13] and digital PCR [14]) and

single-cell methods (e.g. single-cell amplified genome analysis [15, 16, 17]) that are use-

ful but ultimately limited in scope and scalability. On the other hand, recent advances in

metagenomic sequencing and analyses allow for identification and (partial) quantification

of viruses and microbes in situ in a direct and high-throughput manner [18, 19, 20]. Vi-

ral and bacterial sequences from assembled metagenomes can be analyzed directly and

putatively linked on a genetic basis [21, 22]. Alternatively, metagenomic sampling of a

community over time provides estimates of changing abundances of viral and microbial

populations. From these time-series, a variety of statistical and mathematical methods can

be used to infer virus-microbe interactions [23, 24, 25, 26, 27].

This thesis focuses on the inference of ecological interactions from observed commu-

nity dynamics. The systems of interest are virus-microbe communities, in which in situ

population dynamics can be observed via metagenomic sampling, although much of the

theoretical work here is generalizable to ecological systems broadly. In microbial and viral

ecology, identifying virus-microbe interactions and characterizing their ecological mode

(e.g. lysis or lysogeny) is an active area of research [28, 29, 30]. Currently, there does not

exist a “gold standard” virus-microbe community in which interactions are known, which

makes truth-testing of any given method difficult. In this thesis, we assess the effectiveness

of several inference methods using a combination of in silico simulated communities and
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in vitro experiments of relatively small communities with well-characterized life history

traits.

In Chapter 2, we review several correlation-based inference methods for predicting

virus-microbe interactions, which are widely used in existing literature [31, 32, 33, 34,

35, 36, 37, 38, 39, 40, 41, 24, 42]. Using in silico virus-microbe communities, we show

that correlation and correlation-based methods are poor predictors of true interactions. The

work in Chapter 2 is published [43].

In Chapter 3, we introduce model-based inference methods as an alternative to correlation-

based methods. We extend an existing technique [44], based on linearized differential

equations of virus-microbe ecological dynamics, and show that both virus-microbe and

microbe-microbe interactions can be accurately inferred in more complex settings than

originally proposed. Chapter 3 also uses in silico simulations, allowing us to rapidly char-

acterize tradeoffs in inference efficacy with experimental design. The work in Chapter 3 is

currently in prep for submission.

In Chapter 4, we integrate models and theory from previous chapters with an in vitro

5x5 virus-bacteria community experiment. The life history traits of all 5 bacteria and 5

phage strains, as well as 25 potential virus-bacteria interactions, were characterized exper-

imentally, providing a “gold standard” against which to compare inferred interactions. The

work in Chapter 4 is in collaboration with an experimental lab at the Ohio State University

and is currently in prep for submission.

In Chapter 5, we present a suite of methods for analyzing microbiome time-series when

a dynamical model is not explicitly known, with example demonstrations on published

datasets. We use regularized regression to predict interactions, emphasizing that the un-

derlying assumptions of normality and independence among samples hold only in limited

contexts. We also show how clustering and periodicity analyses can be used to investigate

patterns in dynamics. The content in Chapter 5 is published as a multi co-first author paper,

with publicly available interactive tutorials in R and MATLAB [45].
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Together, these chapters bridge gaps in existing literature concerning inference methods

for ecological systems using time-series data, in particular for virus-microbe communities.

Inference methods which leverage high-throughput time-series data, like metagenomes and

viromes, will be integral for characterizing ecological interactions in natural environments

across large spatial and temporal scales [46]. Yet, the efficacy of such methods has not

been well characterized. This thesis characterizes efficacy for several inference methods in

idealized in silico communities as well as in a relatively small in vitro community exper-

iment. In using idealized in silico and simple in vitro communities, we identify contexts

in which inference methods are likely to succeed, fail, or be inconclusive or unreliable in

more complex, natural environments. Of course, many open questions remain on the via-

bility of applying these inference methods to communities in natural environments, such as

the effects of compositional “-omics” data and complex environmental effects like season-

ality or micro-scale physics of particles. These open questions are discussed in more detail

in Chapter 6.
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CHAPTER 2

THE LIMITATIONS OF CORRELATION-BASED INFERENCE IN COMPLEX

VIRUS-MICROBE COMMUNITIES

Adapted from A R Coenen and J S Weitz, The limitations of correlation-based inference in

complex virus-microbe communities, mSystems, (2018) [43].

2.1 Abstract

Microbes are present in high abundances in the environment and in human-associated mi-

crobiomes, often exceeding one million per milliliter. Viruses of microbes are present in

even higher abundances and are important in shaping microbial populations, communities,

and ecosystems. Given the relative specificity of viral infection, it is essential to identify

the functional linkages between viruses and their microbial hosts, particularly given dy-

namic changes in virus and host abundances. Multiple approaches have been proposed to

infer infection networks from time-series of in situ communities, among which correlation-

based approaches have emerged as the de facto standard. In this work, we evaluate the

accuracy of correlation-based inference methods using an in silico approach. In doing

so, we compare predicted networks to actual networks to assess the self-consistency of

correlation-based inference. At odds with assumptions underlying its widespread use, we

find that correlation is a poor predictor of interactions in the context of viral infection and

lysis of microbial hosts. The failure to predict interactions holds for methods which lever-

age product-moment, time-lagged, and relative-abundance based correlations. In closing,

we discuss alternative inference methods, particularly model-based methods, as a means to

infer interactions in complex microbial communities with viruses.
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2.2 Importance

Inferring interactions from population time-series is an active and ongoing area of research.

It is relevant across many biological systems – in particular in virus-microbe communities,

but also in gene regulatory networks, neural networks, and ecological communities broadly.

Correlation-based inference – using correlations to predict interactions – is widespread.

However, it is well known that “correlation does not imply causation”. Despite this, many

studies apply correlation-based inference methods to experimental time-series without first

assessing the potential scope for accurate inference. Here, we find that several correlation-

based inference methods fail to recover interactions within in silico virus-microbe commu-

nities, raising questions on their relevance when applied in situ.

2.3 Introduction

Viruses of microbes are ubiquitous and highly diverse in marine, soil, and human-associated

environments. Viruses interact with their microbial hosts in many ways. For example, they

can transfer genes between microbial hosts [10, 11], alter host physiology and metabolism

[4, 5], and redirect the flow of organic matter in food webs through cell lysis [2, 3]. Viruses

are important parts of microbial communities, and characterizing the interactions between

viruses and their microbial hosts is critical for understanding microbial community struc-

ture and ecosystem function [2, 6, 7, 8].

A key step in characterizing virus-microbe interactions is determining which viruses

can infect which microbes. Viruses are known to be relatively specific but not exclusive

in their microbial host range. Individual viruses may infect multiple strains of an isolated

microbe or they may infect across genera as part of complex virus-microbe interaction

networks [47, 48]. For example, cyanophage can infect both Prochlorococcus and Syne-

chococcus which are two distinct genera of marine cyanobacteria [49]. However, knowl-

edge of viral host range remains limited because existing experimental methods for di-
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rectly testing for viral infection are generally not applicable to an entire in situ community.

Culture-based methods such as plaque assays are useful for checking for viral infection

at the strain level and permit high confidence in their results, but they are not broadly ap-

plicable as many viruses and microbes are difficult or currently impossible to isolate and

culture [10]. Partially culture-independent methods, such as viral tagging [12, 13] and dig-

ital PCR [14], overcome some of these hurdles but only for particular targetable viruses

and microbes. Similarly, single-cell genome analysis is able to link individual viruses to

microbial hosts [15, 16, 17] but for a relatively small number of cells.

Viral metagenomics offers an alternate route for probing virus-microbe interactions for

entire in situ communities, bypassing culturing altogether [18, 19, 20]. The viral sequences

obtained from metagenomes can be analyzed directly using bioinformatics-based methods

to predict microbial hosts [21, 22] although such methods may only be appropriate for a

subset of viruses (phages and archaeal viruses but not eukaryotic viruses) and putative hosts

(prokaryotes but not eukaryotes). Alternatively, metagenomic sampling of a community

over time can provide estimates of the changing abundances of viral and microbial popula-

tions at high time- and taxonomic- resolution. Once these high-resolution time-series are

obtained, they can be used to predict virus-microbe interactions using a variety of statistical

and mathematical inference methods (see reviews [23, 24, 25, 26, 27]).

Correlation and correlation-based methods are among the most widely used network in-

ference methods for microbial communities [24]. For example, Extended Local Similarity

Analysis (eLSA) is a correlation-based method which allows for both local and time-lagged

correlations [31, 32, 33] and has been used to infer interaction networks in communities

of marine bacteria [34, 35]; bacteria and phytoplankton [36, 37]; bacteria and viruses [38];

and bacteria, viruses, and protists [39, 40]. In addition, several correlation-based methods

have been developed to address challenges associated with the compositional nature of “-

omics” datasets [41, 24], including Sparse Correlations for Compositional data (SparCC)

[42].
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Regardless of the particular details of these methods, all correlation-based inference

operates on the same core assumption: that interacting populations trend together (are cor-

related) and that non-interacting populations do not trend together (are not correlated).

Particular correlation-based methods may relax or augment this assumption. For example,

with eLSA the trends may be time-lagged [31, 32, 33]; with simple rank correlations the

trends may be non-parametric; and with compositional methods like SparCC the trends

may occur between ratios of relative abundances [42]. In communities with only a few

populations and simple interactions, population trends may indeed be indicative of eco-

logical mechanism. In these contexts, some correlation-based methods have been shown

to recapitulate microbe-microbe interactions with limited success [24]. Typically however

the challenge of inferring interaction networks applies to diverse communities and com-

plex ecological interactions. Microbial communities often have dozens, hundreds, or more

distinct populations, each of which may interact with many other populations through non-

linear mechanisms such as viral lysis, as well as be influenced by fluctuating abiotic drivers.

In these contexts, the relationship between correlation and ecological mechanism is poorly

understood. Often correlations do not have a simple mechanistic interpretation, a well-

known adage (“correlation does not imply causation”) that is often disregarded.

Despite the challenge of interpretation, correlation-based inference methods are widely

used with in situ datasets [31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 24, 42]. Bench-

marking inferred networks – connecting correlations to specific ecological mechanisms –

is difficult. In the context of lytic infections of environmental microbes by viruses, there

is (usually) no existing “gold standard” interaction network for which to validate inferred

interactions. Therefore, in this work, we take an in silico approach to assess the accuracy of

correlation-based inference. To do this, we simulate virus-microbe community dynamics

with an interaction network which is prescribed a priori and use it to benchmark inferred

networks. Several existing studies have applied similar in silico approaches in the case of

both microbe-microbe and microbe-virus interactions and found that simple Pearson cor-
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relation [50, 41] and several correlation-based methods [24] either fail or are inconsistent

in recapitulating interaction networks. Here, we provide an in-depth assessment of the po-

tential for correlation-based inference in diverse communities of microbes and viruses. As

we show, correlation-based inference fails to recapitulate virus-microbe interactions and

performs worse in more diverse communities. The failure of correlation-based inference in

this context raises concerns over its use in inferring microbe-parasite interactions as well

as microbe-predator and microbe-microbe interactions more broadly.

2.4 Methods

2.4.1 Dynamical model of a virus-microbe community

We model the ecological dynamics of a virus-microbe community with a system of nonlin-

ear differential equations:

Ḣi =

microbial growth and competition︷ ︸︸ ︷
riHi

(
1−

∑NH
i′ aii′Hi′

K

)
−

death by viral lysis︷ ︸︸ ︷
Hi

NV∑
j

MijφijVj (2.1)

V̇j = Vj

NH∑
i

MijφijβijHi︸ ︷︷ ︸
release of virions

− mjVj︸ ︷︷ ︸
viral decay

(2.2)

where Hi and Vj refer to the population density of microbial host i and virus j respectively.

There are NH different microbial host populations and NV different virus populations. For

our purposes, a “population” is a group of microbes or viruses with identical life history

traits, that is microbes or viruses which occupy the same functional niche.

In the absence of viruses, the microbial hosts undergo logistic growth with growth rates

ri. The microbial hosts have a community-wide carrying capacity K, and they compete

with each other for resources both inter- and intra-specifically with competition strength

aii′ . Each microbial host can be infected and lysed by a subset of viruses determined by the
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interaction terms Mij . If microbial host i can be infected by virus j, Mij = 1; otherwise

Mij = 0. The collection of all the interaction terms is the interaction network represented

by matrix M of size NH by NV . The adsorption rates φij denote how frequently microbial

host i is infected by virus j.

Each virus j’s population grows from infecting and lysing their hosts. The rate of

virus j’s growth is determined by its host-specific adsorption rate φij and host-specific

burst size βij , which is the number of new virions per infected host cell. The quantity

M̃ij = Mijφijβij is the effective interaction strength between virus j and host i, and the

collection of all the interaction strengths is the weighted interaction network M̃. Finally,

the viruses decay at rates mj .

2.4.2 Generating interaction networks and characterizing network structure

Virus-microbe interaction networks, denoted M, are represented as bipartite networks or

matrices of size NH by NV where NH is the number of microbial host populations and NV

is the number of virus populations. The element Mij is 1 if microbe population i and virus

population j interact and 0 otherwise. In this chapter, we consider only square networks

(N = NH = NV ) although the analysis is easily extended to rectangular networks. We

consider three network sizes N = 10, 25, 50.

For each network size N , we generate an ensemble of networks varying in nestedness

and modularity (Figure 2.1). We first generate the maximally nested (Figure 2.1A) and

maximally modular (Figure 2.1B) networks of size N using the BiMat Matlab package

[51]. In order to achieve maximal nestedness and modularity, the network fill F (fraction

of interacting pairs) is fixed at F = 0.55 for the nested networks and F = 0.5 for the

modular networks. For the modular networks, the number of modules is set to 2, 5, and 10

for the three network sizes respectively.

To generate networks that vary in nestedness and modularity, we perform the follow-

ing “rewiring” procedure. Beginning with the maximally nested or maximally modular
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Figure 2.1: Example interaction networks characterized by A) nestedness and B) modular-
ity. The networks shown here have size N = 10 and fill A) F = 0.55 and B) F = 0.5.
Within each network, rows represent microbe populations and columns represent virus
populations, while navy squares indicate interaction (Mij = 1). Networks were generated
according to subsection 2.4.2. Nestedness (NODF) and modularity (Qb) were measured
with the BiMat package and are arranged in their most nested or most modular forms [51].

network, we randomly select an interacting virus-microbe pair (Mij = 1) and a non-

interacting virus-microbe pair (Mi′j′ = 0) and exchange their values. We do not allow

exchanges that would result in an all-zero row or column, as that would isolate the microbe

or virus population from the rest of the community. We continue the random selection of

pairs without replacement until the desired nestedness or modularity has been achieved. To

calculate nestedness and modularity, we use the default algorithms in the BiMat Matlab

package. The nestedness metric used is NODF [52], and the algorithm used to calculate

modularity is AdaptiveBRIM [53]. The modularity is additionally normalized according to

a maximum theoretical modularity as detailed in [54].

2.4.3 Choosing life history traits for coexistence

The life history traits for a given interaction network are chosen to ensure that all microbial

host and virus populations can coexist, adapted from [55].

First we sample target fixed point densities H∗i and V ∗j for each microbial host and
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virus population. In addition we sample adsorption rates φij and burst sizes βij . All of

these parameters are independently and randomly sampled from uniform distributions with

biologically feasible ranges specified in Table 2.1. We use a fixed carrying capacity density

K = 106 cells/mL for all parameter sets.

Table 2.1: Sampling ranges for parameters in the virus-microbe dynamical model (Equa-
tion 2.1 and Equation 2.2).

parameter sampling range units

H∗i host i target steady-state density 103 − 104 cells/mL

V ∗j virus j target steady-state density 106 − 107 virions/mL

K community-wide host carrying capacity 106 cells/mL

φij adsorption rate of virus j into host i 10−7 − 10−6 mL/ (virion · day)

βij burst size of virus j per host i 10− 100 virions/cell

H0∗
i host i target steady-state density 103 − 106 cells/mL

in the absence of viruses

aii′ competitive effect of host i′ on host i 0− 1

Next we sample microbe-microbe competition terms aii′ . We introduce an additional

constraint that microbial populations should coexist in the absence of all viruses. To this

end, we sample target virus-free fixed point densities H0∗
i from a uniform distribution with

a range specified in Table 2.1. After sampling, the H0∗
i remain fixed. According to Equa-

tion 2.1, coexistence in the virus-free setting is satisfied when

K =

NH∑
i′

aii′H
0∗
i′ (2.3)

for each microbial host i. To start, we set all intraspecific competition to one (aii = 1) and

all interspecific competition to zero (aii′ = 0 for i′ 6= i). Then for each microbial host i

we randomly choose an index k 6= i and sample aik uniformly between zero and one. If

the updated sum in Equation 2.3 does not exceed the carrying capacity K, we repeat for a

new index k. Once the carrying capacity is exceeded, we adjust the most recent aik so that

Equation 2.3 is satisfied exactly.

Finally, the viral decay rates mj and host growth rates ri are computed from the fixed
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point versions of Equation 2.1 and Equation 2.2:

mj =

NH∑
i

MijφijβijH
∗
i (2.4)

ri =

(
NV∑
j

MijφijV
∗
j

)
/

(
1−

∑NH
i′ aii′H

∗
i′

K

)
(2.5)

2.4.4 Simulating and sampling time-series

We use Matlab’s native ODE45 function to numerically simulate the virus-microbe dy-

namical model specified in subsection 2.4.1 with interaction network and life history traits

generated as described subsection 2.4.2 and subsection 2.4.3. We use a relative error toler-

ance of 10−8. Initial conditions are chosen by perturbing the fixed point densities H∗i and

V ∗j by a multiplicative factor δ where the sign of δ is chosen randomly for each microbial

host and virus population. We note that δ can be used to tune the amount of variability in

the simulated time-series (see Figure A.1).

After simulating virus and microbe time-series, we sample the time-series at regularly

spaced sample times (every 2 hours) for a fixed duration (200 hours, or 100 samples).

Therefore, for each virus and each microbe in the community we take S samples at times

t1, . . . , tS . We use the same sampling frequency and the same S for each inference method,

except for time-delayed correlation (see subsection 2.4.5).

2.4.5 Standard and time-delayed Pearson correlation networks

We assume S regularly spaced sample times t1, . . . , tS for each host type Hi and each

virus type Vj . The samples are log-transformed, that is hi(tk) = log10Hi(tk) and vj(tk) =

log10 Vj(tk) for each sampled time-point tk. The standard Pearson correlation coefficient
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between host i and virus j is then

rij =

∑S
k=1

(
hi(tk)− h̄i

)
(vj(tk)− v̄j)√∑S

k=1

(
hi(tk)− h̄i

)2√∑S
k=1 (vj(tk)− v̄j)2

(2.6)

where h̄i = 1
S

∑S
k=1 hi(tk) and v̄j = 1

S

∑S
k=1 vj(tk) are the sample means. The correlation

coefficients for all virus-host pairs are represented as a bipartite matrix R of size NH ×NV

analogous to the interaction network (see subsection 2.4.2).

Time-delayed correlations are computed by sampling the virus time-series later in time.

Each virus-host pair may have a unique time-delay τij . For example, if host i is sampled at

times t1, . . . , tS then virus j is sampled at times t1 + τij, . . . , tS + τij . We keep the number

of samples S fixed, and consequently allow virus j to be sampled beyond the final sample

time tS of the hosts. The time-delayed Pearson correlation coefficient is

rτij =

∑S
k=1

(
hi(tk)− h̄i

) (
vj(tk + τij)− v̄

τij
j

)√∑S
k=1

(
hi(tk)− h̄i

)2√∑S
k=1

(
vj(tk + τij)− v̄

τij
j

)2 (2.7)

where v̄τijj = 1
S

∑S
k=1 vj(tk + τij) is the mean of the time-delayed virus sample. As before,

the correlation coefficients for all virus-host pairs is a bipartite matrix Rτ of sizeNH×NV .

Pearson correlation coefficients, as specified above, were computed using Matlab’s na-

tive corr function with type=“pearson”. Alternate correlation types including Spearman

and Kendall are also supported by the corr function and are utilized in the appendix.

2.4.6 eLSA networks

Extended Local Similarity Analysis (eLSA) is a correlation-based inference method which

is widely used with in situ time-series of complex microbial communities (e.g. [34, 35, 36,

37, 38, 39, 40]). eLSA attempts to detect local correlations, that is, time-series which trend

together for only a portion of the sample period. In addition, eLSA allows for time-delayed

correlations (as described in the previous section subsection 2.4.5). To this end, a “local
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similarity” (LS) score is computed for each pair of time-series. The LS score is analogous

to computing the Pearson correlation for all possible subsections of the two time-series,

with offsets up to a pre-decided length, and keeping the maximum absolute correlation. As

an example, two time-series may trend strongly during the first half of the sample period

but not during the second. For such a pair of time-series, the Pearson correlation would be

low, but the LS score would be high.

To compute the LS score, the two time-series are first transformed to have normal distri-

butions (we note that such a transformation is non-stationary and thus may induce spurious

correlations). The LS score is the maximal sum of the product of the entries across all

possible subsections, normalized by the time-series length. If a pre-defined delay is speci-

fied, the subsections are additionally offset from one another from zero up to to the delay

amount [31, 32, 33].

We applied eLSA to our simulated time-series data. We used samples of all NH host

types and all NV virus types with S regularly spaced sample times t1, . . . , tS as input.

We used the lsa-compute.py Python script and set parameters to specify the num-

ber of sampled points (spotNum=S), number of replicates (repNum=1), number of boot-

straps (b=0), and number of permutations (x=1). All other parameters were left with

their default settings including the maximum allowed time delay (delayLimit=3). The

lsa-compute.py script computes eLSA scores between all virus-host, host-host, and

virus-virus pairs. We selected only the virus-host eLSA scores and arranged them in a bi-

partite matrix of size NH×NV analogous to the interaction network (see subsection 2.4.2).

We used a custom Matlab script write_elsa.m to generate .csv data files in the format

specified by the eLSA documentation. We used a custom bash script elsa_compute_all.sh

to run the eLSA analysis on the ensemble of virus-microbe communities. Finally, we used

a custom Matlab script read_elsa.m to import the results into Matlab for scoring (see

subsection 2.4.8).
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2.4.7 SparCC networks

Sparse Correlations for Compositional data (SparCC) is a correlation-based inference method

for use with compositional time-series data. This is relevant for “-omics” data in which

abundances are typically relative. It is well known that compositional data pose challenges

for standard statistics, including Pearson and other types of correlation. Because the data

sum to one, individual time-series are not independent. This biases correlations to be neg-

ative regardless the trend between the underlying absolute abundances. SparCC estimates

the Pearson correlation between two time-series while taking into account these composi-

tional dependencies. In particular, SparCC computes the variance of the log-transformed

ratio of two time-series, and compares this quantity to the variances of the individual log-

transformed time-series. SparCC assumes sparsity in the correlation matrix but is robust to

violations of this assumption [42].

We applied SparCC to our simulated time-series data as a means to evaluate correlation-

based inference in a scenario in which underlying viral and microbial densities can be

measured only relatively. Given samples at S regularly spaced sample times t1, . . . , tS , we

first normalized the NH host types and NV virus types at each sample time tk by

NH,k =

NH∑
i=1

Hi(tk) (2.8)

for the hosts and by

NV,k =

NV∑
j=1

Vj(tk) (2.9)

for the viruses. We used the normalized NH host and NV virus samples as input for the

SparCC computation using the SparCC.py script. All parameters were left with their

default settings. We used a custom Matlab script write_sparcc.m to generate .csv

data files in the format specified by the SparCC documentation. We used a custom bash

script sparcc_compute_all.sh to run the SparCC analysis on the ensemble of virus-
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microbe communities. Finally, we used a custom Matlab script read_sparcc.m to im-

port the results into Matlab for scoring (see subsection 2.4.8).

2.4.8 Scoring correlation network accuracy

To evaluate how well the Pearson correlation, eLSA, or SparCC (collectively referred to as

“correlation”) network R recapitulates the original interaction network M̃, we compute the

receiving operator curve (ROC). First, we binarize the interaction network M̃ so that it is

a boolean network M of zeros (non-interactions) and ones (interactions). Then we choose

a threshold of interaction c between the minimum and maximum attainable values of the

correlation network R; for Pearson correlation these are -1 and +1. Correlations in R that

are greater than or equal to c are categorized as interactions (ones), while those that are less

are non-interactions (zeros). The true positive (TP) count is the number of interactions in

M correctly predicted by the thresholded correlation network Rc. The false positive (FP)

count is the number of non-interactions in M incorrectly predicted by Rc. The TP and FP

counts are normalized by the number of interactions and non-interactions in M to obtain

the true positive rate (TPR) and false positive rate (FPR). TPR and FPR are computed for

all thresholds c to obtain the receiver operator curve (ROC).

The overall “score” of the correlation network R is the area under the curve (AUC). A

perfect prediction results in AUC=1, since for some threshold TPR=1 and FPR=0. Ran-

dom predictions result in AUC=1/2, since TPR=FPR across all possible thresholds. AUC

values which are less than 1/2 indicate a misclassification of “interaction”, that is, catego-

rizing interactions and non-interactions in the opposite way would have resulted in a better

prediction of M̃.
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2.5 Results

2.5.1 Standard Pearson correlation

We calculated the standard Pearson correlation networks for an ensemble in silico com-

munities that varied in network size and network structure. For each network size N =

10, 25, 50, we generated 20 unique interaction networks. 10 of the networks were gener-

ated so that they were distributed along a range of nestedness values, and the other 10 were

generated so that they were distributed along a range of modularity values (see subsec-

tion 2.4.2). For each interaction network, a single set of life history traits were generated

to ensure coexistence using biologically feasible ranges according to subsection 2.4.3. The

mechanistic model for the community dynamics is described in subsection 2.4.1. Time-

series were simulated according to subsection 2.4.4 with δ = 0.3, that is, the initial condi-

tions were the fixed point values perturbed by 30% (for additional values of δ see Figure A.5

in the appendix). For δ = 0.3, the mean coefficient of variation was 12% for host time-

series and 4% for virus time-series (see Figure A.1 in the appendix). The time-series were

sampled during the transient dynamics to represent in situ communities which are likely

perturbed from equilibrium due to changing environmental conditions and intrinsic feed-

back. We sampled the time-series every 2 hours for 200 hours, that is, we took 100 samples

(for additional sample frequencies see Figure A.8 in the appendix).

For each in silico community, we calculated the standard Pearson correlation network

as described in subsection 2.4.5. Two example in silico communities of size N = 10

are shown in Figure 2.2 with their simulated time-series, log-transformed samples, and

resulting correlation networks. The correlation networks were scored against the original

interaction networks by computing AUC as described in subsection 2.4.8. The procedure

for computing AUC is shown in Figure 2.3 for the two example in silico communities.

AUC values for all in silico communities are shown in Figure 2.4. Across varying net-

work size and network structure, AUC is approximately 1/2 implying that standard Pear-
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Figure 2.2: Calculating standard Pearson correlation networks for two in silico A) nested
and B) modular communities (N = 10). A1-B1) Original weighted interaction networks,
generated as described in subsection 2.4.2 and subsection 2.4.3. A2-B2) Simulated time-
series of the virus-microbe dynamical system as described in subsection 2.4.4 (δ = 0.3).
A3-B3) Log-transformed samples, sampled every 2 hours for 200 hours from the simu-
lated time-series. A4-B4) Pearson correlation networks, calculated from log-transformed
samples as described in subsection 2.4.5.

son correlation networks lack predictive power. Similar results were found when varying

the initial condition perturbation δ (Figure A.4) and the sampling frequency (Figure A.8).

There are some cases for the smaller networks (N = 10) where AUC does deviate from

1/2 although these deviations are small (≈ ±10%). Interestingly these deviations tend

to be negative indicating a misclassification of the interaction condition, that is, negative

correlations are slightly better predictors of interaction than positive correlations. Overall

however, the deviations disappear for larger networks (N = 50) implying that they are

exceptions rather than the norm. We completed identical analyses for additional correla-

tion metrics in particular Spearman correlation and Kendall correlation (see Figure A.2 in
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Figure 2.3: Scoring correlation network accuracy of the two in silico A) nested and B)
modular communities (N = 10, see Figure 2.2) as described in subsection 2.4.8. A1-B1)
Correlation networks are binarized according to thresholds c between −1 and +1, three of
which are shown here (c = −0.5, 0, and 0.5). A2-B2) Original interaction networks are also
binarized. A3-B3) True positive rate (TPR) versus false positive rate (FPR) of the binarized
correlation networks for each threshold c. Three example thresholds (c = −0.5, 0, and 0.5)
are marked (red, white, and blue circles). The “non-discrimination” line (grey dashed) is
where TPR = FPR. The AUC or area under the ROC curve is a measure of relative TPR to
FPR over all thresholds; AUC = 1 is a perfect result. Distributions for the reported p-values
are shown in the appendix.

appendix). We found similar results reinforcing our conclusion that simple correlations

between time-series are poor predictors of the underlying interaction network.

2.5.2 Time-delayed Pearson correlation

Given the results of the previous section subsection 2.5.1 – that standard correlations do not

recapitulate interactions – we computed time-delayed correlation networks for the same

ensemble of in silico communities. The addition of time-delays to standard correlation
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Figure 2.4: AUC values for standard Pearson correlation for the ensemble of A) nested
and B) modular communities over three network sizes N = 10, 25, 50 (20 communities for
each network size). AUC is computed as described in subsection 2.4.8. Each plotted point
corresponds to a unique in silico community. Dashed line marks AUC=1/2 and implies the
predicted network did no better than random guessing.

approaches is motivated by a large body of theoretical work on predator-prey dynamics,

where both predator and prey populations oscillate but with a phase delay between them

[56]. Similar results hold for the phase delay in simple phage-bacteria dynamics [9]. Time-

delayed correlations are the basis of several existing correlation-based inference methods

including eLSA [31, 32, 33].

For this analysis, we used the same ensemble of in silico communities (network sizes

N = 10, 25, 50 of varying nestedness and modularity), simulated time-series (δ = 0.3;

see Figure A.5 in appendix), and sample frequency (2 hours; see Figure A.6 in appendix)

as before (see subsection 2.5.1 for time-series). We calculated the time-delayed Pearson

correlation networks as described in subsection 2.4.5, where for each virus-host pair the

virus time-series is sampled later in time by some delay amount τij relative to the host time-

series (for Spearman and Kendall correlation, see Figure A.3 in appendix). Each delay is

chosen such that the absolute value of the correlation for the virus-host pair is maximized.

Since the optimal time-delay is not known in advance, delays between 0 < τij < tS/2, (0
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hours and tS/2 = 100 hours) were considered. The number of samples used to compute

each correlation coefficient was kept fixed at S = 100 (sample duration 200 hours). Time-

delayed Pearson correlation networks for the two example in silico communities of size

N = 10 are shown in Figure 2.5A-B. AUC was computed as described in subsection 2.4.8.

AUC values for all in silico communities are shown in Figure 2.5C. For the small

networks (N = 10) there are a few particular networks which have AUC scores greater

than 1/2. For the remaining small networks and the large networks (N = 25, 50), AUC

≈ 1/2 implying time-delayed Pearson correlation lacks predictive power for these net-

works. Similar results were found for alternate correlation metrics (Spearman and Kendall;

Figure A.3), initial condition perturbations δ (Figure A.5), and sampling frequencies (Fig-

ure A.6). Because AUC deviates from 1/2 for only a few small networks and disappears

for large networks, it should be considered an exceptional result rather than the norm for

time-delayed Pearson correlation.

2.5.3 Correlation-based methods eLSA and SparCC

We performed a similar in silico analysis using eLSA [31, 32, 33] and SparCC [42], two

established correlation-based inference methods which are widely used with in situ time-

series data. We used the same ensemble of in silico communities as before (network sizes

N = 10, 25, 50 of varying nestedness and modularity), along with the simulated time-series

(δ = 0.3; see Figure A.7), sample frequency (2 hours; see Figure A.9) and sample duration

(200 hours). We implemented eLSA and SparCC as described in subsection 2.4.6 and

subsection 2.4.7 respectively. eLSA and SparCC predicted networks for the two example

in silico communities of size N = 10 are shown in Figure 2.6A-B. AUC was computed as

before and as described in subsection 2.4.8.

AUC values for all in silico communities are shown in Figure 2.6C. We see the same

trends as with standard correlation and time-delayed correlation (see Figs Figure 2.4 and

Figure 2.5). Similar results hold for varying values of the initial condition perturbation δ
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Figure 2.5: Performance of time-delayed Pearson correlation. A1-B1) Two example in
silico interaction networks (N = 10). A2-B2) Time-delays τij for each virus-host pair,
chosen so that the absolute value of the correlation is maximized. A3-B3) Time-delayed
Pearson correlation networks calculated as described in subsection 2.4.5. C) AUC values
for the ensemble of nested (top row) and modular (bottom row) communities over three
network sizes N = 10, 25, 50 (20 communities for each network size). Each plotted point
corresponds to a unique in silico community. Dashed line marks AUC=1/2 and implies the
predicted network did no better than random guessing.

(Figure A.7) and sampling frequency (Figure A.9). For small networks (N = 10), there are

a few AUC scores which deviate weakly from 1/2 (≈ ±10%). Interestingly, AUC scores

for eLSA tend to be negative, implying a misclassification of interaction. AUC converges

to 1/2 as network size increases (N = 25, 50) indicating that the AUC scores for small

networks may themselves be spurious.
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Figure 2.6: Performance of correlation-based inference methods eLSA and SparCC. A1-
B1) Two example in silico interaction networks (N = 10). A2-B2) eLSA predicted net-
work computed as described in subsection 2.4.6. A3-B3) SparCC predicted network com-
puted as described in subsection 2.4.7 (color bar adjusted for visibility). C-D) AUC values
for the ensemble of nested (top row) and modular (bottom row) communities over three
network sizes N = 10, 25, 50 (20 communities for each network size). Each plotted point
corresponds to a unique in silico community. Dashed line marks AUC=1/2 and implies the
predicted network did no better than random guessing.

2.6 Discussion

Using in silico virus-microbe community dynamics, we calculated correlation networks

among viral and microbial population time-series samples. We tested the accuracy of sev-

eral different types of correlation and time-delayed correlation (Pearson, Spearman, and

Kendall) and existing correlation-based inference methods (eLSA and SparCC). The cor-

relation networks for all of these implementations failed to effectively predict the original
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interaction networks, as quantified by the AUC score. Failure persisted across variation

in network structure, network size, degree of initial condition perturbation (i.e. scaling the

variability of dynamics), and sampling frequency. We therefore conclude these correlation-

based inference methods do not meaningfully predict interactions given this mechanistic

model of virus-microbe community dynamics.

Earlier, we stated the core assumption of correlation-based inference: that interacting

populations are correlated and that non-interacting populations are not correlated. While

this core assumption may sometimes hold in small microbe-only communities with simple

interaction mechanisms [24], we find it does not necessarily hold in more complex virus-

microbe communities. (Each inference method also faces challenges unique to its formu-

lation: eLSA in particular uses a non-stationary data transformation which may induce

additional spurious correlations.) We considered communities with microbes and viruses

that interacted through a nonlinear mechanism (infection and lysis) across a spectrum of

network sizes and network structure. We found that correlation-based inference performed

poorly given variation in these network properties, but that there was greater variation in

performance for small networks. Because this variation is relatively small and disappears

for larger networks, successful predictions for small networks may themselves be spurious.

Namely, for a small network (e.g. N < 10), there is a greater probability of randomly

guessing the interactions correctly because the space of possible networks is smaller.

Our results raise concerns about the use of correlation-based methods on in situ datasets,

since a typical community under consideration will have dozens or more interacting strains

and therefore will not be in the low diversity microbe-only regime explored by [24]. Ad-

ditional challenges such as external environmental drivers, measurement noise, and system

stochasticity must also be carefully considered before applying correlation-based methods

to in situ datasets. Although the degree of variability of dynamics had no effect on inference

quality here, it may also be an important consideration for both experimental design and

choice of inference method. For example, the model-based inference method developed by
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[44] performs better when dynamics are highly variable. On the other hand, co-occurrence

based inference methods, which require samples across space instead of time, may enable

inference across different baseline environmental conditions even if the dynamics within a

given environment are relatively stable.

In light of the poor performance of correlation-based methods, we advocate for in-

creased studies of model-based inference. Model-based inference methods operate by first

assuming an underlying dynamical model for the community (such as the one used in this

chapter, Equation 2.1 and Equation 2.2). The dynamical model is then used to formulate

an objective function for an optimization or regression problem, where the solution is the

interaction network which best describes the sampled community time-series (for example,

see [50, 41, 57, 44, 58, 59]). Unlike correlation-based methods which assume that simi-

lar trends in population indicate interaction, model-based inference has the potential to be

tailored to complex communities and environments while leveraging existing knowledge

about ecological mechanisms. Given favorable results of in silico benchmarking of model-

based inference methods [50, 41, 57, 44, 58, 59], it will be important to investigate the

efficacy of model-based inference methods for complex microbial and viral communities

in practice.
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CHAPTER 3

INFERRING MULTIPLE INTERACTION NETWORKS IN VIRUS-BACTERIA

COMMUNITIES FROM TIMESERIES DATA

Adapted from A R Coenen, A Bottu, S J Beckett, J Romberg, and J S Weitz, Inferring

multiple interaction networks in virus-bacteria communities from timeseries data (in prep).

3.1 Abstract

Bacteria and their viruses coexist in complex communities across many different environ-

ments. Often we wish to know the interaction patterns of bacteria and viruses in these com-

munities, such as which viruses infect which bacteria, or which bacteria have competitive

or synergistic effects on one another. In general, it is difficult to measure such interactions

directly due to technical limitations like culturability and scalability, as natural communi-

ties may have upwards of hundreds of coexisting populations. These limitations highlight

the need for high-throughput, culture-independent methods for inferring interaction pat-

terns of bacteria and viruses. Recent work has demonstrated proof-of-concept for inferring

the virus-bacteria infection network from abundance timeseries data using model-based op-

timization. We extend this recent work and demonstrate how other interaction networks, in

particular the bacteria-bacteria competition network, can be inferred simultaneously. We

show that inference is robust to variation in network structure and characterize tradeoffs in

inference quality, average interaction strength, and sampling. Finally, we find that feasibil-

ity – the prediction of long-term coexistence of all populations – drastically improves the

quality of inference.

28



3.2 Methods

3.2.1 Model for bacteria-virus community ecology

We model the ecological dynamics of a virus-bacteria community with a system of nonlin-

ear ordinary differential equations, building from previous work [44]. The community has

multiple populations of bacterial hosts and viruses which are defined by their life history

traits. The dynamics are given by

bacteria Ḣi =

growth and competition︷ ︸︸ ︷
riHi

(
1− 1

K

NH∑
i′=1

aii′Hi′

)
−

lysis︷ ︸︸ ︷
Hi

NV∑
j=1

MijφijVj

viruses V̇j = Vj

NH∑
i=1

MijφijβijHi︸ ︷︷ ︸
adsorption and lysis

−mjVj︸ ︷︷ ︸
decay

(3.1)

where Hi and Vj are the densities of bacteria population i and virus population j respec-

tively. There are NH and NV different bacteria and virus populations. Each bacteria pop-

ulation i has growth rate ri, and there is a community-wide carrying capacity K. Bacteria

within a single population and between other populations interact through the competition

term aii′ . Specifically, aii′ is the competitive (or synergistic) effect of bacteria in population

i′ on i. Each virus population j has decay rate mj and interacts with bacteria populations

with host-specific parameters. Viruses in population j infect bacteria in population i if

Mij = 1 and do not infect if Mij = 0. Viruses in population j adsorb to hosts i with

adsorption rate φij , and after lysis create the burst size βij new virions.
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3.2.2 Fixed points and requirements on M

The fixed point densities are obtained by setting all derivatives Ḣi and V̇j to zero and solving

for Hi and Vj , resulting in

~H∗ =
(
(M ◦ φ ◦ β)T

)−1
~m

~V ∗ = (M ◦ φ)−1~r ◦
(
~1− a ~H∗/K

) (3.2)

where ◦ is element-wise multiplication.

In order for the fixed points (H∗i , V ∗j ) to exist, the matrices M ◦ φ ◦ β and M ◦ φ

must be invertible. Since M is a boolean matrix of zeros and ones, it is sufficient that M be

invertible. When sampling for a parameter set, we use MATLAB’s randi() to repeatedly

generate candidates for M until we obtain a matrix with no all-zero rows or columns. We

apply this rule regardless of which parameter sampling strategy is used.

3.2.3 Parameter sampling

Plausible strategy

We consider two different strategies for sampling parameters for the model for host-virus

ecology: plausible and feasible. In the plausible strategy, we designate biologically rea-

sonable distributions for each parameter, then sample parameters independently for each

population of bacteria and viruses. Here, all distributions are uniform, and ranges are given

in Table 3.1.

Feasible strategy

For the feasible strategy, we follow the steps detailed in previous work [55]. In brief,

we sample most of the parameters (aii′ , K,Mij, φij, βij) independently from biologically

reasonable ranges (Table 3.1). In the same way, we also sample the steady state densities for

hostsH∗i and viruses V ∗j (Table 3.1). We then solve for the remaining, unknown parameters
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Table 3.1: Sampling ranges and units for parameters of the model of bacteria-virus ecology
(Equation 3.1).

parameter sampling range units
ri host i growth rate 1/days
aii′ competitive effect of host i′ on host i 0− 1
K community-wide host carrying capacity 106 cells/mL
Mij interaction between host i and virus j 0 or 1
φij adsorption rate of virus j into host i 10−8 − 10−7 mL/ (virion · day)
βij burst size of virus j per host i 10− 100 virions/cell
mj virus j decay rate 1/days
H∗i host i steady-state density 103 − 104 cells/mL
V ∗j virus j steady-state density 106 − 107 virions/mL

(ri,mj) using the fixed point equations (Equation 3.2)

~m = (M ◦ φ ◦ β)T ~H∗

~r =
(M ◦ φ) ~V ∗

~1− a ~H∗/K

(3.3)

where ◦ is element-wise multiplication, and division is also element-wise. We then check

that all values (ri,mj) are positive and biologically plausible. If they are not, we re-sample

the steady state densities (H∗i , V ∗j ) until plausibility is achieved. Because the steady state

densities are positive, the resulting parameter set is feasible and results in local, short-term

coexistence of all host and virus populations.

3.2.4 Timeseries simulations

We simulate the system of differential equations (Equation 3.1) using MATLAB’s ode45().

We use a relative error tolerance of 10−8 and a timestep of 15 minutes.

We set initial host and virus densities according to which parameter sampling strategy

was used. For plausible (non-feasible) parameter sets, initial host and virus densities are

chosen randomly from the biologically reasonable ranges specified for H∗i and V ∗j respec-

tively (see Table 3.1). For feasible parameter sets, in which all fixed points (H∗i , V ∗j ) are
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positive, we perturb the fixed points by a constant δ

Hi(0) = (1± δ)H∗i , Vj(0) = (1± δ)V ∗j (3.4)

where either + or − is chosen randomly for each host and each virus population.

3.2.5 Objective function

We derive the objective function by discretizing the system of differential equations (Equa-

tion 3.1). We treat the host and virus equations separately, resulting in two distinct objective

functions. The derivation of the virus objective function is given in detail in previous work

[44].

Before discretizing the host equations, we apply the chain rule to obtain

d lnHi

dt
= ri

(
1−

∑NH
i′=1 aii′Hi′

K

)
−

NV∑
j=1

MijφijVj (3.5)

We use the forward difference to approximate the derivative at time tk

∆ lnHi(tk)

∆tk
≈ ri −

NH∑
i′=1

ãii′Hi′(tk)−
NV∑
j=1

Mφ
ijVj(tk) (3.6)

For notational convenience, we define the approximated derivative as

Gik ≡
∆ lnHi(tk)

∆tk
=

lnHi(tk+1)− lnHi(tk)

tk+1 − tk
(3.7)

and note that the analogous term Wjk for the approximated virus derivative is detailed in

[44]. We also define the weighted host-host interactions

ãii′ ≡
riaii′

K
(3.8)

again noting the analogous host-virus interaction term M̃ij = Mijφijβij as described in
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[44]. We write NT such equations for NT + 1 measured time points t1 . . . tNT+1. The NT

equations, for all NH hosts, may be written compactly in matrix form

G ≈ ~r ⊗~1− ãH −MφV (3.9)

where ~1 is a 1×NT vector of ones, such that the outer product ~r⊗~1 results in a NH ×NT

matrix. G, H , and V are the measured (and in the case of G, also transformed) host and

virus density matrices with dimensions NH ×NT (for G and H) and NV ×NT (for V ).

We use the discretized host matrix equation (Equation 3.9) as our objective function in

an optimization problem to infer the unknown parameters ~r, ã, and Mφ

minimize
(~r, ã, Mφ)

∥∥∥G− ~r ⊗~1 + ãH +MφV
∥∥∥
2

+ λã ‖ã‖1 + λMφ

∥∥Mφ
∥∥
1

subject to ri ≥ 0,

ãii′ ≥ 0,

Mφ
ij ≥ 0.

(3.10)

where ‖•‖2 is the Frobenius norm and ‖•‖1 is the 1-norm, that is, lasso regularization. The

hyperparameters λã and λMφ are used to tune the sparsity of the interaction matrices ã and

Mφ.

3.2.6 Convex optimization

The optimization problem (Equation 3.10) is convex and thus readily solvable with existing

software packages. We use the MATLAB package CVX, which is open source and free to

use [60].
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3.2.7 Quantification of inference quality

To quantify the overall quality of the inference, we use the relative error

ε =

∥∥∥X − X̃∥∥∥
2

‖X‖2
(3.11)

where X is the original matrix, X̃ is the inferred matrix, and ‖•‖2 is the Frobenius norm.

The relative error is 0 for a perfect match and grows larger when the inference is worse.

In addition, we quantify how well the inferred matrix performed as a binary classifier,

that is, which host-host or virus-host pairs it correctly predicted as interacting (non-zero)

versus not interacting (zero). Here we use AUC (“area under the curve”) of an ROC (“re-

ceiver operator characteristic”) curve, that is, the false positive rate versus the true positive

rate. The AUC is 1 for a perfect classifier and becomes closer to 0.5 as the classifier per-

forms no better than random guessing.

3.3 Results

3.3.1 Inference of heterogeneous microbe-microbe competition

To begin, we show an example of inference for a 10x10 in silico virus-host community

with heterogeneous microbe-microbe competition (Figure 3.1). The ecological dynamics

of the community are described with a system of differential equations, drawn from pre-

vious work [44] and modified to allow for heterogeneous microbe-microbe competition

(Methods, Model for bacteria-virus community ecology). The life history traits for the

community are sampled from biologically reasonable ranges (Table 3.1) using the feasible

sampling strategy (Methods, Parameter sampling, Feasible strategy). By using the feasible

strategy, we ensure that the fixed points of the system are all positive, thus leading to local

coexistence of virus and host populations. We simulate timeseries for the virus-host com-

munity at high time-resolution, setting initial conditions to be the fixed points perturbed by
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a constant δ = 0.7 (Methods, Timeseries simulations). Simulated virus and host timeseries

are shown in Figure 3.1a.

To infer the weighted host-host interaction network ã (Equation 3.8), we solve the con-

vex optimization problem Equation 3.10 derived from the host equations in our model

(Methods, Objective function and Convex optimization). The derivation is analogous to

the virus-host inference problem described in [44]. In addition, we simultaneously infer the

weighted virus-host interaction network by solving a separate convex optimization prob-

lem as described in [44]. The inclusion of the virus-host network M̃ provides a baseline

expectation for assessing the performance of the host-host inference.

As shown in Figure 3.1, we are able to successfully infer the host-host network ã in

the presence of heterogeneous interactions. The performance of the host-host inference is

comparable to that of the virus-host inference, as quantified by relative error between the

inferred network and the true network (0.056 and 0.028 respectively; Methods, Quantifica-

tion of inference quality).

Next, we characterize variation in inference quality for the same 10x10 virus-host com-

munity given variation in the initial host and virus densities (Figure 3.2). Previous work

[44] found that the amount of variability in the sampled dynamics strongly affected the in-

ference quality. In particular, inference performed better when variability was high. Here,

we tune the initial condition perturbation constant δ so that the community is simulated

across a range of distances from its equilibrium; δ is thus a proxy for dynamic variability,

with small δ typically leading to less variation.

In Figure 3.2, we present inference quality for both the host-host network ã and the

virus-host network M̃ across a range of δ values. In contrast to previous work [44], we

do not find a clear trend between δ and inference quality. Instead, we find that the rela-

tionship between δ and inference quality is distinctively unique across different virus-host

communities (Appendix B), despite using the same parameterization framework (Meth-

ods, Parameter sampling, Feasible strategy). Furthermore, the trend does not emerge when
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Figure 3.1: High-quality inference for a 10x10 virus-host community with heterogeneous
host-host interactions. a) Simulated host H and virus V population timeseries. b) Trans-
formed host G and virus W densities (Equation 3.7). c) Inference of both the heteroge-
neous host-host interaction matrix ã (left) and the host-virus interaction matrix M̃ (right;
Equation 3.8). Both the original and reconstructed matrices are shown. Relative error is
computed by Equation 3.11.

averaging inference quality across an ensemble of parameter sets (not included).

3.4 Discussion

In this chapter, we demonstrate that both the microbe-microbe and virus-host interaction

networks can be inferred with high accuracy in the presence of heterogeneous microbe-

microbe competition (Figure 3.1). This extends previous work [44] in which only the

virus-host network was inferred in the presence of uniform microbe-microbe competition.
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Figure 3.2: Variation in inference quality for a single 10x10 virus-host community (as
shown in Figure 3.1). The initial condition perturbation δ is varied such that the community
starts closer to (δ = 0.1) or farther from (δ = 0.7) its equilibrium (Equation 3.4). For each
value of δ, an ensemble ofN = 10 initial condition sets are simulated (Methods, Timeseries
simulations). Inference quality is quantified by relative error (left) and AUC (right; see
Methods, Quantification of inference quality) and is shown for both the host-host matrix ã
(blue) and the virus-host matrix M̃ (orange; Equation 3.8).

Unlike previous work [44], we did not find a clear trend between initial condition per-

turbation δ (a proxy for variability in dynamics) and inference quality (Figure 3.2), and

instead found that the relationship was unique for different parameter sets (Appendix B).

Nonetheless, inference quality for the host-host network remained consistently high across

an ensemble of parameter sets and was comparable in magnitude to (and occasionally lower

than) inference quality of the virus-host network from previous work [44].

We have explored several intriguing directions for this model-based inference method,

which we briefly describe here. First, we have seen evidence that inference quality for both

the host-host and virus-host networks depends on the relative strength of the interactions.

That is, when virus-host interactions are stronger on average than host-host interactions, in-

ference of the virus-host network improves, while inference of the host-host network gets

worse. We have observed similar behavior when host-host interactions are stronger. In

future work, we will characterize this relationship quantitatively; we are interested to see

where the transition from superior virus-host to superior host-host inference lies, as well

as how quickly inference quality deteriorates for the weaker network. Second, we have
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observed that the parameter sampling framework dramatically affects inference quality for

both the host-host and virus-host networks. In particular, inference on feasible parameter

sets performs much better than on plausible (and non-feasible) parameter sets. This has

interesting implications for application to in vitro and in situ phage-bacteria communities.

From an ecological perspective, we expect phage-bacteria communities to be feasible at

distinct points across time and space, but with extinction and invasion events which ef-

fectively change the community make-up. Finally, unlike previous work [44], the convex

optimization problem for inferring the host-host network has coupled parameters. Namely,

the growth rates ~r are embedded in the weighted host-host interaction network ã (Equa-

tion 3.8. In this chapter, we have shown that the host-host network ã can be accurately

inferred despite this coupling. It remains to be explored if the structure of ã imposed by ~r

can be leveraged in some way for more accurate inference.
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CHAPTER 4

RECONSTRUCTING COMMUNITY DYNAMICS FROM PAIRWISE

INTERACTIONS IN A COMPLEX BACTERIA-PHAGE COMMUNITY

Adapted from A R Coenen, N Solonenko, C L Sun, M Burris, G Domı́nguez-Huerta, A

Mackey, L Chittick, S J Beckett, D Demory, D Muratore, A Davidson, M B Sullivan, and

J S Weitz, Reconstructing community dynamics from pairwise interactions in a complex

bacteria-phage community (in prep).

This chapter is in collaboration with the Sullivan Lab at the Ohio State University and

is part of a larger collaboration on infection network inference. The work presented in this

chapter integrates theory, computation, and experiment for a 5x5 phage-bacteria commu-

nity. I had the opportunity to contribute to all three parts: I led theory and computation

and assisted with the ∼16 hour experiment, led by members of the Sullivan Lab at OSU.

Many thanks to Natalie and Christine for welcoming me and showing me the ropes!

Full author contributions are at the end of the chapter.

4.1 Abstract

Complex phage-bacteria networks shape microbiomes and biogeochemical cycles, hence

quantifying “who interacts with whom” is essential for understanding downstream eco-

logical, environmental, and evolutionary outcomes. Yet, quantifying infection networks at

the population level remains difficult due to gaps in culturability and scalability of “-omics”

methods. In this work, we assess the potential for combining trait data with high-throughput

sequencing to infer quantitative interactions and dynamical outcomes in a synthetic 5x5

phage-bacteria community of marine Cellulophaga baltica and Pseudoalteromonas strains
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and their associated phage. To do so, we sampled the in vitro community at high time-

and strain- resolution over approximately 16 hours. We then integrated timeseries data

and measured life history traits with nonlinear models of phage-bacteria community dy-

namics. We find that integrating realistic physiological features of infection is critical to

recapitulate measured dynamics at community scales. Although our posterior estimates

of quantitative life history traits are consistent with expectations, we also observe context-

dependent shifts in life history traits. Follow-up experiments revealed that the virulence

of certain phage-bacteria interactions may be changed, and even enhanced, in a commu-

nity context, suggesting that a priori predictions of quantitative community outcomes from

pairwise interaction data requires iterative model-data integration.

4.2 Introduction

Complex bacteria-phage communities are integral parts of human-associated, built envi-

ronment, and environmental microbiomes [61, 62, 10, 63]. Phage infections of bacteria

shape the fate of infected cells as well as population dynamics [64]. In the surface ocean,

phage-induced lysis has been hypothesized to modulate the retentiveness of the microbial

loop, redirecting carbon away from higher trophic layers [9, 2, 65, 66]. Integrated across

surface oceans, this “viral shunt” has the potential to impact global biogeochemical cy-

cles [67]. However, recent work has also shown that lysis may produce sticky aggregates

which could enhance export of carbon out of the surface layers via a “viral shuttle” [2],

a hypothesis supported by global surface ocean datasets that show a strong correlation

between subsets of surface ocean phage and export events as measured in the water col-

umn [6]. Mechanistic models of the ecological feedbacks amongst diverse communities

of marine phage and bacteria are needed to bridge the gap from interactions to ecosystem

consequences [46].

Advances in high-throughput “-omics” technology allow for community-scale char-

acterization of bacteria and phage diversity, gene transcription, and protein production.
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Large-scale environmental “-omics” surveys have proved notable in expanding the range of

viral sequence space, diversity, and even organizing viral sequence space into populations

[68, 66, 69, 6]. However, despite efforts to link phenotype from genotype, high-throughput

“-omics” provides limited information on quantitative life history traits at the level of in-

dividual phage or bacterial strains [70, 22]. In principle, traditional laboratory approaches

allow for quantitative measurements of life history traits of bacteria and phage when iso-

lated in culture [71]. Gaps in culturability and the absence of high-throughput life history

trait assays means that the bulk of in situ interaction rates for phage-bacteria communities

remain unknown. As a result, it remains challenging to predict and interpret mechanisms

governing phage-bacteria dynamics in situ.

One approach to understanding complex communities is to first understand the parts,

that is, the phage and bacteria strains or populations [10, 62], and next understand the quali-

tative nature of interactions, specifically whom interacts with whom [47, 72, 48]. Typically,

the interactions between phage and bacteria are characterized in pairwise fashion given a

particular culture condition, with sets of phage and bacteria derived from stock strains,

evolution experiments, and environmental communities [23, 72]. In some cases, even the

quantitative nature of interactions can be measured, e.g. adsorption rates, latent periods,

and burst sizes [70, 73]. While labor intensive, such approaches have been used to predict

outcomes of community competition experiments. For example, pairwise competition ex-

periments have been used to accurately predict the outcomes of trio competitions for a set

of 8 soil-associated bacteria species [74]. However, caution must be used when scaling up

in this way because community effects are difficult to predict, in general [74, 75].

Pairwise effects and community outcomes may diverge from one another in several

ways. First, life history traits of individual strains may be modified in the presence of ad-

ditional strains. For example, net bacterial growth rates are reduced via competition for

resources and, in other contexts, boosted through cross-feeding [76, 77]. Second, higher-

order interactions which are absent from the individual or pairwise context may be pow-
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erful drivers in the community context [74]. These 3-body interactions may depend on

ecological conditions. For example, the outcomes of infection may differ depending on the

multiplicity of infection, either in superinfection scenarios when multiple phage infect the

same bacteria or in cross-infection scenarios when distinct phage infect the same bacteria

[78, 79, 80].

A complementary approach to understanding complex communities is to use direct se-

quencing methods to characterize the community as a whole and infer pairwise interactions

from community dynamics. Typically, a community is sampled over time and/or space

through one or more data types, including cellular metagenomics, viral metagenomics, and

cellular metatranscriptomics. The resulting data includes a strain-resolved timeseries or

spatiotemporal series of relative abundances, absolute abundances, and transcript abun-

dances. Then, statistical or mechanistic models are used to infer life history traits which

best describe the timeseries. Many recent studies have taken this approach to inferring var-

ious life history traits for complex bacterial communities [81, 39, 38, 58, 50, 44, 59, 57,

82]. While these approaches are broadly applicable and thus relatively easy to implement,

few of the results have been rigorously validated.

In this chapter, we present analysis of a complex marine bacteria-phage community

as an attempt to bridge the gap between laboratory and high-throughput approaches. The

community consists of 5 bacteria and 5 phage strains, all isolated from surface waters

in the Baltic Sea [28]. The use of an intermediate complexity community represents an

attempt to bridge the gap between culture-based and “-omics” approaches. In doing so

we characterize individual and pairwise life history traits as well as use high-throughput

“-omics” techniques for obtaining community-level timeseries. Notably all bacteria and

phage strains coexisted over the course of our replicated ∼16-hour community experi-

ments. As we show, dynamic community models can recapitulate observed community

timeseries, even as our model-data integration reveals context-dependent shifts in some life

history traits. In summary, this work provides a novel opportunity for reconciling labora-
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tory and high-throughput approaches as well as comparing different scales of ecological

complexity.

4.3 Experimental methods

4.3.1 Strains and growth conditions

Five bacterial strains were used: Cellulophaga baltica strains NN016038, #4 (1), and #18

(2) were isolated from the Baltic Sea in 1994 (NN016038, hereafter CBA 38) and (3) in

2000 (#4 and #18, hereafter CBA 4 and CBA 18; [83]), while Pseudoalteromonas sp. H100

(4) and 13-15 (5) were isolated from the North Sea in 1990 (hereafter PSA H100 and PSA

13-15; [84]). Five bacteriophages were used: 1) φ38:1, a podovirus isolated from the Baltic

Sea in 2005 on CBA 38, 2) φ18:2, a siphovirus isolated from the Baltic Sea in 2000 on CBA

18, 3) φ18:3, a podovirus isolated from the Baltic Sea in 2005 on CBA 18 [83], 4) PSA

HP1, a podovirus isolated from the North Sea in 1990 on PSA H100, and 5) PSA HS6, a

siphovirus isolated from the North Sea in 1990 on PSA 11-68 (strain not included in this

study; [85]).

Bacteria were grown on Pseudoalteromonas-Cellulophaga (PC) plates (20.5g Sigma

Sea Salts, 1.5g peptone, 1.5g proteose peptone, 0.6g yeast extract, 13g agar/L) at room

temperature (RT). Single colonies were inoculated and grown stationary at RT overnight

in PC liquid growth medium (20.5g Sigma Sea Salts, 0.75g peptone, 0.5g yeast extract,

0.25g proteose peptone, 0.25g casamino acids, 1.5mL glycerol/L). Phages were stored in

phage buffer (20.5g Sigma Sea Salts/L) and plaque forming units (PFUs) enumerated using

the agar overlay method (Sambrook and Russell 2001) with 3.5mL molten soft agar (20.5g

Sigma Sea Salts and 6g low melting point agarose/L) and 300ul overnight host culture per

plate.
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4.3.2 Doubling time experiments

Bacterial growth curves to determine doubling times were performed in triplicate in PC

growth medium on cultures transferred 1:20 from overnight cultures into new media, grown

stationary at RT. A regression of OD600 and colony forming units (CFUs) was constructed

using exponential phase timepoints to estimate cell density from OD readings.

4.3.3 Adsorption rate experiments

Adsorption of phages to bacterial strains was characterized in triplicate by combining one

phage with one bacterial strain and enumerating free and total phages over time. Pairs with

a known interaction were combined at a multiplicity of infection (MOI) of 0.1 (1e7 phages

and 1e8 cells/mL) and total and free phage PFUs were enumerated every 3-5 min for 24-25

min to calculate the adsorption constant. Pairs with no known interaction were combined

at an MOI of 3 (3e8 phages and 1e8 cells/mL) and total and free phage PFUs were enumer-

ated at time intervals for 3 hrs to examine evidence in support of a statistically significant

decrease in free phage. All infections were performed with strains in mid-exponential

phase.

4.3.4 One-step experiments

One-step growth curves were performed in triplicate to determine phage burst sizes and

latent periods. Each phage–host pair was combined at an MOI of 0.1 (1e7 phages ad 1e8

cells/mL) and incubated for 15 min to allow phages to adsorb to cells. The infection was

then diluted 1:100 in PC growth medium to reduce the chances of new adsorptions. Total

and free phage PFUs were enumerated at regular intervals for 2-4 hrs. The latent period

was determined as the length of time before a significant increase in phage concentration.

The average burst size β was calculated as

< β >=
< F2 > − < F1 >

< V1 > − < F1 >
(4.1)
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where F is the free phage density before (F1) and after (F2) the burst event, and V1 is the

total phage density before the burst event. The averages < · > are taken over multiple

time points as well as experiment replicates. All infections were performed with strains in

mid-exponential phase.

4.3.5 Community experiment

The community experiment was performed in triplicate with all 5 host strains and all 5

phages together. Bacterial strains were inoculated and transferred individually; transfer

cultures were pelleted at 4,000g for 10 min and 4e8 cells of each strain (2e9 total cells)

were added to 200mL PC growth medium in each of 6x 2L flasks. Phages were then added

at an MOI of 0.1 (4e7 each phage, 2e8 total phages) to 3 flasks while 3 contained no phage,

and samples were taken every 35 min for 15 hrs 45 min. At each time point, we sampled

for OD600, CFUs, metagenomic analysis (metaG), virome analysis, intracellular qPCR

quantification (qINT), and extracellular qPCR quantification (qEXT). For metaG and qINT

samples, 1mL was pelleted at 10,000g for 5 min and flash frozen. For virome and qEXT

samples, 1mL was 0.2um filtered to remove cells and stored at 4 degrees C.

4.3.6 PSA HP1 community experiment

Experiments were conducted with all 5 bacterial strains and phage PSA-HP1 to determine

whether the burst size of this phage was affected by the presence of multiple bacterial

strains. This experiment was set up as the community experiment above except that only

phage PSA-HP1 was added at an MOI of 0.1 (1e7 phages/mL). After a 15 min adsorp-

tion period, the infections were diluted 1:100 in PC growth medium to synchronize the

infections. Total and free phage PFUs were enumerated every 10-20 min for 160 min. La-

tent period and average burst size were determined as above (see Experimental methods,

One-step experiments).

45



4.3.7 Quantification of strain densities with qPCR

Primers for qPCR were designed to amplify 75-150bp portions of each bacterial strain or

phage, with negligible amplification from other members of the community. The primers

were designed using the complete genomes of each bacterial strain or phage. All host

and phage genomes are sequenced and publicly available but 2 of the host genomes were

not complete (Cellulophaga baltica 4 and Pseudoalteromonas sp. H100) and existed in

genome fragments. To rectify this, we applied long read sequencing to resequence and

complete those two genomes. In addition, we also resequenced Pseudoalteromonas sp.

13-15 since primer design was difficult for the two Pseudoalteromonas host strains as they

are 99.9% identical genomically.

Primer pairs were tested for efficiency and mis-priming, and we used only primers with

>85% efficiency and <10 copies/ul amplification from other community members. DNA

was extracted from qINT samples using the DNeasy Blood and Tissue kit (Qiagen) follow-

ing the manufacturer’s instructions; qEXT samples were used as-is. qPCR was performed

on an Eco Real-Time PCR System (Illumina) with PerfeCTa SYBR Green FastMix Reac-

tion Mix (QuantaBio) in 13ul reactions. Per reaction, we used 6.5ul PerfeCTa master mix,

0.39ul forward primer, 0.39ul reverse primer (see Table C.1), 4.72ul nuclease-free water,

and 1ul template. For qINT samples, extracted DNA was used as template, and for qEXT

the 0.2um filtrate was used. Reactions were performed in technical duplicates with a stan-

dard curve consisting of 5x 10-fold dilution series of known concentration of the target

strain or phage, used to calculate target sequence copies/ul. Cycling conditions were as

follows: polymerase activation for 5 min at 95 degrees C; 40 cycles of 20 sec at 95 degrees

C, 10 sec at primer annealing temperature (see Table C.1), and 20 sec at 72 degrees C, and

a 55 degree – 95 degree C melt curve.
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4.4 Theory and computational methods

4.4.1 Model for phage-host community ecological dynamics

We model phage-bacteria community ecological dynamics using a system of nonlinear

differential equations, where state variables track the density of each strain of susceptible

bacteria (S), phage (V ), bacteria exposed to phage (E), and bacteria infected by phage (I).

By convention, we use the index i to refer to bacteria strains, j for phage strains, and ij

for bacteria-phage pairs (e.g. the bacteria strain i infected by phage strain j is denoted Iij).

Each bacteria strain, phage strain, and bacteria-phage pair also has unique parameters (life

history traits) associated with it (see Table 4.1; see Table C.2 for strain names).

We assume susceptible bacteria are not nutrient-limited and model growth as a simple

exponential term. Susceptible bacteria are infected by phage according to the interaction

matrix M (Mij = 1 if host i is infected by phage j and zero otherwise) in a density-

dependent manner with adsorption rate φ. We assume that adsorption to a susceptible

cell always leads to infection and that infections are 100% efficient. Once infected by a

particular phage, a host passes through NE different stages of infection (“exposed”, E(1)

to E(NE)) before reaching the final state (“infected”, I) and lysing. We assume the transfer

through infection stages is sequential and uninterruptible. We scale the transfer across

infection stages such that it takes a newly infected host an average time of τ , the latent

period, to be lysed (see Theory and computational methods, Latent period distributions).

Once lysed, new virions are released with a burst size β. We assume free phage virions may

adsorb to any host cell, regardless of its infection state (susceptible, exposed, or infected),

although adsorption to an exposed or infected host has no effect other than removing that

virion. Here, we assume phage cannot adsorb to cells which they cannot infect. The model
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in full is

Ṡi =

growth︷︸︸︷
riSi −

new infection︷ ︸︸ ︷
Si

NV∑
j

MijφijVj

Ė
(1)
ij =

new infection︷ ︸︸ ︷
MijφijSiVj −

delay︷ ︸︸ ︷
NE + 1

τij
E

(1)
ij

...

Ė
(NE)
ij =

delay︷ ︸︸ ︷
NE + 1

τij
E

(NE−1)
ij −

delay︷ ︸︸ ︷
NE + 1

τij
E

(NE)
ij

İij =

delay︷ ︸︸ ︷
NE + 1

τij
E

(NE)
ij −

lysis︷ ︸︸ ︷
NE + 1

τij
Iij

V̇j =

lysis︷ ︸︸ ︷
NH∑
i

βij
NE + 1

τij
Iij −

adsorption︷ ︸︸ ︷
Vj

NH∑
i

MijφijNi

(4.2)

whereNi is the total density of bacteria strain i across the susceptible, exposed, and infected

classes

Ni = Si +

all exposed classes︷ ︸︸ ︷
NV∑
j

E
(1)
ij + . . .+

NV∑
j

E
(NE)
ij +

NV∑
j

Iij

= Si +

NE∑
k

NV∑
j

E
(k)
ij +

NV∑
j

Iij

(4.3)
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Table 4.1: Parameters, hyperparameters, and state variables for the phage-bacteria commu-
nity model (Equation 4.2). (See Table C.2 for which bacteria and phage strains are assigned
to which indices.)

hyperparameter description
NH number of bacterial strains
NV number of phage strains
NE number of exposed classes

state variable description
Si susceptible bacteria population i
E

(k)
ij bacteria population i exposed to phage population j in the kth stage of infection
Iij bacteria population i infected by phage population j
Ni sum of all of bacteria population i (Eqn Equation 4.3)
Vj phage population j

parameter description units
ri bacteria i growth rate 1/hr
Mij interaction for host i - phage j (boolean) -
φij adsorption rate for host i - phage j mL/hr
βij burst size for host i - phage j -
τij latent period for host i - phage j hr

4.4.2 Model for measurement bias

We assume a simple multiplicative error which acts on total bacteria and total phage density

and is strain-dependent

N̂i = εiNi

V̂j = εjVj

(4.4)

where N̂ and V̂ are the measured densities and N and V are the true densities. We define

ε = 1 to indicate no measurement bias, so that ε > 1 indicates overestimation and ε < 1

indicates underestimation.

4.4.3 Latent period distributions

The Linear Chain Trick allows us to formulate stochastic state transition models in terms of

mean field ordinary differential equations and thus incorporate more nuanced assumptions
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about dwell time distributions [86]. In the context of our model, we can manipulate the

population-level distribution of latent periods for a given phage-host pair by adjusting the

number of exposed classes NE .

For host i and phage j, we define the latent period τ̂ij as the duration of time a cell

spends from adsorption to lysis. We use τ̂ij to denote a random variable in contrast with the

population average τij which is a model parameter (Table 4.1) estimated from experiments

(Experimental methods, One-step experiments). In our model, adsorption occurs when

a cell transitions from the susceptible state Si into the first exposed state E(1)
ij , and lysis

occurs when the cell transitions out of the final infection state Iij (Equation 4.2). Because

there is only a single influx into a non-branching transition chain, this a simple case of the

Linear Chain Trick (see 1 in [86]) with inflow rate MijφijSiVj and transition rate
NE + 1

τij
.

Thus the latent period τ̂ij is Erlang distributed

τ̂ij ∼ Erlang(β, α)

α = NE + 1

β =
NE + 1

τij

(4.5)

where α is the shape parameter and β is the rate parameter. Furthermore, the latent period

distribution has mean

〈τ̂ij〉 =
α

β
= τij (4.6)

4.4.4 Simulating timeseries

We use MATLAB’s ode45()to numerically integrate the system of differential equations.

We set a relative error tolerance of 10−8. We convert all volumes to mL and times to

hrs (see Table 4.1 for parameter units). We set initial values for susceptible bacteria Si

and free phage Vj equal to the initial densities measured in the experiment (Figure 4.2

and Table C.3). We simulate timeseries to 15 hours and 45 minutes, the duration of the
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community experiment. For visualizations of dynamics, we use a timestep of 3 minutes

(316 timepoints). For model-data fits, we use the experimental sample times which were

every 35 minutes (27 timepoints, see Experimental methods: Community experiments).

The output of ode45()is a (NH + NH ×NV × (NE + 1) + NV ) by NT array where

NT is the number of time points. We obtain the total density Ni for each strain of bacteria

i by summing across susceptible, exposed, and infected states (Equation 4.3). For phage,

we simply take Vj since we seek free phage density and not phage inside of cells.

To simulate the phage-host model (Equation 4.2) with measurement bias (Equation 4.4),

we multiply the total bacteria densitiesNi and free phage densities Vj by the corresponding

measurement bias term ε.

4.4.5 Estimating posterior distributions with Markov-chain Monte Carlo

We use the MATLAB package mcmcstat to run the MCMC analyses [87, 88]. We used

the default Metropolis-Hastings algorithm for sampling chains.

Possible parameters included in the MCMC runs were r, φ, β, η and the measurement

bias ε (see Table 4.1 for parameter descriptions). We treated each element of each parameter

separately (e.g. five separate growth rates ri for the parameter r). For pairwise parameters

(φ, β, η), we only included interacting pairs in the MCMC and kept non-interacting pairs

fixed at zero. Parameters were sampled in linear space except for the adsorption rates φ

which were sampled in log space.

For prior distributions, we used Gaussians with means equal to the values measured in

the pairwise and single-strain experiments (see Experimental methods: One-step experi-

ments, Adsorption curve experiments, and Doubling time experiments). We used standard

deviations equal to the standard deviation within each parameter (for example, the standard

deviation across all five growth rates ri). For β, we decreased the standard deviation of the

Gaussian to 70% of the standard deviation across the nine βij . For measurement bias ε, for

which no experimental data were available, we chose a non-uniform prior with mean 0 and
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standard deviation 0.2 (see Table C.5).

We set minimum and maximum sampling limits for each parameter. For parameters

in linear space (r, β, η, ε), we set the minimum to zero. We set the maximum to ensure

biological plausibility while remaining permissive enough to allow for exploration of the

majority of the prior distribution. For φ which is log-transformed, we set biologically

plausible minimum and maximum limits (see Table C.5).

For the error function, we use the sum-of-squares of differences between log-transformed

model and data points

err =

NT∑
t

NH∑
i

(
ln N̂i(t)− lnNi,t

)2
+

NT∑
t

NV∑
i

(
ln V̂j(t)− lnVj,t

)2
(4.7)

where N̂i(t), V̂j(t) are the simulated total host and phage densities accounting for measure-

ment bias (Theory and computational methods, Model for measurement bias) at sample

time t. The data points Ni,t, Vj,t are the qPCR samples for total host genomes and free

phage genomes respectively (Experimental methods, Quantification with qPCR).

For starting values, we sampled randomly and uniformly within the corresponding sam-

pling limits. We ran chains several times using different starting values and checked that

posterior distributions were consistent. Chains were run for 10,000 steps and the first 2,000

steps, which encapsulated transient dynamics (i.e. the burn-in) for most of the runs, were

removed. The remainder of the chain was taken as the posterior distribution.

We checked for chain convergence using two heuristics from the mcmcstatpackage,

namely integrated autocorrelation time (IAT) and Geweke’s diagnostic [87, 88].

4.4.6 Calculating timeseries envelopes

Timeseries envelopes were calculated by simulating timeseries for an ensemble of param-

eter sets. To generate the parameter sets, we took slices of the MCMC chain at randomly

determined steps, excluding the transient. For this chapter, we drew 8,000 samples, that is,
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the entire chain excluding the transient. For parameters not included in the MCMC run,

we used values from the original parameter set obtained from experiments (Table C.4). We

simulated timeseries for each parameter set using the same model and methods as described

above (Theory and computational methods: Simulating timeseries). Then, we calculated

percentiles for each time point across the ensemble.

To simulate the most likely timeseries (shown by dark blue lines in figures), we took

the median of the chain, excluding the transient. We simulated timeseries as described

above, using original parameter set values for parameters not included in the MCMC run

(Table C.4).

4.5 Results

4.5.1 Experimental quantification of pairwise phage and bacteria life history traits

We characterized the life history traits of the 5 bacteria and 5 phage strains, including

bacterial growth rates and host-specific phage burst sizes, adsorption rates, and latent peri-

ods. The bacteria and phage strains comprised Cellulophaga baltica (CBA) and Pseudoal-

teromonas (PSA) strains isolated from the Baltic Sea and the North Sea respectively. The

combination of strains was chosen such that the 5x5 community infection network would

be sparse but non-trivial (8 out of 25 phage-host pairs were previously known to interact),

with a range of infection strengths, as per a previously measured quantitative host range

network (Figure C.1). All life history trait experiments were performed in identical media,

which was designed to allow for growth of all 5 host strains (“PC media”; see Theory and

computational methods, Strains and Growth Conditions).

Life history traits for the 5 bacteria and 5 phage strains are summarized in Figure 4.1.

Bacterial growth rates were measured for each strain separately (Experimental methods,

Doubling time experiments; Figure 4.1a). Adsorption was checked for known non-interacting

pairs, including between CBA and PSA (Experimental methods, Adsorption rate experi-

ments). A pair which had initially been categorized as non-interacting via quantitative host

53



range was found to have significant adsorption (phage PSA HS6 and host PSA H100) and

included in subsequent measurements. Adsorption rates were measured for the known in-

teracting pairs (previously 8 of 25, now 9 of 25; Experimental methods, Adsorption rate

experiments; Figure 4.1b). Burst sizes and latent periods were measured for the 9 in-

teracting pairs via one-step growth curves (Experimental methods, One-step experiments;

Figure 4.1c-d).

As anticipated, the phage-bacteria infection network had non-trivial structure, with 3

of 5 phage strains infecting multiple hosts (phage CBA 18:3, PSA HP1, and PSA HS6).

Cross-infection occurred within the two genera (CBA and PSA) but not across (i.e. no CBA

phage infected PSA hosts and vice versa). Infection life history traits varied significantly

across phage-host pairs, with burst sizes ranging from ∼1 (phage PSA HS6 and host PSA

13-15) to ∼150 (phage CBA 13:8 and host CBA 4), latent periods ranging from 45 min

(phage PSA HP1 and host PSA H100) to 95 min (phage CBA 18:3 and host CBA 18), and

adsorption rates spanning an order of magnitude (1e-8 to 1e-7 mL/hr). The infection of host

CBA 18 by phage CBA 38:1 was sufficiently inefficient that it was not possible to reliably

estimate burst size or latent period. Growth rates also varied across host strains, ranging

from 0.19 hr−1 (host CBA 4; doubling time of 3.7 hours) to 0.27 hr−1 (host PSA H100;

doubling time of 2.6 hours). We also aimed to characterize bacterial growth dynamics but

did not find evidence that bacteria were nutrient limited or near carrying capacity over the

experimental time scales (Figure C.2). In addition, viral particles did not show evidence of

decay on the time-scale of the community experiment (∼16 hours). Because life history

traits varied significantly among strains, we expected to observe fluctuations in transient

dynamics that could potentially be used to infer pairwise interactions and fit nonlinear

population models to community data (as in [81, 39, 38, 58, 50, 44, 59, 57, 82]).
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Figure 4.1: Individual and pairwise life history traits for 5 bacteria and 5 phage strains, all
measured in PC media. a) Individual bacterial growth rates (Experimental methods, Dou-
bling time experiments). b) Pairwise host-phage adsorption rates (Experimental methods,
Adsorption rate experiments). c) Pairwise host-phage burst sizes (Experimental methods,
One-step experiments). d) Pairwise host-phage latent periods (Experimental methods, One-
step experiments). White denotes no interaction and red stars (on c, d) denote interaction
but no data for the phage-host pair.

4.5.2 Time-resolved quantification of phage and bacteria coexistence in a complex community

We conducted an approximately 16-hour synthetic community experiment with 5 bacteria

and 5 phage strains (Experimental methods, Community experiment). The community ex-

periment was performed in identical PC media as used in the life history trait experiments

(Experimental methods, Strains and growth conditions), allowing for direct comparison of

predictions via life history traits and measurements from community experiment (next two

Results sections). The community experiment was performed in triplicate. In addition, a

separate, phage-free control experiment was performed, in which no lysate was added but

otherwise followed the same protocols, allowing for measurement of bacteria-only com-

munity dynamics (Figure C.2). Initial densities for bacteria and phage strains were chosen

to ensure coexistence for the duration of the experiment based on earlier trial experiments.
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Each replicate was sampled every 35 minutes over 15 hours and 45 minutes, resulting in

28 time points for each flask. Multiple measurements were performed on each sample

resulting in several data types including: optical density, colony forming units, bacterial

metagenomes, metatranscriptomes, and viromes (data available upon request). Measure-

ments were also performed for quantitative PCR (“qPCR”) which we present below.

Quantification of bacteria and phage densities was done via qPCR, with separate reac-

tions performed for intracellular and extracellular (filtered) samples (Experimental meth-

ods, Quantification of strain densities with qPCR). For the bacterial strains, intracellular

qPCR (“qINT”) was used as a proxy for density of live cells. For the phage strains, extra-

cellular qPCR (“qEXT”) was used as a proxy for density of free virions. Separate qINT

reactions were also run for the 5 phage primers to quantify intracellular phage DNA (Fig-

ure C.3).

Bacteria and free phage densities from the∼16-hour community experiment are shown

in Figure 4.2. All 5 bacteria and 5 phage strains coexist at high density for the duration of

the experiment, while simultaneously varying over several orders of magnitude. Distinct

dips in viral densities between 0 and 4 hours can be seen indicating an initial round of

adsorption for all 5 phage strains. All 5 phage strain densities stabilize by the end of the

experiment; and all 5 bacteria strains remain at high density after ∼16 hrs. Relatively high

sampling rates of 35 min reveal subtle transient dynamics, and all 10 populations fluctuate

over several orders of magnitude, all while being highly repeatable across replicates.

4.5.3 Impacts of infection structure and latent period distributions on reconstructing community

dynamics

We model community-scale phage-bacteria dynamics with a system of nonlinear differen-

tial equations, in which the population density of each bacteria and phage strain is tracked

via a unique state variable. The phage in the experiments are known to be purely lytic, and

the bacteria are expected to not be nutrient-limited. Thus, we chose a community-level built
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Figure 4.2: Measured densities of bacteria (top row) and free phage (bottom row) in the
∼16-hour community experiment. Measurements were taken every 35 minutes from three
replicate community experiments (blue, yellow, and orange circles). Densities were quan-
tified with intracellular and extracellular qPCR for bacteria and phage respectively (Exper-
imental methods, Quantification of strain densities with qPCR).

on prior work [64, 44] that includes lytic infections without explicit accounting of nutri-

ent dynamics (Theory and computational methods, Model for phage-bacteria community

dynamics). In addition we introduced a compartmental model of infection in which un-

infected bacteria (“susceptible”) pass through different stages of infection (which we term

“exposed”) before reach the final state (which we term “infected”) before lysing and release

phage progeny (see e.g. [89] for use of such compartmental models in related contexts). In

effect, variation in the number of stages and transition rates between stages controls both

the mean and variance of the corresponding latent period distribution for each phage-host

pair. For this model, the latent period distribution is an Erlang distribution with shape pa-

rameter α = NE + 1 and rate parameter β = (NE + 1)/τ (Theory and computational

methods, Latent period distribution, adapted from [86]). Thus, for a fixed latent period,

increasing the number of exposed classes NE preserves the mean but narrows the distri-

bution and shifts the median slightly to the right (see Theory and computational methods,

Latent period distribution; and see Figure C.4 for theoretical latent period distributions for

8 phage-host pairs).
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All other strain-level parameters for our model correspond to the life history traits mea-

sured earlier: bacterial growth rates and host-specific adsorption rates, latent periods, and

burst sizes (Results, Experimental quantification of pairwise phage and bacteria life history

traits) which we represent as r, φ, τ , and β respectively. We use these measured life history

traits, without modification, to initially parameterize our model and compare against mea-

sured outcomes (see Table 4.1 for parameter descriptions, Table C.2 for strain indices, and

Table C.4 for parameter values). We used the measured densities at the first time point from

the community experiment for the initial conditions for all simulations (see Table C.3).

In Figure 4.3, we show simulated timeseries for the phage-host community model for

NE = 1 and NE = 10 compared against the qPCR data (Figure 4.2). Out of all the param-

eters, we found that model outcomes were particularly sensitive to deviations in the mean

latent period (τ ). In Figure 4.3, we show model simulations using the originally measured

latent periods overlaid with simulations in which the latent periods are systematically de-

creased by a factor of 4 or increased by a factor of 4 (see Figure C.5 for sensitivity analysis

of both NE and latent period τ ).

The simulated timeseries in Figure 4.3 capture many of the qualitative behaviors of

qPCR measurements from the community experiment. Early phage dynamics are well-

represented, such as the initial decline from adsorption, although the timing of initial de-

clines tends to be earlier than the experiment. Late viral dynamics saturate at the correct

order of magnitude for CBA 18:2 for a latent period multiplier of 4 and for PSA HS6 for

all latent period multipliers. Saturation densities for CBA 18:3 and CBA 38:1 are too low

by an order of magnitude, and saturation density for PSA HP1 is exceptionally lower than

measured values. Simulated bacterial populations tend to crash early on when using ex-

perimentally measured life history traits, in contrast to the experimental findings. Notably

however, extending the latent periods by a factor of 4 leads to the survival of host strains

CBA 4, CBA 18, and CBA 38 for the entirety of the ∼16 hour experiment. In general, the

x4 lengthened latent periods correspond to the experiment more closely, while baseline and
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shortened latent periods lead to early bacterial crashes and early viral saturation. In addi-

tion, increasing the number of exposed classes NE allows for subtly more complex viral

dynamics, e.g. more distinct adsorption events (Figure C.6).

While there are notable qualitative similarities between the model simulations and the

qPCR measurements, the differences listed above indicate a mismatch between experimen-

tal measurements and model predicted outcomes. The model was parameterized using the

life history traits measured in individual and pairwise contexts, whereas the qPCR mea-

surements correspond to a 5x5 coexisting community. The community context may lead,

on one hand, to modified life history traits (e.g. growth rates decreased or increased by the

presence of other strains). On the other hand, entirely new biology or ecology may occur

in community contexts, potentially requiring a different model formulation (e.g. lysis in-

hibition). While our particular model may not capture higher order community effects, it

agrees reasonably well with qPCR measurements, such that we consider it to be a “mini-

mally complex” model and a starting point for explicit model-data fits.

4.5.4 Inferring life history traits from community phage and bacteria dynamics

The discrepancies between model simulations and the community experiment suggests the

need to use model parameters as priors to formal model-data integration. To do so we

used Markov-chain Monte Carlo (MCMC) to fit the qPCR community level measurements

to a community phage-bacteria model with measurement error (Theory and computational

methods, Model for phage-host community ecological dynamics and Model for measure-

ment error).

In brief, we fixed the number of exposed classes NE , then chose a set of model param-

eters to include in the MCMC analysis. For each parameter, we excluded non-interacting

pairs, and we calculated prior distributions for the remaining parameters using the experi-

mentally measured life history traits when available. For the error function, we used stan-

dard log-likelihood (Equation 4.7). We ran each MCMC for 10,000 steps and discarded the
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a) NE = 1

b) NE = 10

Figure 4.3: Simulated densities for bacteria (top row) and phage (bottom row) over ∼16
hours for the phage-bacteria community model (Equation 4.2) with a) NE = 1 and b)
NE = 10. The models are parameterized with experimentally measured life history traits
(Figure 4.1; see Table C.4 for all parameter values). Colors show the effect of shortening
(blue, tau multiplier = 0.25) or lengthening (yellow, tau multiplier = 4) the baseline (orange,
tau multiplier = 1) latent periods of the 9 phage-host pairs. Resulting theoretical latent
period distributions are shown in Figure C.4. Average qPCR values from the community
experiment are included for reference (grey circles).

transient, resulting in posterior distributions (Theory and computational methods, Markov

chain monte carlo). From the posteriors, we simulated timeseries and corresponding en-

velopes at the 95th percentile (Theory and computational methods, Timeseries envelopes).

In Figure 4.4 and Figure 4.5 we show the result of MCMC model-data fits on the

predicted phage and bacterial dynamical outcomes (Equation 4.2 and Equation 4.4) with
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NE = 5. The timeseries envelopes are in close agreement with the qPCR measurements

(Figure 4.4), drastically improving upon the initial model simulations without any param-

eter tuning (Figure 4.3b). The root mean squared error of log10-transformed densities

(“RMSE-log10”, i.e. distance from qPCR data in terms of orders of magnitude) for the

fitted model is 0.43 (95% range 0.56 − 1.57) compared to the RMSE-log10 of 1.44 for the

initial model (with x4 lengthened latent periods; Figure 4.3b yellow lines). The model-

predicted dynamics of all phage except PSA HP1 are in close agreement to the measured

outcomes (RMSE-log10 of .75 vs 0.37 for all other phage). Simulations for PSA HP1 are

about an order of magnitude too low, which is nonetheless a significant improvement upon

initial simulations (RMSE-log10 of 0.75 vs 3.94). Simulations for the 5 hosts capture early

dynamics well in both trend and magnitude (∼0-8 hours), but do not recapitulate dynamics

at later times (∼8-16 hours). As shown in Figure C.6, models withNE were able to capture

the complex adsorption dynamics for phage at early times (0-6 hours) but did not necessar-

ily lead to better model fits overall as quantified by total squared error (total squared error

7.04 ∗ 1021 vs. 8.26 ∗ 1021).

The resulting posterior distributions for the model parameters (burst size β, adsorption

rate φ, and measurement bias ε) are shown in Figure 4.5 (see Appendix C for settings,

chains, and convergence heuristics; Table C.5, Figure C.7, Figure C.9, and Figure C.8).

Where available, original measured values are marked for β and φ; though we do not

have measured values for measurement bias ε, we use ε = 1 as our baseline expectation,

indicating no bias. We find that posterior distributions can diverge from the originally

measured value in isolation. In particular, some burst sizes (CBA 18-CBA 18:2, CBA 18-

CBA 18:3, and PSA H100-PSA HS6), and adsorption rates (CBA 18-CBA 38:1 and CBA

38-CBA 38:1) overlap. Otherwise, burst sizes estimated by MCMC tended to be higher

than measured and adsorption rates tended to be lower Measurement bias parameters tended

to be slightly greater than 1, with the exception of CBA 18:3.

Quantitative discrepancies between measured values and posterior distributions may
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point to real biological, ecological, or environmental differences between the community

and pairwise contexts, in addition to model misspecification or non-identifiability of pa-

rameter sets. Nonetheless, we found the discrepancy of phage PSA HP1 especially of

note, as model-data fits consistently underestimated PSA HP1 density by several orders of

magnitude in contrast to the other four phage. PSA HP1’s density was also several orders

of magnitude higher than the other four phage despite similar initial density (Figure 4.2)

and unremarkable infection strength on two hosts (e.g. contrast with phage PSA HS6;

Figure 4.1). We note that the posterior distributions for PSA HP1 burst size on both of

its hosts are much higher than measured values (Figure 4.5a), which led us to investigate

the potential that PSA HP1 infection traits may change between pairwise and community

contexts.

Figure 4.4: Simulated timeseries (dark blue) with 95th percentile envelopes (light blue)
for phage-bacteria model with measurement bias (Equation 4.2 and Equation 4.4). Here,
NE = 5 (see Figure C.6 for alternate NE). A subset of parameters (β, φ, ε) were fit to
qPCR data (grey circles) using MCMC (Theory and computational methods, MCMC). Re-
maining parameters (r, τ ) were set to originally measured experimental values (Table C.4).
Timeseries and envelopes were calculated as described in the methods (Theory and compu-
tational methods, Timeseries envelopes) from the posterior distributions, which are shown
in Figure 4.5.
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Figure 4.5: Posterior distributions (blue) from the MCMC run corresponding to Figure 4.4.
Also shown: prior distributions (black lines) and measured experimental values where
available (red lines). a) Burst sizes. b) Adsorption rates. c) Measurement bias. For more
details on the MCMC run, see Appendix C: priors and sampling limits (Table C.5), chains
(Figure C.7), convergence heuristics (Figure C.8), and covariance plots (Figure C.9).
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4.5.5 Ecological impacts on pairwise life history traits

To assess the impact of community context on PSA HP1 life history traits, we performed

additional experiments on phage PSA HP1 with all 5 bacteria strains present (Experimental

methods, PSA HP1 community experiment). In particular, we performed one-step exper-

iments to measure burst size (Experimental methods, One-step experiments). We contrast

the “all host” one-step experiment with the pairwise one-steps in which PSA HP1 was

paired with one of its two hosts, PSA H100 or PSA 13-15. The one-step timeseries, and

resulting burst sizes, for these three different scenarios are shown in Figure 4.6. Surpris-

ingly, the burst size of phage PSA HP1 increased when all 5 bacteria strains were present

relative to the pairwise context in which only one host was present (123, SD=26.2 for all

hosts; 54.2, SD=22.9 for PSA H100; 61.4, SD=17.3 for PSA 13-15). One-sided Wilcoxon

rank sum tests indicated that the median burst size in the presence of all hosts 5 hosts was

greater than the median burst size for PSA H100 (p=0.004) and for PSA 13-15 (p=0.01)

across all experiment replicates. As of yet, we have not identified a mechanism underlying

the change in PSA HP1’s burst size in the community setting.

4.6 Discussion

In this chapter, we presented a 5x5 marine bacteria-phage community with well-characterized

individual and pairwise life history traits measured in a common PC medium (Figure 4.1).

The experimentally measured phage-host infection network had non-trivial structure, and

infection strengths varied significantly across pairs. A ∼16 hour community experiment

revealed that all 5 phage and 5 host strains were able to coexist at high densities, with

notable fluctuations in population density and distinctive transient dynamics (Figure 4.2).

Strain-resolved densities were obtained with quantitative PCR at relatively short time inter-

vals (35 minutes), and replicate experiments were highly consistent. Though not presented

here, bacterial metagenomes, metatranscriptomes, and viromes were also obtained. These
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Figure 4.6: One-step experiments for phage PSA HP1 on 3 different combinations of host
strains: PSA H100 only (left column), PSA 13-15 only (middle column), and all 5 hosts
(right column; see Experimental methods, PSA HP1 community experiment). a) Free
phage density and b) total phage density were used to calculate c) burst size (see Equa-
tion 4.1 in Experimental methods, One-step experiments). Colors denote unique experi-
ments (3 for PSA H100, 2 for PSA 13-15, and 1 for all hosts). Experiments were run in
triplicate; error bars denote standard deviation.

efforts thus resulted in a highly-resolved and data-rich timeseries of community ecologi-

cal dynamics at a scale of intermediate ecological complexity which will help bridge gaps

between culture-based and high-throughput methods.

Dynamical models of phage-bacteria ecology successfully recapitulated the popula-

tion dynamics observed in the community experiment. Models parameterized with the

experimentally measured life history traits recreated some but not all qualitative behaviors

(Figure 4.3) and, furthermore, were highly sensitive to variation in latent period and la-

tent period distribution (Figure C.4 and Figure C.5) indicating the importance of model

structure and compartmental-type models in representing phage-bacteria infection dynam-

ics. Model-data integration using Markov-chain Monte Carlo further improved agreement
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between simulation and data (Figure 4.4) but, in some cases, resulted in large discrepan-

cies between predicted and measured life history traits (Figure 4.5). Additional one-step

experiments performed with phage PSA HP1 revealed that burst size changed between

pairwise and community contexts (Figure 4.6), possibly indicating higher-order interac-

tions between its two hosts PSA H100 and PSA 13-15 or interactions among the broader

community including non-hosts CBA 4, CBA 18, and CBA 38.

In summary, this work establishes a data-rich and highly-resolved dataset for a ma-

rine bacteria-phage community of intermediate ecological complexity. Dynamic models

of community ecology successfully recapitulated observed dynamics while also predicting

context-dependent shifts in some life history traits, which remain to be tested experimen-

tally and interrogated for underlying biological mechanisms. Quantitative discrepancies

remain between simulated and observed population dynamics, which may point to biolog-

ical, ecological, or environmental effects still missing from or misspecified in the model.

Additional “-omics” data (bacterial metagenomes, metatranscriptomes, and viromes) from

the community experiment present further opportunities for model-data integration and

inference of phage-bacteria infection networks. In closing, this work compares different

scales of ecological complexity and provides a gold standard phage-bacteria community

for reconciling laboratory and high-throughput methods for studying microbial communi-

ties.
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CHAPTER 5

A PRIMER FOR MICROBIOME TIME-SERIES ANALYSIS

Adapted from A R Coenen*, S K Hu*, E Luo*, D Muratore*, and J S Weitz, A Primer for

Microbiome Time-Series Analysis, Frontiers in Genetics, (2020) [45]. *Equal contributors.

5.1 Abstract

Time-series can provide critical insights into the structure and function of microbial com-

munities. The analysis of temporal data warrants statistical considerations, distinct from

comparative microbiome studies, to address ecological questions. This primer identifies

unique challenges and approaches for analyzing microbiome time-series. In doing so, we

focus on (1) identifying compositionally similar samples, (2) inferring putative interac-

tions among populations, and (3) detecting periodic signals. We connect theory, code and

data via a series of hands-on modules with a motivating biological question centered on

marine microbial ecology. The topics of the modules include characterizing shifts in com-

munity structure and activity, identifying expression levels with a diel periodic signal, and

identifying putative interactions within a complex community. Modules are presented as

self-contained, open-access, interactive tutorials in R and Matlab. Throughout, we high-

light statistical considerations for dealing with autocorrelated and compositional data, with

an eye to improving the robustness of inferences from microbiome time-series. In doing

so, we hope that this primer helps to broaden the use of time-series analytic methods within

the microbial ecology research community.
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5.2 Introduction

Microbiomes encompass biological complexity from molecules to genes, metabolisms, and

community ecological interactions. Understanding this complexity can be difficult due to

domain- or location- specific challenges in sampling and measurement. The application

of sequencing technology has revolutionized almost all disciplines of microbial ecology,

by allowing researchers the opportunity to access the diversity, functional capability, evo-

lutionary history, and spatiotemporal dynamics of microbial communities rapidly and at a

new level of detail [90, 91]. Increasingly, it is now possible to sample at the time-scale

at which those processes occur, resulting in the collection of microbiome time-series data.

While such high-resolution sampling opens new avenues of inquiry, it also presents new

challenges for analysis [92, 93, 94, 24, 95].

One of the first challenges in analyzing microbiome data is to categorize sequences in

terms of taxa or even “species” [96, 97]. Many methods have been developed to perform

this categorization [98, 91, 99, 100, 101, 102, 103, 104, 105, 106, 30, 107]. Particular

choices used to define species-level units may alter downstream estimations of diversity

and other parameters of interest [108, 109, 110]. Indeed, even the procedures for estimat-

ing common diversity parameters are impacted by the properties of read count data [111].

However, some definition of taxa is often necessary for characterizing the composition

of microbial communities. In this primer, we use the term taxon to denote approximately

species-level designations such as operational taxonomic unit (OTU) or amplicon sequence

variant (ASV).

Once sequences have been categorized to approximate species-level groups, the inter-

pretation of their read count abundances is accompanied by assumptions that violate many

standard parametric statistical analyses. For example, zero reads from a sample mapping

to a particular taxon is commonplace in microbiome sequence results, yet it typically re-

mains unclear if a zero indicates evidence of absence (e.g., taxon not present in sample,
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incapable of transcribing a gene) or absence of evidence (e.g., below detection, inadequate

sequencing depth) [112, 94]. In addition, sequence data is compositional, and therefore

does not include information on absolute abundances [113]. As a result, compositional

data has an intrinsic negative correlation structure, meaning that the increase in relative

abundance of one community member necessarily decreases the relative abundances of all

other members [114].

The issues of categorization and sampling depth apply to all kinds of microbiome data

sets. In particular, temporal autocorrelation presents an additional complexity to micro-

biome time-series, in that each observation is dependent on the observations previous to

it in time. Autocorrelation also precludes the use of many standard statistical techniques,

which assume that observations are independent. In Figure 5.1, we show how autocorrela-

tion leads to high incidences of spurious correlations among independent time-series.

Complex microbiome data demand nuanced analysis. In this chapter, we provide a con-

densed synthesis of principles to guide microbiome time-series analysis in practice. This

synthesis builds upon and is complementary to prior efforts that established the importance

of analyzing temporal variation for understanding microbial communities (e.g., [115]).

Here, we introduce core statistical methods for microbiome time-series analysis as a start-

ing point and suggest further reading on other possible methods. Our process is described in

detail via several code tutorials at https://github.com/WeitzGroup/analyzing microbiome

timeseries that include analytic tools and microbiome time-series data, and provide a soft-

ware skeleton for the custom analysis of microbiome time-series data. These tutorials

include the basics of discovering underlying structure in high-dimensional data via statisti-

cal ordination and divisive clustering, nonparametric periodic signal detection in temporal

data, and model-based inference of interaction networks using microbiome time-series.
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Figure 5.1: Independent random walks yield apparently significant correlations (when eval-
uated as independent pairs) despite no underlying interactions, in contrast to residuals (i.e.,
point-to-point differences). A) Time-series of independent random walks, xi(t). B) Corre-
lation structure of independent random walks. C) Distribution of correlation values for an
ensemble of independent random walks, with p-value = 0.05 marked (red lines). D) Time-
series of the residuals of independent random walks, i.e., ∆xi(t) = xi(t + ∆t) − xi(t).
E) Correlation structure of residual time-series. F) Distribution of correlation values for
the same ensemble as (C) but taken between the residual time-series, with p-value = 0.05
marked (red lines).

71



5.3 Methods

5.3.1 Overview of tutorials

We describe three distinct categories of time-series analyses: clustering, identifying pe-

riodicity, and inferring interactions. For each category, we demonstrate analyses that an-

swer an ecologically motivated question (Figure 5.2). Each tutorial emphasizes normal-

ization methods specifically developed for the analysis of compositional data. Each tu-

torial also addresses challenges related to multiple hypothesis testing, overdetermination,

and measurement noise. Interactive, self-contained tutorials that execute the workflows

described in the chapter are available in R and Matlab https://github.com/WeitzGroup/

analyzing microbiome timeseries.

5.3.2 Dataset Sources

For modules I and II, time-series data are derived from an 18S rRNA gene amplicon data

set from [116], in which samples were collected at 4 hour intervals for a total of 19 time

points (Lagrangian sampling approach). Input data are in the form of sequence count tables,

where samples are represented as columns and each row is a taxonomic designation (OTU

or transcript ID) with sequence counts or read coverage abundance per taxon (here we

use “taxon” as shorthand). The code in each of these modules can be customized for

use on other data, although for the purposes of analyzing any temporal-scale variability,

samples must be taken at a frequency sufficiently shorter than the temporal scale of interest

(e.g., daily temporal variability requires sub-daily sampling, seasonal temporal variability

requires sub-seasonal sampling).

For module III, time-series data are simulated from a synthetic microbial community,

for which the “true” network is known. The techniques in this module can be applied to

time-series data as has been done in a handful of studies [117, 44, 50, 58, 118, 119, 57,

120, 121, 59].
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Figure 5.2: Workflow of techniques implemented in each module. The top layer considers
questions of interest for a particular study. In the second layer, data normalizations are
listed as implemented in module I and module II. For module III, we use synthetic data and
instead list modelling inputs. The third layer shows the analytical techniques used in this
primer, which we note is not exhaustive. These techniques provide some insight into the
initial question asked, as described in the fourth layer.
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5.3.3 Normalization

Log-ratio transformations

Microbiome data tend to have three properties: (1) they are sum-constrained (all reads sum

to the sequencing depth), (2) they are nonnegative, and (3) they are prone to heteroskedas-

ticity (the variance of the data is not equal across its dynamic range). These attributes of

microbiome data violate some underlying assumptions of traditional statistical techniques.

Transforming microbiome data into log-ratios [122] can mitigate these problems by stabi-

lizing variance and distributing values over all real numbers, as well as mitigating statistical

bias related to sequencing protocols [123].

The simplest log-ratio transformation requires selecting some particular focal vari-

able/taxon in the composition, dividing all other variables in each sample by the abundance

of the focal taxon, and taking the natural logarithm. Mathematically:

LRi = ln(xi)− ln(xfocal) (5.1)

This kind of log-ratio transformation eliminates negative constrained covariances, but all

variables become relative to the abundance of an arbitrary focal taxon. Instead of selecting a

focal taxon, the Centered Log-Ratio Transformation constructs ratios against the geometric

average of community abundances [124].

CLRi = ln(xi)−
1

n

n∑
k=1

ln(xk) (5.2)

This transformation retains the same dimensionality as the original data, but is also still
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sum constrained:

n∑
k=1

CLRk =
n∑
k=1

(
ln(xk)−

1

n

n∑
k=1

ln(xk)

)
(5.3)

n∑
k=1

CLRk =
n∑
k=1

ln(xk)−
n

n

n∑
k=1

ln(xk) (5.4)

= 0 (5.5)

Log-based transformations require some caution when dealing with data sets with large

numbers of zeros, namely because the logarithm of zero is undefined. To overcome this

problem, implementations usually employ some pseudocount method, i.e., adding a small

number to all observations to make the log of zero observations calculable. Adding a

pseudocount disproportionately affects rare taxa, where the magnitudes of differences be-

tween samples may be similar to the magnitude of the added pseudocount and therefore

obscured [125].

Z-Score Transformation

Another transformation that converts data from counts to a continuous real-valued number

is the z-score transformation, achieved by applying this relationship:

zi =
xi − µx
σx

(5.6)

where xi is an observation, µx is the mean of population x, and σx is the standard deviation

of x. Often, µx and σx are estimated by the sample mean and standard deviation. The z-

score is how far, in terms of number of standard deviations, a given observation is from the

sample mean [126]. Of note, this transformation places variables of different magnitudes

on a scale with the same range.
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Variance Stabilizing Transformation

Log-ratio-based transformations in microbiome applications broadly serve the purpose of

making the data more compatible with statistical methods that assume continuous/real-

valued data and errors with equal variances. Such transformations are necessary because

of the heteroscedasticity of sequence count data. A different approach to circumvent het-

eroscedastic data is to directly estimate a function which describes how the variance in the

data increases as a function of the mean. Alternatively, it is possible to use a variance-

stabilizing transformation, e.g. as implemented by the DESeq2 software package [127].

While the variance-stabilizing transformation is similar to a log transformation in the case

of large counts, it is better suited to deal with zeros and does not rely on a pseudocount.

Distance metric

Multivariate microbiome data is not necessarily easy to summarize or visualize in two

or three dimensions. Therefore, to summarize and explore data, we want to recapitulate

the high-dimensional properties of the data in fewer dimensions. Such low-dimensional

representations are distance-based. A distance matrix is obtained by applying a distance

metric to all pairwise combinations of observations. For example, given data matrix X , the

Euclidean distance between observations Xi and Xj is:

d(X)ij =
√

(xi − xj)2 (5.7)

Different metrics measure distance using different attributes of the data (for comprehensive

reviews of ecological distance metrics we recommend [128, 129]). For example, only pres-

ence/absence of different community members is used to calculate Jaccard distance [130]

and unweighted Unifrac [131], which also takes into account phylogenetic relationships

between taxa. These metrics can be calculated on count data without transformation, and

capture changes in the presence of rare taxa. On the other hand, Euclidean distance empha-
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sizes changes in relative composition. Weighted Unifrac distance incorporates phyloge-

netic information as well as changes in relative abundances. Euclidean distance performed

on log-ratio transformed data is analogous to Aitchinson’s distance [132], which is recom-

mended for the analysis of the difference of compositions.

In addition to distance metrics, sample-to-sample difference can also be compared by

dissimilarities, such as the Bray-Curtis dissimilarity, which is defined between sample i

and sample j as:

BCij = 1− 2
∑n

k=1 min(si,k, sj,k)∑n
k=1 si,k +

∑n
k=1 sj,k

(5.8)

where n is the total number of unique taxon observed between both samples, and si,k is

the abundance of taxon k in sample i. Bray-Curtis is widely used in ecological studies to

measure differences in community composition [133]. A dissimilarity score of 0 means the

two samples had identical communities, and a dissimilarity score of 1 means the two sam-

ples had no taxa in common. However, Bray-Curtis dissimilarity does not obey the triangle

inequality [134], which means that multivariate methods that assume distance matrices as

input (e.g., NMDS) may yield uninterpretable results. For example, two samples that each

have a Bray-Curtis dissimilarity of 0.05 from a third sample may have a Bray-Curtis dis-

similarity of 1 from each other.

5.3.4 Ordination

Covariance-Based Ordination

Statistical ordination can be used to explore multivariate microbiome data. An ordina-

tion is a transformation that presents data in a new coordinate system, e.g. making high-

dimensional data visualizable in two or three dimensions. Principal Components Analysis

(PCA) is a method which selects this coordinate system via the eigendecomposition of the
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sample covariance matrix, i.e., which is equivalent to solving the factorization problem:

Qm×m = Um×mDm×mU
T
m×m. (5.9)

Here, Q is the sample by sample covariance matrix, D is a diagonal matrix containing the

eigenvalues of Q, and U is a matrix of the eigenvectors associated with those eigenvalues.

For PCA, the eigenvectors (or principal axes) are interpreted as new, uncorrelated variables,

which are an orthogonal linear combination of the original m variables [135]. Each of the

eigenvalues corresponds to one of the eigenvectors and refers to its magnitude, which is

proportional to the amount of variance in the data explained by that eigenvector. To plot a

PCA, we select a subset of eigenvectors with the largest associated eigenvalues, apply the

linear combination of variables contained in those eigenvectors to each observation, and

then plot the observations with the resulting coordinates. Importantly, basic PCA relies

on a least-squares approach for solving a linear model with the observed variables, which

poorly models heteroscedastic nonnegative data such as taxon sequence counts. Nonlin-

ear PCA [136] is one extension of PCA that can discover more sophisticated correlation

structure between observed variables.

Principal Coordinates Analysis (PCoA), based on PCA, is another technique that al-

lows for more flexibility in ordination modeling [113, 129]. PCoA, on the other hand,

uses the same procedure as PCA, except on a sample by sample distance matrix is decom-

posed instead of the sample covariance matrix [137], using the statistical properties of the

distances instead of the original observed data. The choice of distance metric allows for

the implementation of PCoA on either transformed (in which distance such as euclidean

may be suitable) or raw count (in which distance such as Jaccard or unweighted Unifrac

may be suitable) microbiome data. For both PCA and PCoA, scaling the data, for example

with a z-score transformation, is recommended so that no one variable disproportionately

influences the ordination [138].
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Nonmetric Multidimensional Scaling

Nonmetric Multidimensional Scaling (NMDS) is an alternative ordination method which

forces data to be projected into a prespecified number of dimensions [139]. NMDS projects

high-dimensional data into a lower-dimensional space such that all pairwise distances be-

tween points are preserved. To implement NMDS, we solve the optimization problem:

X̂ ′ = arg min ‖d(X)− d(X ′)‖2 (5.10)

where X is the original data matrix and X ′ is the data in the lower-dimensional space.

Here d is a distance metric (see Distance section). Because the sum of pairwise distances

is the quantity being minimized by NMDS, this method is strongly affected by outliers, so

data should be examined for outliers prior to NMDS ordination. Additionally, unlike PCA

and PCoA, where the new sample coordinates are directly related to the measured variables,

NMDS coordinates have no meaning outside of their pairwise distances. Another important

difference between NMDS and PCA is that the NMDS is enforced to fit the ordination to

a fixed number of dimensions, which means the projection is not guaranteed to be a good

fit. Stress [139] is the quantification of how well the NMDS projection recapitulates the

distance structure of the original data:

Stress =

√∑
(d(X)− d(X ′))2∑

d(X)2
(5.11)

The closer the stress is to 0, the better the NMDS performed.

Clustering

Clustering defines relationships between individual data points, identifying a collection of

points that are more similar to each other than members of other groups. Many cluster-

ing algorithms have been developed for the analysis of time series data (comprehensively
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reviewed in [140]). These algorithms include hierarchical methods, such as agglomer-

ative clustering and k-medoids [141, 95], topological methods such as self-organizing

maps [142, 143],and density-based methods such as the DBSCAN algorithm [144]. As

a working example, we implement two types of hierarchical distance-based clustering al-

gorithms, the partitioning about medoids (PAM or k-medoid) algorithm [145], and hier-

archical agglomerative clustering [146]. A hierarchical clustering method is one which

works by partitioning the data into groups with increasingly similar features. The number

of groups to divide the taxa into is determined prior to calculation, which begs the question:

how many groups? This question can be quantitatively assessed using several indices. A

clustering algorithm can be implemented using a range of possible numbers of clusters,

and then comparison of these indices will indicate which number has a high degree of fit

without over-fitting. These indices can also be used to help choose between clustering

algorithms.

One such index is sum of squared differences, which is related to the total amount of

uniformity in all clusters, defined as

SSE =

nclusters∑
k=0

nmembers∑
i=0

(
Cluster member︷︸︸︷

xi,k −
Cluster center︷︸︸︷

ck

)2

(5.12)

A common heuristic to identifying an optimal number of clusters is to plot SSE vs. k

and look for where the curve “elbows”, or where the decrease slows down [147, 141] (see

clustering tutorial).

Another way to evaluate the efficacy of clustering is via the Calinski-Harabasz in-

dex [148], which is the ratio of the between-cluster squared distances to the within-cluster

squared differences [147]:

CH =

B(x)
k−1
W (x)
n−k

(5.13)

where B(x) is the between cluster sum of square differences, W (x) is the within cluster
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sum of square differences, n is the number of taxa, and k is the number of clusters. This

index accounts for the number of clusters the data are partitioned into as well as the overall

variation in the data as a whole. A large value of CH indicates that the between-cluster

differences are much higher than the average differences between the dynamics of any pair

of taxa in the data, so a maximum value of CH indicates maximum clustering coherence.

The “Silhouette width” is another index which allows for fine-scale examination of

the coherence of individual taxon to their cluster. Silhouette width is therefore helpful for

identifying outliers in clusters [147]. The silhouette width for any given clustering of data is

calculated for each taxon by taking the ratio of the difference between that taxon’s furthest

in-cluster neighbor and nearest out-of-cluster neighbor to the maximum of the two, such

that

SWi =

sum square diff out of cluster︷ ︸︸ ︷
min(d(xi, xj /∈C)) −

sum square diff in cluster︷ ︸︸ ︷
max(d(xi, xj∈C))

max(min(d(xi, xj /∈C)),max(d(xi, xj∈C)))
(5.14)

where C is all taxa in the cluster, and d is the sum square difference operator. The widths

can range from -1 to 1. Silhouette widths above 0 indicate taxa which are closer to any

of their in-cluster neighbors than any out-of-cluster taxa, so having as many taxa with sil-

houette widths above 0 as possible is desirable. Any taxon with particularly low silhouette

widths compared to the rest of their in-cluster neighbors should be investigated as potential

outliers.

5.3.5 Periodicity Analysis

Periodicity analysis reveals whether or not a signal exhibits a cyclical periodic change in

abundance. Approaches to identifying periodic signals include parametric methods and

non-parameteric methods. The multi-taper method is an example of a parameteric method,

which uses autoregression to find periodic signals in low signal-to-noise data [149] (for a

software implementation in R https://cran.r-project.org/web/packages/ssa/index.html). Other
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examples of parameteric methods include harmonic regression [150, 151], methods based

on frequency spectral decomposition [152], and a widely used [153, 116, 154, 155] non-

parametric method, ‘Rhythmicity Analysis Incorporating Nonparametric methods’ (RAIN) [156].

The RAIN method identifies significant periodic signals given a pre-specified period

and sampling frequency. RAIN then conducts a series of Mann-Whitney U tests (rank-

based difference of means [157]) between time-points in the time-series over the course of

one period. For example, one such series of tests might answer the question: are samples

at hours 0, 24, 48 higher in rank than the samples at hours 4, 28, 52. Then, the sequence

of ranks is examined to determine if there is a consistent rise and fall about a peak time.

For this procedure to work, RAIN relies on the assumption that time-series are stationary,

or have the same mean across all sampled periods. One way to normalize microbiome

time-series to better fit this assumption is detrending, or regression normalization, which

removes longer-term temporal effects such as seasonality. A first approximation of non-

stationary linear processes can be made by taking the linear regression of all time-points

with time as the independent variable, then subtracting this regression from the time-series.

This operation stabilizes the data to have a similar mean across all local windows.

In order to assess periodicity for an entire microbial community, we may conduct many

hypothesis tests. The more tests that are performed at once, the higher the probability

of finding a low p-value due to chance alone [158]. Some form of multiple testing cor-

rection is therefore encouraged. False Discovery Rate (FDR) based methods are recom-

mended for high-throughput biological data over more stringent Familywise Error Rate

corrections [159, 160]. The method employed here is the Benjamini-Hochberg step-up

procedure [161] (for graphical demonstration see the ‘periodicity’ tutorial in the associated

software package). P-values are ranked from smallest to largest, and all null hypotheses

are sequentially rejected until test k where:

pk ≥
k

m
α (5.15)
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where m is the total number of tests conducted, and α is the desired false discovery rate

amongst rejected null hypotheses. Alternative p-value adjustment methods designed for

sequencing data have been proposed [162] which take into account correlation between

tests, although simulations [163] demonstrate that for moderate effect sizes, methods such

as Benjamini-Hochberg generally control false discoveries as expected, if not slightly more

conservatively.

5.3.6 Inferring interactions

Model specification of ecological dynamics

Inferring interactions using a model-based approach requires the specification of ecologi-

cal (or eco-evolutionary) dynamics. Model specification requires extensive knowledge of

the system of interest. Furthermore, models can be specified at different levels of abstrac-

tion regarding taxonomic resolution (e.g. [164]) and biological mechanisms (e.g. [165]),

leading to challenges in interpretability [166]. Alternatively, data-driven identification of

dynamical systems is an active area of research (e.g. [82, 167, 168]), providing a possible

way forward when an appropriate model is not known a priori.

Currently, widely used models include some variation of Lotka-Volterra dynamics where

each taxon is represented as a population whose abundances vary in time given density-

dependent feedback with other populations [117, 44, 50, 58, 118, 119, 57, 120, 121, 59].

Here, we focus on a variant of this class of problem, i.e., virus-microbe dynamics.

The microbe-virus ecological dynamics are modeled via a system of differential equa-

tions

Ḣi = riHi

(
1− 1

K

NH∑
i′

Hi′

)
−Hi

NV∑
j

MijφijVj (5.16)

V̇j = Vj

NH∑
i

MijφijβijHi −mjVj (5.17)
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where Hi and Vj denote the densities of host (i.e. microbe) type i and virus type j as

they change over time. There are NH host types and NV virus types, each defined by their

life history traits: growth rate ri for host type i, decay rate mj for virus type j, and a

community-wide host carrying capacity K. The interactions between hosts and viruses are

modeled as antagonistic infections culminating in the lysis (i.e., death) of the host cell and

release of new viruses. For each pair host type i and virus type j, the infection is quantified

by the interaction coefficient Mij , adsorption rate φij and burst size βij . The interaction

coefficient is either 1 (the virus infects the host) or 0 (the virus does not infect the host)

[169, 170].

We randomly sample the life history traits and interaction parameters such that they

are biologically plausible and guarantee local coexistence of all host and virus types (as

described in [44]). We simulate the time-series of the resulting dynamical system using

ODE45 in Matlab.

Objective function for model-based inference

We seek the interaction network that minimizes the difference between observed dynam-

ics in densities and those predicted by the dynamical model. We use the virus equations

(Equation 5.17) to derive the objective function

min

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣W −

(
M̃T −~m

)H
~1


∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

+ λ
∣∣∣∣∣∣M̃ ∣∣∣∣∣∣

1
(5.18)

F subject to M̃ij > 0 (5.19)

mj > 0 (5.20)

where Wjk is the per-capita derivative estimate of virus type j at sampled time tk, Hik is

the density of host type i at sampled time tk, M̃T
ij = Mijφijβij is the weighted infection

coefficient between virus type j and host type i, and mj is the decay rate of virus type j (as
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described in [44]). We seek to estimate the unknown weighted infection network M̃ , using

sampled densities of hosts H and viruses W over time.

To prevent over-fitting, we introduce a hyper-parameter λ, which can be tuned to control

the sparsity of the inferred network M̃ . Other approaches can also be used to identify a

balance between goodness of fit and model complexity, such as k-crossfold validation or

information criterion (e.g. AIC). For an example of using k-crossfold validation, see [57].

Interaction inference via convex optimization

In practice, we can solve the minimization problem (Equation 5.20) and infer the interac-

tion network M̃ using convex optimization. Convex optimization is a well-developed tech-

nology for efficiently and accurately solving minimization problems of a particular form

which are guaranteed to have a global minimum. Here, we use a freely available third-party

software package for Matlab available for download at http://cvxr.com/cvx/ [60, 171] (also

available for implementation in Python at https://www.cvxpy.org [172, 173]). The details

of implementation are described in [44] and in the accompanying code tutorial.

In addition to convex optimization, there are many methods for inferring the interac-

tion network, and dynamical systems parameters in general, from time-series. Two recent

examples include MCMC fitting [174, 175] and Tikhonov regularization [57].

5.4 Results and Discussion

5.4.1 Exploring Shifts in Daily Protistan Community Activity

The North Pacific Subtropical Gyre (NPSG) is widely studied as a model ocean ecosystem.

Near the surface, the NPSG undergoes strong daily changes in light input. Abundant mi-

croorganisms in the NPSG surface community, such as the cyanobacteria Prochlorococcus

and Crocosphaera, adapt metabolic activities such as cell growth and division to particu-

lar times of day [176, 154, 177]. However, the extent to which these daily cycles and the

timings of particular metabolic activities extend to protistan members of the NPSG sur-
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Figure 5.3: Comparing statistical ordination techniques for 18S community compositions
across samples. Top row: Ordinations using Jaccard distance for comparison of pres-
ence/absence of community members between samples. Bottom row: Ordinations using
Euclidean distance on isometric log-ratio transformed data. (A,D) Non-metric Multidi-
mensional Scaling (NMDS) projection in two dimensions, arbitrary units. Convex hulls
have been drawn to emphasize ordinal separation of 6AM (yellow), 10AM (light green),
and 2PM (teal) samples. (B,E) Scree plots for PCoA ordinations. Each bar corresponds
to one axis of the PCoA, the height is proportional to the amount of variance explained by
that axis. We decided the first 3 axes were necessary to summarize the data in these cases
(explaining a total of (B) 64.76% and (E) 37.54% of the variance). Shading of bars indi-
cate our interpretations of which axes are important to show (black), which are unimportant
(light grey), and which are intermediate cases (medium grey). (C,F) PCoA ordinations us-
ing the selected axes after scree plot examination. Each point is one sample, the color of
the point indicates the time of day at which the sample was taken (colors correspond to
NMDS projections).

face ecosystem remains less characterized. To this end, we examined an 18S rRNA gene

diel dataset from a summer 2015 cruise sampled every 4 hours for 3 days on a Lagrangian

track near Station ALOHA [116]. In this expedition, both rRNA and rDNA were sampled

to explore differences in metabolic activity for particular community members at different

times of day [178]. Previous work [116] found shifts in the metabolically active protis-
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tan community, including phototrophic chlorophytes and haptophytes as well as parasitic

Syndiniales.

In this analysis, we asked whether or not the metabolically active component of the mi-

crobial community is unique to different times of day. Therefore, we focused specifically

on the 18S rRNA gene data as a proxy for overall functional activity of protistan taxa [178,

179, 180]. We used statistical ordination to explore underlying sample covariance. Samples

that appear near each other in a statistical ordination have similar multivariate structure. In

the clustering tutorial we present several methods for performing ordination, e.g., NMDS

and PCoA (see Methods: Ordination). In Figure 5.3 (B) and (C), we construct a PCoA

using Jaccard distance to emphasize changes in presence/absence of rRNA signatures, and

find that the first 3 Principal Coordinates explain 64.76% of the variation amongst all sam-

ples. Samples from 2PM and 6AM strongly differentiate along the first coordinate axis,

while samples at 10AM settle between them. The ordination suggests that the taxa which

are transcribing the 18S rRNA gene at 2PM are fairly distinct from those transcribing at

6AM, while 10AM is intermediate between the two. We also constructed a corresponding

NMDS ordination using the same distance matrix that we constrained to two dimensions.

The pattern of separation between 2PM and 6PM is maintained in this projection, reinforc-

ing its importance as an underlying structural feature of these data. Next, we constructed an

additional PCoA ordination on the Euclidean distance matrix of isometric log-ratio trans-

formed 18S rRNA counts (see clustering tutorial for implementation). We select the iso-

metric log-ratio transformation to alleviate the constraint of compositionality and to scale

the data to a similar range of magnitudes, making Euclidean distance a suitable choice of

distance metric. As seen in the scree plot in Figure 5.3 (E), while the first Principal Coor-

dinate explained about 25% of the variation between samples, the following four Principal

Coordinates each explained around 5% of the variation. Despite the low proportion of total

variance explained, strong separation emerges between 2PM and 6AM samples along the

largest coordinate axis. This ordination qualitatively agrees with a corresponding NMDS
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ordination (Figure 5.3 (D)) forced into two dimensions.

Figure 5.4: Characterization of protist clusters. (A) Cluster membership based on the phy-
lum or class level protistan taxonomy. The ’Other/unknown’ category includes sequences
with non-specific identity such as ‘uncultured eukaryote’ and ’Unassigned’ denotes se-
quences with no taxonomic hit (< 90% similar to reference database). (B) Representative
taxon time-series for each cluster. Y-axis is z-score (see Methods: Normalizations), so
a value of 0 corresponds to mean expression level. White and shaded regions represent
samples taken during the light (white) dark cycle (shaded).

Noting the differences in active community members between 2PM and 6AM, we iden-

tified co-occurring taxa by clustering their temporal dynamics after variance-stabilization

and scaling normalizations (see clustering tutorial for discussion). Based on comparisons

of sum squared errors and the CH index introduced in Methods, we opted to divide the

OTUs into eight clusters (Figure 5.4 for composition and representative temporal signa-

ture, tutorial for details on cluster selection). After comparing cluster evaluation metrics

for hierarchical agglomerative clustering and a k-medoids algorithm, we conducted this

clustering with k-medoids (see clustering tutorial for implementation). This method allows

us to identify the time-series of the median taxon for each cluster as a representative shape

for the cluster’s temporal dynamics. We observe 2PM peaks associated with clusters 2,3,6,

and 8 and increased nighttime expression levels in cluster 1. These temporal patterns co-
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incide with those surmised during our exploratory ordination of the community sampled

at each time point (where 2PM and 6AM samples formed distinct clusters, Figure 5.3).

Upon closer inspection of cluster membership (bar plots in Figure 5.4 (A)), we find cluster

3 contains 65/105 (62%) of haptophyte OTUs and 18/33 (55%) of archaeplastids, including

members of chlorophyta.

These results suggest temporal niche partitioning within the complex protistan commu-

nity, consistent with the findings of [116]. By clustering results with respect to temporal

patterns, we were able to parse the complex community to reveal the identities of key

taxonomic groups driving the observed temporal patterns. The taxonomic composition of

cluster 3 was made up of haptophytes and chlorophytes. Photosynthetic chlorophytes have

previously been found to be correlated with the light cycle [176, 181] and the temporal

pattern found in [116] was similar to the standardized expression level (Figure 5.4B), as

was the inferred relative metabolic activity of haptophytes.

5.4.2 Identifying Protists with Diel Periodicity in 18S Expression Levels

The metabolic activity of microbes is a critical aspect of the basis of marine food webs [182].

In the euphotic zone, microbial populations are inherently linked to the light cycle as the

energy source for metabolism. Identifying diel patterns in protists is particularly interest-

ing due to widespread mixotrophy, where a mixotroph may ingest prey during periods of

limiting inorganic nutrients or light [183, 184, 185]. Additionally, protistan species encom-

pass a wide range of cell sizes, thus the synchronization of light among photoautotrophs

may reflect species-specific differences in nutrient uptake strategies [186, 187]. Based on

the observation of sample differentiation between the middle of the day (2PM) and dawn

(6AM) from exploratory ordination and clustering analyses described in 4.1, we further in-

vestigated the hypothesis that some protists may exhibit a 24-hour periodicity in their 18S

rRNA gene expression levels.

The high-resolution nature of the sequencing effort in this study enabled us to ask which
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Figure 5.5: Centered Log Ratio (CLR)-transformed, detrended 18S rRNA gene levels (y-
axes) over time (x-axes) for a subset of OTUs found to have significant diel periodicity
(RAIN analysis). A value of 0 denotes the mean expression level for a given OTU. Included
OTUs belong to the (A) Haptophyte and (B) Stramenopile groups. White and shaded re-
gions represent samples taken during the light (white) dark cycle (shaded).

members of the protistan community had 24-hour periodic signals. Following normaliza-

tion (CLR, Eq 2) and detrending to center mean expression levels across the entire time

series (see Periodicity tutorial and Methods: Periodicity Analysis), we used RAIN to assess

the periodic nature of each OTU over time. Results from RAIN analysis reported p-values

for each OTU at the specified period as well as estimates of peak phase and shape. The

null hypothesis tested by RAIN is that the observations do not consistently increase, then

decrease (or vice-versa) once over the course of a period. Rejecting the null hypothesis,

then, asserts a time-series has one peak during the specified period. To determine which

OTUs were found to have significant periodicity, we rejected the null hypothesis at 5%

FDR level (Eq. 13). Figure 5.5 illustrates examples of two protistan OTUs with significant

diel periodicity, a haptophyte and stramenopile. Trends in CLR normalized values for each
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OTU indicated that there was a repeated and temporally coordinated relative increased in

the metabolic activity of both taxa at 2PM Figure 5.5. Both groups have previously been

found to respond to day-night environmental cues, which is also supported by [116].

Identities of OTUs found to have significant diel periodicity included taxa with known

phototrophic and/or heterotrophic feeding strategies. This suggests that taxa with diel

changes in metabolic activity may be responding to light or availability of prey. More

specifically, several known phototrophs or mixotrophs, including dinoflagellates, hapto-

phytes, and stramenopiles were found to have significant diel periodicity. Interestingly,

there were a number of OTUs identified as belonging to the Syndiniales group (Alveolates)

which are obligate parasites. Diel rhythmicity among these parasites suggests that they

may be temporally coordinated to hosts that also have a periodic signal, which includes

dinoflagellates.

5.4.3 Inferring interactions in a synthetic microbial community

The goal of an inference method is to quantify ecological interactions between pairs of

populations or taxonomic designation of interest. The result of such analysis is an inter-

action network for the community of interest. In the context of microbial communities,

“interaction” can be broadly defined and include, for example, direct competition for a

nutrient, toxin-mediated attacks, or cooperation via exchange of secondary metabolites.

Besides pairwise interactions between microbes, other interactions may be of interest, such

as higher-order interactions (e.g. three-way microbial exchanges [188, 189, 50]), pressures

from other trophic levels (e.g. grazers, viruses), or driving via environmental variables (e.g.

antibiotics, nutrient flux). Inferring interaction networks is a challenging task, in part due

to autocorrelation inherent in time-series data. Time-series which are highly autocorrelated

appear correlated with one another, even when there is no underlying causal relationship

(see Figure 5.1). This leads to high false-positive rates of inferred interactions, particularly

for correlation-based inference methods [41, 190, 191, 43, 24, 192, 193].
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Model-based inference methods are built from dynamical models of micarobial com-

munity ecology. As such, temporal variation and structure is incorporated into any model-

based inference framework, accounting for potentially difficult statistical properties such

as autocorrelation. Model-based inference has been shown to perform favorably in in silico

studies [117, 44, 50, 58, 118, 119, 57, 120, 121, 59]. Major challenges remain for imple-

menting model-based inference in practice, including requirements of high time-resolution

data and a detailed understanding of the biological and ecological mechanisms at play in or-

der to correctly specify the underlying model. Futhermore, evaluating accuracy of inferred

networks remains difficult, in part because different networks can produce similar patterns

of ecological dynamics [166]. Despite challenges, model-based inference has shown po-

tential to accurately infer interaction networks in a computationally efficient and scalable

manner (see one such application in [57]).

Here, we demonstrate the use of a model-based inference method on a synthetic mi-

crobial community with viruses (methods and code adapted from [44]). We use a syn-

thetic community so that the inferred network can be compared to the original, “ground-

truth” network. Using our model for microbe-virus ecological dynamics (Equation 5.17),

we simulate population time-series of the community over the course of several days.

We sample the simulated time-series to use as data inputs into the minimization problem

(Equation 5.20), from which we estimate the weighted microbe-virus infection network

M̃ . Simulated time-series, data inputs, original and reconstructed networks are shown in

Figure 5.6). As shown, the reconstructed network closely resembles the original, with only

minor quantitative differences (i.e. in the strengths of the interactions). We caution that

the choice (and parameterization) of ecological dynamics is critical to developing a model-

based approach, for alternative examples see [117, 44, 50, 58, 118, 119, 57, 120, 121,

59].
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Figure 5.6: Inferring the microbe-virus infection network from time-series data for a 10 by
10 synthetic microbe-virus community. a) Simulated host (left) and virus (right) densities
over time. b) Host densities (left, H) and transformed virus differences (right, W), for
input into the objective function (Equation 5.20). c) The original “ground-truth” interaction
network (left) and the reconstructed network (right). In the interaction matrix, the rows
denote hosts, the columns represent viruses, and the colors denote the scaled intensity of
interactions (where white denotes no interaction).
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5.5 Conclusion

The aim of this primer was to integrate analytic advances together to serve practical aims,

so that they can be transferred for analysis of other high resolution temporal data sets.

Conducting high-resolution temporal analyses to understand microbial community dynam-

ics has become more feasible in recent years with continued advances in sequence tech-

nology. Accordingly, specific statistical considerations should be taken into account as

a precursor for microbiome analysis. In this primer, we summarized challenges in ana-

lyzing time-series data and present examples which synthesize practical steps to manage

these challenges. For further reading on the topics addressed here, we recommend: nor-

malizations and log-ratios [114, 124], distance calculations [194], clustering [41, 195],

statistical ordination [196, 197], regression [198], vector autoregression [199], periodic-

ity detection [200], general best practices [138] and an in-depth review of multivariate

data analysis [129]. For inferring interactions from time-series, model-based inference ap-

proaches have significant potential [117, 44, 50, 58, 118, 119, 57, 120, 121, 59]. Although

correlation-based methods have been widely used for inferring interactions, recent litera-

ture suggests that correlation-based methods are poor indicators of interaction [190, 191,

43, 24, 192, 193]. Other model-free methods, such as Granger causality [193] and cross-

convergent mapping [201], may be useful alternatives for inference although care should

be taken that data do not violate the methods’ assumptions [202, 203]. In closing, we hope

that the consolidated methods and workflows in both R and Matlab help researchers from

multiple disciplines advance the quantitative in situ study of microbial communities.

5.6 Data Availability

For the 18S rRNA gene-based survey, data originated from [116]. The raw sequence

data can also be found under SRA BioProject PRJNA393172. Code to process this 18S

rRNA tag-sequencing data can be found at https://github.com/shu251/18Sdiversity diel and
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quality checked reads and final OTU table used for downstream data analysis is avail-

able (10.5281/zenodo.1243295), as well as in the GitHub https://github.com/WeitzGroup/

analyzing microbiome timeseries.
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CHAPTER 6

CONCLUSIONS

This thesis focused on the inference of ecological interactions from time-series data in

virus-microbe communities. The ability to infer interactions in a high-throughput and

culture-independent manner is critical for fully understanding the role of viruses in mi-

crobial communities. In existing literature, many inference methods have been proposed

and implemented on “-omics” time-series in natural communities, yet few have been rigor-

ously tested on communities with known interaction networks. This work bridges some of

those gaps by utilizing in silico and in vitro virus-microbe communities.

We have shown that correlation and correlation-based inference methods, widely used

in existing literature, perform poorly in complex communities in Chapter 2 (published,

[43]). In contrast, we have demonstrated the flexibility and robustness of model-based

inference, extending previous work [44] in Chapter 3 (in prep). At the same time, we have

found that performing inference in a realized, in vitro phage-bacteria community requires

more complex models to account for viral latent periods as shown in Chapter 4 (in prep).

We utilized a different method, namely Markov-chain Monte Carlo, to compare inferred

parameters to experimentally measured parameters in pairwise contexts. In Chapter 5, we

proposed a suite of methods to predict interactions, under limited assumptions of normality

and independence among time-series samples, when a dynamical model is not explicitly

known (published, [45]).

The research presented in this thesis advances our understanding of the successes and

limitations of inference, in comparing predicted interactions against known networks. Yet,

work remains before we can apply model-based inference to natural communities. We

briefly identify five major areas where research is still needed: data type, sampling fre-

quency, parameter magnitude and variation, environment, and model specificity and iden-
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tifiability.

In this thesis, we utilized time-series data of absolute abundances of bacteria and viruses.

However, absolute abundances are difficult to obtain without targeted methods like qPCR.

Currently “-omics” data, such as metagenomes and viromes, is the most promising source

of high-throughput and culture-independent data for natural communities. Such data is

compositional; the ramifications of compositional data have been well studied for correlation-

based and some other statistical methods (Chapter 5) but remains to be studied for model-

based methods. In addition, “-omics” data presents challenges with measurement bias,

detection limit, and taxonomic resolution. Taxonomic resolution especially poses chal-

lenges for model-based inference methods, which delineate populations based on pheno-

typic traits. Finally, “-omics” data presents the opportunity to integrate entirely new mark-

ers of community activity, such as transcriptional activity.

Here, we have worked with high time-resolution data sampled on the order of minutes

and hours (Chapters 2, 3, and 4) as opposed to longitudinal data on the order of weeks,

months, and years (Chapter 5). We have shown that sampling frequency is an important

aspect of experimental design and can strongly affect inference accuracy (Chapter 3). In

particular, sampling must be on a similar, or shorter, time scale as the life history traits

to be inferred. In the in vitro community in Chapter 4, doubling times and latent periods

were on the order of hours. In natural communities, doubling times and latent periods

are typically on the order of hours and days. Yet, sub-daily sampling is still extremely

labor-intensive in ocean environments which are more typically sampled monthly or yearly.

In addition, natural communities are often highly diverse, with hundreds or thousands of

unique ecotypes. Although not explored in this thesis, large communities will require more

intensive sampling to avoid underfitting. Finally, sampling communities over long time

scales, on the order of weeks and months, will need to grapple with the effects of evolution.

Parallel experiments, as proposed in previous work [44], may help mitigate such effects.

In Chapter 3, we demonstrated that large discrepancies in parameter magnitude nega-
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tively effects inference accuracy. For example, when one bacterial population had a growth

rate that was larger than the others by an order of magnitude, inference effectively failed. If

prior knowledge of parameter ranges exist, it can be incorporated into the inference method,

such as by tightening constraints in convex optimization or by setting priors in Markov-

chain Monte Carlo. We also expect life history traits to vary within populations. Variation

within populations is easily accounted for by some inference methods like Markov-chain

Monte Carlo (Chapter 4) but is not as well developed for inference methods like convex

optimization (Chapter 3). Variation of life history traits within populations is also closely

tied to the issue of taxonomic resolution and evolution.

Environmental effects pose additional challenges for inference in natural communi-

ties. On long time-scales of months and years, seasonal effects and major events like algal

blooms can drastically shift microbial community structure and viral infection mode. Mi-

croscopic effects, such as particle-association or sticky lysate, may be strong enough to

violate the well-mixed assumption of mean-field ODE models. Physical oceanographic ef-

fects, such as upwelling, need also be considered; Lagrangian sampling in a single ocean

layer should be considered in experimental design. Finally, changing nutrient conditions

can also shift microbial community structure. Although not employed in this thesis, eco-

logical models can consider nutrient dynamics explicitly and can be integrated into model-

based inference.

Finally, model specificity remains a challenge for modeling behavior of ecological com-

munities. In Chapter 4, we found that our original models from Chapter 3 were not suffi-

cient to recapitulate in vitro community dynamics. The effects of model mis-specification

on model-based inference is an open area of research; characterizing effects on infer-

ence accuracy for specific combinations of models can be easily done in silico. On the

other hand, inference of the model equations themselves from data is an active area of re-

search and is well-suited to high-time resolution datasets [82, 204]. Model identifiability –

whether one or multiple parameter sets result in the same output – poses further challenges

98



for model-data integration efforts and interpretability of parameters.

Viruses and microbes shape human and ecosystem health. Yet, we still lack knowledge

on how the interactions between viruses and microbes reshape their mutual fates, as well

as the fate of the surrounding environment, over ecological and evolutionary time scales.

This work is a step towards understanding the implications of virus-microbe interactions –

because in order to achieve this goal, we must first be able to identify which viruses and

microbes are interacting. By focusing on culture-independent, high-throughput data, we

ensure that the inference methods are widely applicable across varying environments and

organisms.
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APPENDIX A

SUPPLEMENTARY INFORMATION FOR “THE LIMITATIONS OF

CORRELATION-BASED INFERENCE IN COMPLEX VIRUS-MICROBE

COMMUNITIES”
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Figure A.1: Distributions of coefficients of variation for each simulated host time-series
(top row) and virus time-series (bottom row) for the ensemble of communities over three
network sizes (N = 10, 25, 50 with 20 communities for each N ). The coefficient of vari-
ation for an individual time-series is CV = σ/µ where σ is the standard deviation and
µ is the mean of the time-series from t = 0 hours to t = 200 hours (the sample du-
ration used in the main text). The colors correspond to time-series with different initial
condition perturbation amounts δ = 0.1 (blue), 0.3 (orange), and 0.5 (yellow); the three
distributions are plotted cumulatively here. Solid vertical lines correspond to distribution
means. For both hosts and viruses, CV scales with δ but does not scale with N . The
mean CVs for host time-series for δ = 0.1, 0.3, 0.5 (averaged across network sizes) are
0.04 (10−1.40), 0.12 (10−0.92), and 0.22 (10−0.67) respectively. For viruses time-series, they
are 0.01 (10−1.88), 0.04 (10−1.41), and 0.06 (10−1.20). Notably, increasing δ (and thus CV)
did not improve AUC for any of the correlation-based inference methods.
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Figure A.2: AUC values for standard correlation of various types (blue=Pearson, or-
ange=Spearman, yellow=Kendall) for the ensemble of A) nested and B) modular commu-
nities over three network sizes N = 10, 25, 50. Dashed line marks AUC=1/2 and implies
the predicted network did no better than random guessing. This figure corresponds to Fig-
ure 2.4.
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ange=Spearman, yellow=Kendall) for the ensemble of A) nested and B) modular commu-
nities over three network sizes N = 10, 25, 50. Dashed line marks AUC=1/2 and implies
the predicted network did no better than random guessing. This figure corresponds to Fig-
ure 2.5C.
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0 0.5 1
0

0.5

1

A
U

C

N=10

A)

0 0.5 1

nestedness (NODF)

0

0.5

1
time-delayed Pearson correlation (varying delta)

N=25

0 0.5 1
0

0.5

1
N=50

0 0.5 1
0

0.5

1

A
U

C

N=10

B)

0 0.5 1

modularity (Q b)

0

0.5

1
N=25

0 0.5 1
0

0.5

1
N=50

Figure A.5: AUC values for time-delayed Pearson correlation with varying δ values
(blue=0.1, orange=0.3, yellow=0.5) for the ensemble of A) nested and B) modular com-
munities over three network sizes N = 10, 25, 50. Dashed line marks AUC=1/2 and im-
plies the predicted network did no better than random guessing. This figure corresponds to
Figure 2.5C.

103



0 0.5 1
0

0.5

1
A

U
C

N=10

A)

0 0.5 1

nestedness (NODF)

eLSA (varying delta)

N=25

0 0.5 1

N=50

0 0.5 1
0

0.5

1

A
U

C

N=10

0 0.5 1

modularity (Q
b
)

N=25

0 0.5 1

N=50

0 0.5 1
0

0.5

1

A
U

C

N=10

B)

0 0.5 1

nestedness (NODF)

SparCC (varying delta)

N=25

0 0.5 1

N=50

0 0.5 1
0

0.5

1

A
U

C

N=10

0 0.5 1

modularity (Q
b
)

N=25

0 0.5 1

N=50

Figure A.6: AUC values for eLSA and SparCC with varying δ values (blue=0.1, or-
ange=0.3, yellow=0.5) for the ensemble of A) nested and B) modular communities over
three network sizesN = 10, 25, 50. Dashed line marks AUC=1/2 and implies the predicted
network did no better than random guessing. This figure corresponds to Figure 2.6C.
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APPENDIX B

SUPPLEMENTARY INFORMATION FOR “INFERRING MULTIPLE

INTERACTION NETWORKS IN VIRUS-BACTERIA COMMUNITIES FROM

TIMESERIES DATA”

Figure B.1: An example of inference quality vs perturbation constant δ for a uniquely
sampled 10x10 virus-host community.

Figure B.2: An example of inference quality vs perturbation constant δ for a uniquely
sampled 10x10 virus-host community.
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Figure B.3: An example of inference quality vs perturbation constant δ for a uniquely
sampled 10x10 virus-host community.

Figure B.4: An example of inference quality vs perturbation constant δ for a uniquely
sampled 10x10 virus-host community.
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APPENDIX C

SUPPLEMENTARY INFORMATION FOR “RECONSTRUCTING COMMUNITY

DYNAMICS FROM PAIRWISE INTERACTIONS IN A COMPLEX

BACTERIA-PHAGE COMMUNITY”

Figure C.1: Previously measured quantitative host range (qHR) network. Originally, 8
pairs were measured as interacting. A 9th pair (PSA HS6 - PSA H100) was found to
interact weakly after performing pairwise adsorption assays.

Figure C.2: qPCR measurements from the host-only community experiment. The three
replicates are shown in different colors (blue, orange, and yellow). For reference, the qPCR
measurements from the host-phage community experiment (Figure 4.2) are also shown
(grey lines).

Error for sensitivity analysis in Figure C.5

erri =

NT∑
t

(
ln N̂i,t − lnNi,t

)2
(C.1)

where N̂i,t is the model output for channel i at time t and Ni,t is the qPCR data for channel

i at time t.
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Figure C.3: Intracellular phage DNA measured with qPCR (“qINT”) from the community
experiment. Three replicates are shown in different colors (blue, orange, yellow).

Table C.2: Index assignment for the 5 bacteria and 5 phage strains. By convention, i refers
to bacteria strains and j refers to phage strains. Model parameters with a double index ij

refer to the pair of host i and phage j.

i bacteria strain
1 CBA 4
2 CBA 18
3 CBA 38
4 PSA H100
5 PSA 13-15

j phage strain
1 CBA 18:2
2 CBA 18:3
3 CBA 38:1
4 PSA HP1
5 PSA HS6

Table C.3: Initial densities of susceptible bacteria S and phage V , used for all model sim-
ulations in Chapter 4 and Appendix C. All other state variables (E and I) were initialized
at zero. Initial densities were computed from the community experiment as the average
across the 3 replicates at the first time point (Figure 4.2).

variable initial density (1/mL)
S1 2.51 ∗ 106

S2 5.64 ∗ 106

S3 3.03 ∗ 106

S4 6.21 ∗ 106

S5 7.75 ∗ 106

variable initial density (1/mL)
V1 4.29 ∗ 105

V2 2.87 ∗ 105

V3 5.28 ∗ 105

V4 1.10 ∗ 105

V5 1.15 ∗ 107
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a) NE = 1

b) NE = 10

Figure C.4: Theoretical latent period distributions (Methods, Latent period distributions)
for 8 phage-host pairs for which latent period was measured (Figure 4.1d; the pair CBA 18-
CBA 38:1 does not have latent period data). Distributions correspond to the phage-bacteria
model (Equation 4.2) with a) NE = 1 and b) NE = 10. Colors correspond to short-
ened (blue, latent period multiplier=0.25), baseline (orange, latent period multiplier=1),
and lengthened (yellow, latent period multiplier=4) latent periods, as used in Figure 4.3 in
the main text.
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Figure C.5: Sensitivity analysis of latent period multiplier and number of exposed classes
NE for the phage-host model (Equation 4.2), corresponding to Figure 4.3 in the main text.
For each pair (latent period multiplier, NE), the phage-host model is simulated with origi-
nal parameter values (Table 4.1) but with every latent period multiplied by the latent period
multiplier. Error between simulation and data is calculated separately for each host and
phage channel (Equation C.1). White denotes infinite error, due to extinction in the sim-
ulation. Blue, orange, and yellow dots (NE=1,10 and latent period multiplier=0.25, 1, 4)
correspond to the simulated time-series shown in Figure 4.3 in the main text. Note x-axis
(latent period multiplier) is equally spaced in log-space; also note non-uniform color bar
limits.

Figure C.6: Example of an MCMC run using a slightly different model than in Figure 4.4.
Here,NE = 50. 95th percentile timeseries envelopes are shown (Theory and computational
methods, Timeseries envelopes).
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Figure C.7: Chains for the MCMC run corresponding to Figure 4.4 and Figure 4.5 in the
main text. Gray shaded area denotes transient. See Table C.5 for MCMC settings.

Figure C.8: Convergence statistics for the MCMC run corresponding to Figure 4.4 and
Figure 4.5 in the main text. Note linear indexing e.g. “beta25” refers to host 5 and phage
5. See Table C.2 for strain names. See Table C.5 for MCMC settings.
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Figure C.9: Covariance plots for the MCMC run corresponding to Figure 4.4 and Figure 4.5
in the main text. Note linear indexing e.g. “beta25” refers to host 5 and phage 5. See
Table C.2 for strain names. See Table C.5 for MCMC settings.
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Table C.5: Settings for MCMC run shown in Figure 4.4 and Figure 4.5. Only non-zero
parameters were included in the MCMC run. Adsorption rates φ were log10 transformed
before running the chain. Prior distributions were Gaussians with mean µ and standard
deviation σ. See Theory and computational methods: Estimating posterior distributions
with Markov-chain Monte Carlo.

parameter transform sampling min sampling max prior µ prior σ units
β21 linear 0 1000 92.21 81.106 -
β12 linear 0 1000 0.94 81.106 -
β22 linear 0 1000 27.29 81.106 -
β23 linear 0 1000 NaN 81.106 -
β33 linear 0 1000 10.5 81.106 -
β44 linear 0 1000 58.7 81.106 -
β54 linear 0 1000 54.2 81.106 -
β45 linear 0 1000 238.3 81.106 -
β55 linear 0 1000 318.8 81.106 -
φ21 log10 -10 -5 -7.7249 0.40602 ml/hr
φ12 log10 -10 -5 -6.7375 0.40602 ml/hr
φ22 log10 -10 -5 -6.8755 0.40602 ml/hr
φ23 log10 -10 -5 -7.7825 0.40602 ml/hr
φ33 log10 -10 -5 -7.0044 0.40602 ml/hr
φ44 log10 -10 -5 -6.7462 0.40602 ml/hr
φ54 log10 -10 -5 -6.7263 0.40602 ml/hr
φ45 log10 -10 -5 -7.118 0.40602 ml/hr
φ55 log10 -10 -5 -6.9991 0.40602 ml/hr
ε1 linear 0.5 1.5 1 0.2 -
ε2 linear 0.5 1.5 1 0.2 -
ε3 linear 0.5 1.5 1 0.2 -
ε4 linear 0.5 1.5 1 0.2 -
ε5 linear 0.5 1.5 1 0.2 -
ε6 linear 0.5 1.5 1 0.2 -
ε7 linear 0.5 1.5 1 0.2 -
ε8 linear 0.5 1.5 1 0.2 -
ε9 linear 0.5 1.5 1 0.2 -
ε10 linear 0.5 1.5 1 0.2 -
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