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SUMMARY

For many years it has been known that variability of the morphology of high-resolution
(~30-1000 Hz) physiological time series data provides additional prognostic value over
lower resolution (< 1Hz) derived averages such as heart rate (HR), breathing rate (BR) and
blood pressure (BP). However, the field has remained rather ad hoc, based on hand-crafted
features.

Using a model-based approach we explore the nature of these features and their sen-
sitivity to variabilities introduced by changes in both the sampling period (HR) and ob-
servational reference frame (through breathing). HR and BR are determined as having a
statistically significant confounding effect on the morphological variability (MV) evalu-
ated in high-resolution physiological time series data, thus an important gap is identified
in previous studies that ignored the effects of HR and BR when measuring MV. We build
a best-in-class open-source toolbox for exploring MV that accounts for the confounding
factors of HR and BR. We demonstrate the toolbox’s utility in three domains on three dif-
ferent signals: arterial BP in sepsis; photoplethysmogram in coarctation of the aorta; and
electrocardiogram (ECG) in post-traumatic stress disorder (PTSD). In each of the three
case studies, incorporating features that capture MV while controlling for BR and/or HR
improved disease classification performance compared to previously established methods
that used features from lower resolution time series data.

Using the PTSD example, we then introduce a deep learning approach that significantly
improves our ability to identify the effects of PTSD on ECG morphology. In particular,
we show that pre-training the algorithm on a database of over 70,000 ECGs containing
a set of 25 rhythms, allowed us to boost performance from an area under the receiver
operating characteristic curve (AUROC) of 0.61 to 0.85. This novel approach to identifying
morphology indicates that there is much more to morphological variability during stressful

PTSD-related events than the simple periodic modulation of the T-wave amplitude. This
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research indicates that future work should focus on identifying the etiology of the dynamic
features in the ECG that provided such a large boost in performance, since this may reveal

novel underlying mechanisms of the influence of PTSD on the myocardium.
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CHAPTER 1
INTRODUCTION

1.1 Motivation

In modern medicine, the dynamics of medical data are rarely used, with static point-of-care
values dominating diagnostics. Changes, rates of change, variances, or spans of data are
considered. These are coarse statistical measures that do not consider time or consider it
at very few points. A minority of studies had demonstrated utility in the dynamics of the
variability of physiological waveform data over short-term time scales (minutes to hours),
generally known as MV. However, most publications tended to limit studies to the ECG
and no agreed standards existed for noise rejection, confounding repeat-ability.

Several studies used time-series data extracted from physiological signals for disease
prediction [1, 2]. The time-series, sampled at 0.5 Hz for a few of the studies, were consid-
ered high-resolution in comparison to the frequency of standard patient readings acquired
by clinicians for diagnosis. Similarly, studies measured variation in the instantaneous heart
beat intervals to determine a state of disease. These time series measured variability over
changes in intervals and statistics of variation were computed over longer windows e.g. 5-
10 minutes [3, 4]. These previous approaches captured only a subset of information within
the entire waveform signal.

This research aimed to measure beat to beat shape variability termed MV in physiolog-
ical waveforms to classify individuals into diseased and non-diseased states. Moreover, the
confounding effects of factors like heart rate and breathing rate were identified and miti-
gation strategies were provided. The physiological waveforms studied included the ECG,
arterial blood pressure (ABP) and photoplethysmogram (PPG). These were typical wave-

forms encountered in standard patient care. An open-source toolbox was designed and



applied to 3 different medical problems, explained in the following paragraphs, to demon-
strate the broad applicability of the technique.

Post-traumatic stress disorder is a chronic disabling psychiatric condition characterized
by a persistent maladaptive reaction to the exposure to severe psychological stress, includ-
ing re-experiencing trauma, hyper-vigilance, and hyper-arousal [5, 6, 7, 8]. The MV in the
ECG was analyzed for individuals with a history of PTSD and controls. PTSD is a risk fac-
tor for adverse cardiovascular and metabolic changes. PTSD patients have been reported
to have an increased risk of hypertension, hyperlipidaemia, obesity and cardiovascular dis-
ease. Chronic stressors over a long duration of time lead to increased neuroendocrine re-
sponse which adversely effects the body. The mechanisms responsible for the link of PTSD
to cardiovascular disease are dysregulated autonomic response through sympatho-adrenal
medulary axis resulting in catecholamine release and disrupted hypothalamo pituauitary
aderanal axis. Repeated sympathetic system response eventually affects cardiovascular
health [9]. This results in myocardial electrical instability which can progress to arrhyth-
mias and reduce heart rate variability and baroreflex functions, aggravating risk for cardiac
events [10]. Controlled experiments measuring MV of an ECG demonstrated a significant
increase in cardiac electrical instability in a state of elevated stress compared to a base-
line state [11, 12]. Recently deep learning models have matched or outperformed human
experts for disease detection [13, 14]. The utility of a novel approach for training a deep
learning model on ECG waveform signals for detecting PTSD was evaluated.

Sepsis is defined as a life-threatening organ dysfunction caused by a dysregulated host
response to infection. Sepsis onset is considered to be associated with a drop in systolic and
mean arterial blood pressure [15]. The MV of ABP was analyzed in a cohort of individuals
admitted to an intensive care unit (ICU) that did or did not develop sepsis. Previous studies
had not considered MV of ABP as a predictor of sepsis onset, thus motivating the analysis
to determine an association of changes in MV of ABP waveform with sepsis onset in an

individual.



Coarctation of the aorta (COA) is a congenital narrowing of the descending aorta that
restricts blood supply to the lower half of the body, figure 2.7, possibly leading to cardiac
shock resulting in death. The MV of PPG waveforms was measured between PPG wave-
form signals acquired from an upper extremity compared to a lower extremity, in a cohort
of neonates with or without COA. Studies suggested a pressure gradient in blood pressure
between the upper and lower extremities could be used to detect COA [16]. Similarly the
maximum blood flow rate in the descending aorta was determined to be lower than the as-
cending aorta [17]. Furthermore, PPG signals were used to reliably measure the dynamics

of blood flow [18].

1.2 Objectives and outline of the thesis

The research objective was to develop a standardized set of algorithms for measuring MV
of physiological waveforms and demonstrate their utility on problems belonging to dif-
ferent medical domains. Furthermore, each problem involved measuring variability in a
different signal modality demonstrating the broad applicability of the algorithms. The con-
founding effects of HR and BR were determined when measuring MV in the waveform
of ECG signals, mitigation strategies were suggested. Previous studies had completely
ignored these factors when measuring MV; therefore, we identified a significant gap in
previous literature. Additionally, current methods for evaluating MV were mainly limited
to ECG. No standardized methods existed for measuring MV or performing the necessary
pre-processing steps, €.g., noise removal/noise rejection in noisy segments of the wave-
form data. The algorithms were distributed as part of an open-source toolbox [3], so other
researchers may use and adopt them as a standard. Specifically, the utility of the algo-
rithm was demonstrated in the following domains. First, identification of individuals with
a history of PTSD and controls by measuring morphological variability in ECG waveform.
Second, predicting sepsis onset by measuring morphological variability in ABP waveform

from individuals admitted to the ICU. Third, detection of COA in a neonate population by



measuring morphological variability in a PPG signal waveform.

The outline of the thesis is as follows.

Chapter 1 introduces the research area, cites limitations of current analysis methods

and provides motivation for the proposed research.

Chapter 2 covers the clinical background information relevant to the research do-

main.
Chapter 3 provides a review of the literature associated with the research domain.

Chapter 4 explains the methods used for measuring MV in the physiological wave-

form data and variability in time-series data.

Chapter 5 describes the analysis performed to determine the HR and BR combina-
tions that significantly confounded MV measured in physiological signals. The mit-
igation strategies for dealing with these factors are also examined. MV of ECG was
computed on a group of individuals with and without a history of PTSD. Evaluation
of MV was followed by classification of PTSD status using MV features, before and

after accounting for the effects HR and BR.

Chapter 6 applied the MV algorithm to ECG data to identify individuals with and
without a history of PTSD. The MV features were used in addition to heart rate
variability (HRV) [3] features, known to be associated with PTSD, to determine if

MYV features added predictive value to the PTSD classification task.

Chapter 7 discusses application of the MV algorithm to measure variability in ABP
waveform to predict sepsis onset in a retrospective group of individuals that devel-

oped sepsis while admitted to the ICU.

Chapter 8 discusses how MV of the PPG waveform was used to detect COA in a

population of neonates.



» Chapter 9 demonstrates a novel deep learning approach for classifying individuals
with and without a history of PTSD. The approach was compared to the classification

of PTSD status using a hand-crafted feature of T-wave alternans (TWA) [19].

* Chapter 10 concluded the analyses performed in the thesis and mentioned future

directions to extend the research topic.

1.3 Contributions

The contributions of the research are listed as follows:

* A novel class of algorithms for measuring MV in physiological waveform signals
was developed. The technique was benchmarked on public ECG datasets including
the normal sinus rthythm (NSR), congestive heart failure (CHF) and sudden cardiac
death (SCD) databases on PhysioNet [20]. [This work appears in chapters 4 and 6.
The work for chapter 4 was published in [21]]

* HR and BR were identified as confounding factors when evaluating a class of existing
and developed cardiovascular MV metrics. [This work appears in chapter 5 and was

published in [21]].

* The application of the MV algorithms on three distinct medical problems using dif-
ferent signal modalities was demonstrated, i.e. ECG, ABP and PPG. For each analy-
sis, we demonstrated incorporating features extracted from waveform data improved
classification results compared to previous studies. [The work appears in chapters 6,

7 and 8. The work for chapter 8 was published in [22]]

* A novel deep learning algorithm for measuring MV and detecting cardiac arrhythmia
was developed. The deep learning algorithm was used to classify PTSD status with
an AUROC of 0.85 by pre-training on large data set of ECGs annotated for normal

sinus rhythm and cardiac arrhythmias. The result suggested pretraining a deep neural



network on data similar to target data improved classification performance. [The

work appears in chapter 9. The pre-print may be viewed at [23].]

* An open-source toolbox to harmonize a class of morphological variability approaches
was disseminated and confounding factors were identified. The toolbox may be used
by other researchers and adopted as a standard for measuring MV in physiologic

signal waveforms.



CHAPTER 2
CLINICAL BACKGROUND

The application of the algorithms for measuring MV of physiologic waveform signals was
demonstrated on ECG for PTSD detection, ABP for prediction of sepsis onset and PPG for
detecting COA. The following sections review the related background clinical knowledge

relevant to each medical problem analyzed.

2.1 Analysis of electrocardiogram for PTSD detection

2.1.1 Post-traumatic stress disorder

PTSD is a psychiatric disorder occurring in normal individuals exposed to traumatic events
over a long duration. Symptoms include guilt, reliving the trauma in dreams, numbness,
lack of involvement with reality, or recurrent thoughts and images. PTSD may affect in-
dividuals of any ethnicity, age and gender. Females are twice more likely to be affected
than men. In the US, 3.5% of the adult population was affected by PTSD. Furthermore,
most individuals developed symptoms within three months; however, it may take longer.
In some cases, the effects of PTSD subsided over time. Other individuals needed help from
family, friends and clergy. Most required professional treatment in the form of group ther-
apy or medication. Earlier treatment resulted in improved outcomes for patients [24]. Part
of the objective of this current research was to use computational biomarkers that measured
morphological variability of the ECG to detect PTSD.

Recent studies have shown PTSD as a risk factor for arrhythmogenesis in a group of
war veterans [10, 25]. It was observed that heightened stress and emotion experienced by
individuals with PTSD affected cardiac depolarization and repolarization cycles, manifest-

ing as elevated MV of the ECG [26, 11, 12], which is predictive of cardiac arrhythmia.



Cardiac ventricular arrhythmias are one of the leading causes of mortality due to cardiac
disease [27] . An important mitigation strategy was early detection so that timely preven-
tive measures could be taken. A diverse amount of clinical information was also generally
incorporated to aid in risk stratification after acute coronary syndrome (ACS). Risk scores
like the Global Registry of Acute Coronary Events (GRACE) and Thrombolysis in My-
ocardial Infarction (TIMI) incorporated cardiac risk factors and biomarker data. However,
these existing metrics only captured a subset of high-risk patients [28, 29]. There was
a need to identify the significant number of patients who suffered from similar fatal ar-
rhythmias leading to ACS but were not captured using existing metrics. Computational

biomarkers measuring MV in ECG presented a solution [30].

2.1.2 Electrocardiogram

A heart consists of 4 chambers, two atria and two ventricles. Blood enters the heart through
the atria and exits through the ventricles. Deoxygenated blood from the body enters the
right atrium and oxygenated blood from the lungs enters from the left atrium. Blood passes
through the right and left atria, entering the right and left ventricles. The flow of blood
between the atria and ventricles is controlled by the atrioventricular valves, the pulmonary
and aortic valves control the flow of blood as it exits through the ventricles. The right
ventricle pumps blood to the lungs for oxygenation and the left ventricle pumps blood to
the body. The structure of the heart is described in figure 2.1.

The electrical activity of the heart is described by an ECG. The heart comprises of
muscle (myocardium) that periodically contracts (depolarizes), causing blood to circulate
throughout the body. Each heartbeat cycle consists of systole and diastole. During systole,
an electric current passes through the heart in a coordinated manner to cause an effective
contraction, resulting in a measurable change in potential. An amplified recording of the
change in potential is called an ECG. Each cardiac cycle is initiated by a mass of pace-

maker cells in the SA node. The cells fire an electrical impulse that propagates through the
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Figure 2.1: The structure of the heart, blood flow through the hearts chambers and valves
is illustrated. The figure has been reprinted from [31] with permission.

conduction pathways in the heart during each beat. The impulse originates at the SA node
and travels to the atrioventricular (A-V) node, where the impulse is delayed before pass-
ing into the ventricles through the A-V bundle. The impulse then passes through the left
and right bundle branches of Purkinje fibers and is conducted to all parts of the ventricles,
causing contraction. During ventricular contraction, the atria relax to their original state or
repolarize. The cardiac cycle ends after the ventricles also have relaxed and repolarized.
Figure 2.2 illustrates the pathways of the conduction system of the heart.

A typical ECG consists of a P wave, a QRS complex and a T wave, figure 2.3. The
P wave is caused by atrial depolarization before contraction. The QRS complex is caused
by ventricular depolarization and the T wave is caused by ventricular repolarization as

the muscle recovers from depolarization. The wave for atrial repolarization is eclipsed by
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Figure 2.2: The electrical conduction pathways of the heart are illustrated. The figure was
reprinted from [31] with permission.

ventricular depolarization. The interval between the end of the QRS complex (J point)
and the end of the T wave is known as the ST-T segment and represents the ventricular
repolarization activity of the heart.

The standard 12-lead ECG configuration is a combination of the following three lead
configurations. The bipolar limb leads, labeled as I, II and III, are measured as the voltage
difference between the left arm, right arm and left leg. See figure 2.4a. The augmented
unipolar leads, denoted as aVF, aVL and aVR, are measured as the voltage difference
between either the left arm, right arm, left leg and the average of the remaining two leads.
The six precordial leads, labeled V1, V2,..V6, are positioned on the front and the left
side of the chest and measured relative to a central terminal defined as the average of the
voltages measured on the right arm, left arm and left leg. See figure 2.4b.

The Frank lead system [32] measures the heart’s electrical activity in the orthogonal

X, Y and Z directions. The electrical activity is measured using a linear combination of 7
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Figure 2.3: A typical ECG beat. The figure was reprinted from [31] with permission.

leads placed on the chest, back, neck and left ankle. The resulting X, Y and Z leads, termed
the vectorcardiogram (VCG), provide a view of the heart’s electrical activity from the left
side, below and front side.

The polarity and morphology of individual ECG waves are dependent on electrode
placement. An electrode will not capture an electrical wavefront traveling perpendicular
to the direction of the vector defined by the lead. Additionally, the amplitude of a wave is

dependant on the distance between the heart and the electrode.

2.2 Analysis of arterial blood pressure for prediction of sepsis onset

2.2.1 Sepsis

Sepsis is defined as a life-threatening organ dysfunction caused by a dysregulated host
response to infection. The chemicals released from the immune system to fight an infection
cause inflammation throughout the entire body resulting in injury to its tissue and organs.
Patients in the ICU are more at risk of sepsis since they are already immunocompromised.
Other individuals at risk of sepsis include older adults, pregnant women, children younger
than 1 year of age, people who have chronic conditions such as diabetes, kidney or lung
disease. Patients with sepsis experience a sudden drop in blood pressure before going into
septic shock [15]. Early treatment of sepsis with antibiotics and intravenous fluids improves

the chances of survival. Sepsis is globally considered to be a major cause of mortality. Over
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Figure 2.4: (a) ECG electrode configuration for the limb leads. (b) ECG electrode config-
uration for the precordial leads. The figure was reprinted from [31] with permission.

700,000 people suffer from severe sepsis in the US alone, costing more than $20 billion in

healthcare annually [33].

2.2.2  Arterial blood pressure waveform

Invasive arterial blood pressure is measured using an arterial blood pressure line. The setup
consists of an arterial line placed in the arm connected by a non-compressible tubing filled
with a saline solution to a pressure transducer. The transducer converts changes in pressure
to electric signals displayed on a bedside monitor. The arterial line setup is displayed in
figure 2.5.

A typical arterial blood pressure waveform is illustrated in figure 2.6 left. The wave
starts at its nadir at the beginning of the systolic phase. The left ventricle ejects blood into
the aorta causing aortic pressure to increase. The peak value is achieved at peak systole and
is called systolic pressure. The pressure drops after peak systole, forming a dicrotic notch

that indicates the closure of the aortic valve and the end of systole. During the diastolic
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Figure 2.5: The setup for instrumentation used for measuring invasive arterial blood pres-
sure is illustrated. The figure was reprinted from [34] and according to the copyright may
be used for educational purposes.

phase, the ventricles relax and pressure continues to drop to a minimum value until the end
of the cycle. The minimum pressure is achieved at the end of the diastolic phase before
the ventricles are about to enter systole and is called the diastolic pressure. The normal
value for systolic blood pressure is less than 120 mmHg and diastolic blood pressure is less
than 80 mmHg. The mean arterial pressure is computed by integrating the area under the
ABP wave for a cycle. The pulse pressure is defined as the difference between the systolic
and diastolic pressures. Additionally, the HR can be computed by finding the difference
between corresponding points in a cycle between successive waves. The breathing rate can
be computed by measuring the pulse pressure variability.

Damping of the electrical signal affects the shape of the arterial blood pressure wave-
form. Underdamping overshoots the blood pressure and causes the systolic blood pressure
to increase and the diastolic blood pressure to decrease, figure 2.6 right. Overdamping
causes the systolic blood pressure to decrease and the diastolic blood pressure to increase,

reducing the gap between the 2 pressure readings, figure 2.6 center. Overdamping is com-
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monly caused by bubbles being present in the saline liquid or if a long compliant tubing is

used.
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Figure 2.6: Left: Typical arterial blood pressure waveforms corresponding to 2 cardiac
cycles. Center: overdamped ABP waves. Right: underdamped ABP waves. The figure was
reproduced from [34] and may be used for non-commercial or educational purposes.

2.3 Analysis of photoplethysmogram for detection of coarctation of the aorta

2.3.1 Coarctation of the aorta

COA is a congenital narrowing of the descending aorta that supplies blood to the lower
half of the body, figure 2.7. It can be mild or severe; mild cases might not be detected until
adulthood. In severe cases, the heart must pump harder to force blood through the nar-
row part resulting in high blood pressure in the upper part of the body and heart damage.
The neonate may develop CHF. COA is one of the most common congenital heart diseases
and accounts for approximately 7% of all cases [35], each year 4 per 10,000 births [36]
or approximately 1600 newborns are affected. Despite this prevalence, it frequently eludes
detection in both the prenatal and neonatal periods [37]. Coarctation of the aorta remains
challenging to diagnose before clinical deterioration. Despite current screening methods,
infants with coarctation may present with life-threatening cardiogenic shock requiring ur-

gent hospitalization and intervention. These infants are at high risk of mortality because
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of the lack of a convenient screening test with high accuracy. Convenient procedures, e.g.,
cuff pressure measurement to establish a pressure difference between an upper and lower
extremity, lack accuracy [38, 16, 39]. Procedures that have the desired level of accuracy,
e.g. tracing blood flow using magnetic resonance imaging (MRI) [40, 41], are expensive
and are not as readily available. Alternatively, PPG monitors are ubiquitous in any clinical
environment. An accurate screening test using PPG with high sensitivity will significantly

increase the survival rate of infants affected by COA.

Coarctation of the Aorta

Coarctation
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Wall of the aorta if
coarctation not present

RA. Right Atrium SVC. Superior Vena Cava TV. Tricuspid Valve
RV. Right Ventricle IVC. Inferior Vena Cava MV. Mitral Valve

LA. Left Atrium MPA. Main Pulmonary Artery PY. Pulmonary Valve
LV. Left Ventricle Ao. Aorta AoV. Aortic Valve

Figure 2.7: A coarctation in the descending aorta is illustrated. The figure was reprinted
from the public domain at the CDC’s Facts about Coarctation of the Aorta [36].

2.3.2 Photoplethysmogram

PPG uses an optical measurement technique to detect microvascular blood volume changes
in tissues [42]. It has widespread clinical applications, such as in pulse oximeters, vascular

diagnostics and digital beat-to-beat blood pressure measurement systems. The PPG sensor
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comprises a light source to illuminate the tissue (e.g., skin) and a photodetector to measure
the minute variations in light intensity caused by changes in perfusion in the catchment
volume. PPG is mostly employed non-invasively and operates at a red or a near-infrared

wavelength, figure 2.8.

Absorption |

Time

Figure 2.8: The mechanism for measuring PPG waveforms is illustrated. The figure was
reproduced from www.howequipmentworks.com.

The depth to which light penetrates the tissue for a given intensity of optical radiation
depends on the operating wavelength [43]. The main constituent of tissue is water that
absorbs light very strongly in the ultraviolet and the longer infrared wavelengths. The
shorter wavelengths of light are also strongly absorbed by melanin. There is, however, a
window in the absorption spectra of water that allows visible (red) and near-infrared light
to pass more easily, thereby facilitating the measurement of blood flow or volume at these
wavelengths. Thus, the red or near-infrared wavelengths are often chosen for the PPG light
source [44].

The most recognized waveform feature is the peripheral pulse, and it is synchronized
to each heartbeat. The pulsatile component of the PPG waveform is often called the ‘AC’
component and usually has its fundamental frequency, typically around 1 Hz, depending
on HR. This AC component is superimposed onto a large quasi-DC component that relates
to the tissues and the average blood volume. This DC component varies slowly due to
respiration, vasomotor activity and vasoconstrictor waves, Traube Hering Mayer (THM)
waves and also thermoregulation. These characteristics are also body site-dependent [45].
With suitable electronic filtering and amplification both the AC and DC can be extracted

for subsequent pulse wave analysis. Figure 2.9 shows the decomposition of a PPG wave-
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form signal into AC and DC components. The pulsatile variation in the PPG signal is
mainly attributed to changes in the arterial blood volume. For this reason, changes in the
PPG waveform can be attributed to arterial blood flow. Aoyagi first measured PPG sig-
nals in their current form in 1972. Since then, a myriad of devices were developed which
measure the oxygen saturation in blood, blood volume, and monitor other hemodynamic

measurements like fluid responsiveness and BR [46].

Arterial and Venous Components of PPG Signal
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Figure 2.9: The decomposition of PPG waveform into its arterial and venous blood flow

components. Reprinted by permission from Springer Nature Springer Nature, Canadian
Journal of Anesthesia, Bartels et al. [47], © 2015.
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CHAPTER 3
LITERATURE REVIEW

The literature review is organized as follows. Section 3.1 reviews literature on MV analysis
of ECG and detection of PTSD. The ECG data was acquired from male veterans that served
in Vietnam and did or did not develop PTSD. Section 3.2 reviews literature on clinical and
computational methods that use features extracted from the ABP waveform to predict sep-
sis onset. To our knowledge, MV of the complete blood pressure waveform was not used
for predicting sepsis onset. The data was obtained from bedside monitors or medical staff
records for patients admitted to the ICU at Emory University Hospital, Atlanta, Georgia
(GA) [2]. Section 3.3 reviews literature associated with the detection of coarctation of the
aorta and analysis of PPG signals. The PPG signals were recorded from a neonate popu-
lation admitted to the ICU at Children’s Healthcare of Atlanta (CHOA). PPG signals were

recorded from both an upper and lower limb for each neonate before corrective surgery.

3.1 Morphological variability of ECG in post-traumatic stress disorder

3.1.1 Cardiovascular disease

Ventricular arrhythmias caused SCD [27]. One mitigation strategy was early detection to
take preventive measures promptly. Risk scores like the TIMI and GRACE incorporated
cardiac risk factors and biomarker data [48, 49] but only captured a subset of subjects at
medium to high risk of ACS and SCD. Current methods for identifying subjects at low to
medium risk of heart disease were not very sensitive. Computational biomarkers provided
a solution. Studies on MV of T waves were extensively documented in the literature. TWA
or repolarization alternans are a phenomenon where T wave variability appeared in an

every other beat pattern. Morphology changes like TWAs and ST-segment elevation were
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Figure 3.1: ECG with TWAs in a ‘ABABAB..” pattern. The figure was reprinted from
[52], © 2011 IEEE.

studied extensively to identify possible correlations with arrhythmia onset [50, 51]. Current
methods for TWAS detection involved identifying changes in amplitude of adjacent T waves
(in an ‘ABABAB .. .’ pattern), figure 3.1.

TWAs were first observed at the beginning of the 20th century [53, 54], with interest
continuing in the following decades [55, 56]. However, they were rarely observed until
Adam et al. measured non-visible microvolt level changes in the T wave amplitude in
the 1980s with the aid of computers [19]. Following this discovery, TWA patterns were
observed more frequently and interest grew. Currently established methods for measur-
ing TWAs included the modified moving average (MMA) method and the spectral method
(SM) [57]. However, such techniques were susceptible to high false-positive detection
since they did not incorporate robust noise rejection methods. Violeta et al. proposed a
method that involved TWA detection using multiple leads [58]. The multiple leads pro-
vided added spatial information, i.e., the ECG was recorded from different leads giving
information on the electrical conduction along different axes. The authors performed a
periodic component analysis (7ca) transformation, with a period of 2 beats, on the ECG
leads to find projections that maximized the variability in the transformed signal with a
period of 2 beats. The mca transformation facilitated TWA detection if TWAs were present.
Also, the distribution of noise was modeled as Laplacian. Only TWA measurements that

were comparably higher than a noise threshold were considered significant, thus reducing
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the false positive detection rate. Nemati ef al. developed a non-parametric surrogate-based
statistical significance test that modeled the noise as a gamma distribution to determine
a noise threshold [52]. TWA measurements above this threshold were considered statis-
tically significantly higher than the baseline noise level. Nemec et al. detected T wave
variability with a more complex pattern [59]. They quantitatively measured non-alternan
variability (NARV) in T waves, which is variability in a non-alternating pattern or with a
period greater than or equal to 2 beats. The authors quantified the maximum variability in
the re-polarization segment of the ECG in a series of N consecutive beats. The process is

illustrated in figure 3.2.

A
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N-1

RL = max(lability(t))/(QRS,_, - QRS,.); t1 <t < 2

Figure 3.2: The process for measuring NARYV is illustrated. The figure was reprinted from
[59] © 2016, with permission from Elsevier.

In step A, the ST-T segments in N consecutive ECG beats were isolated and aligned.

The maximum and minimum points of a QRS complex were detected to determine a nor-
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malization factor. In step B, the difference in corresponding time instants was determined
between consecutive beats and called A;(t), the subscript ¢ corresponded to the beat in-
dex. In step C, the RMS value of the differences in amplitude was computed for each time
instant t and was referred to as ‘lability’. The time instant with maximum lability was
considered to represent maximum variability in the re-polarization segment. However, no
form of noise rejection was mentioned to prevent measurements from segments affected by
noise.

Other studies have investigated the surface ECG to measure ventricular re-polarization
through variations in the T wave shape [60] and width [61]. Additionally, there was at-
tention towards QRS morphological variability in terms of the de-polarization of the ECG
[30, 63, 64, 65, 66, 67, 68, 69, 70, 62]. Liu et al. measured morphological variability in
the complete ECG beat, including the QRS complex and T wave [30], with a period rang-
ing from 2 to 7 beats over 24 hours. A few studies looked at the timing variability of the
de-polarization plus re-polarization, i.e., the variability of the QT interval [26] and change
in Tpe, the distance from QRS peak to the end of the T wave.

However, studies measuring ECG variability other than TWAs were limited. The study
detailed in this thesis developed a generalized approach for measuring MV of the QRS
complex, termed morphological variability magnitude (MVM). Unlike TWA detection, the
MVM metric captured variability in non-binary sequences with a period greater than 2

beats.

3.1.2  Confounding factors

Elevated QRS morphological variability and TWA were predictors of heart failure [30,
71]. However, it is unclear whether the elevated changes in the MV of ECG were due
to abnormalities in the heart’s conduction system or are caused by the irregular breathing
rates of the subjects. Cheyne-Stokes breathing is an abnormal breathing pattern that com-

monly occurs in patients with CHF [72]. It was well known that the amplitudes of each
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component of the ECG change with breathing effort and non-stationary noise [73, 74].
Earlier works demonstrated that HR dependence at varying BR significantly affected TWA
measurements, particularly in sleep, where breathing patterns were observed [75]. These
HRs may have falsely triggered elevated TWA estimates any published noise thresholding
approaches may not have rejected. It was unclear if these effects contributed to MV. In
particular, periodic breathing that was approximately a multiple of HR may have caused
elevated MV rather than abnormalities in the heart’s conduction system. Previous studies
had not considered this breathing-heart rate interaction effect as a confounding factor. The
coupled effect of HR and BR may have led to an over-estimate of MVM and TWA, hence
affecting the predictive value and clinical utility of these metrics. Supported by results in
section 5.2.3A and section 5.2.3B, poor signal quality and high BRs, at various HRs will
artificially inflate the quantification of MV in the signal.

Estimating the BR from physiological signals like ECG and PPG is well-studied. The
established methods were extensively reviewed and benchmarked on simulated as well as
ECG and PPG data acquired from real subjects [76]. BRs at particular HRs were more
confounding to MV measurements. This was tested on synthetic ECG data based on real
ECG morphologies at certain HRs and BRs [77, 78]. The synthetic ECG acted as a gold
standard to determine HR/BR pairs for which the changes in morphology were statistically
significant, compared to MV in an ECG signal free of respiratory effects. A non-parametric
surrogate-based statistical significance test similar to [52] was used to determine HR/BR
combinations for which MV changes in the signal with respiration were statistically signif-

icantly higher than MV changes measured in a signal without respiration effects.

3.1.3 Post-traumatic stress disorder

PTSD, a chronic disabling psychiatric condition, is a major problem amongst veterans,
with a lifetime prevalence of 15 to 19%. In the United States, treatment costs were USD

$8300 on average per veteran annually [79]. Early detection could lead to an early start in
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the recovery cycle, delayed treatment of the disorder would prolong suffering and may re-
duce treatment efficacy [80]. Delaying treatment may also cause the symptoms to become
worse and result in a poor quality of life [8§1]. Vaccarino et al. published a seminal study
that established PTSD as an independent risk factor for subclinical and clinical coronary
heart disease (CHD) [10]. The study performed by Vaccarino ef al. used data from the
Vietnam Era Twin Registry and conclusively showed there was little evidence suggesting
factors other than PTSD, like shared environmental factors, adverse health behaviors and
depression, had a causal effect on CHD. Moreover, the study showed PTSD was directly re-
lated to reduced heart perfusion, leading to CHD. In addition, Shah et al. found that PTSD
was associated with autonomic inflexibility [25]. Shah et al. found individuals with PTSD
had lower HRV compared to controls, consistent with other studies that showed low HRV
due to PTSD was representative of heightened sympathetic and reduced parasympathetic
activity [82, 83]. In particular, low-frequency heart rate variability (LF HRV), a marker
of autonomic inflexibility and predictive of future death risk, was reduced by nearly 50%
in those with PTSD versus controls. A major concern, based on these findings, was that
PTSD could increase the risk of ventricular tachyarrhythmia and SCD through autonomic
dysregulation [84]. The clinical implications for this could be large. Unfortunately, few
studies investigated this.

Although most research was conducted on data from male veterans in the United States,
recent studies examined a non-veteran population in Europe [85] and women [86]. Further-
more, some studies have shown that CHD caused by PTSD resulted in secondary PTSD
in the same individual, in that they formed a closed reinforcement loop [87]. Therefore
therapy for such individuals needed to be psychiatric as well as cardiovascular disease pre-
ventive [88].

Studies had also linked individuals with PTSD as having an increased resting HR com-
pared to healthy individuals [89]. Reinertsen et al. used novel HRV to differentiate a cohort

of individuals with PTSD from control individuals [4]. Studies that identified PTSD status
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by measuring sleep quality through actigraphy demonstrated encouraging results [90, 91].
Incorporating HRV information in addition to actigraphy might lead to an improvement in
accuracy for PTSD identification [92]. However, when using biometric data, almost all pre-
vious work focused on these heart rate dynamics as a proxy for sympathovagal stress [93].
A few studies analyzed speech [94] and skin conductance [95] to detect elevated stress.

In this study, we computed the MV of the QRS complex and T wave to identify car-
diovascular stressors and used these, in addition to HRV features, to differentiate active
or current PTSD individuals from recovered or past PTSD and control individuals. The
motivation for this stemmed from the fact that increased stress levels were positively cor-
related with TWA amplitude and MV in the ECG beat with a period greater than 2 beats
[11, 12]. Stress increased the catecholamine level, which had a direct sympathetic effect
on the heartbeat and BR. This sympathetic response affected the ability of the sarcoplasmic

reticulum to transport calcium ions, affecting the cycle of the ECG beat [96].

A. Machine learning for detecting post-traumatic stress disorder

In hospitals, PTSD assessments are performed as structured clinical interviews by experi-
enced healthcare workers. The clinician-administered post-traumatic stress disorder scale
(CAPS-5) is the gold standard for PTSD diagnosis and consists of a 30-item questionnaire
that can take from 45-60 minutes to complete [97]. The CAPS-5 can be used to make a
current PTSD diagnosis (past month), lifetime PTSD diagnosis (worst month) or a PTSD
assessment over the past week, depending on the period for which the individual is exam-
ined. The response to each item on the questionnaire is noted as a severity score on a scale
of 0-4. Zero corresponds to the absence of symptoms and four corresponds to the highest
level of severity. The responses in the interview are highly subjective and can vary depend-
ing on the openness or consistency of the subject and the skill of the clinician/rater. The
overall process of PTSD assessment is time-consuming and burdensome on the healthcare

workers, aside from the existence of variability in the subject’s responses or rater’s skill in
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administering the survey. Improving the screening test for PTSD with machine learning
would reduce the burden on the healthcare providers and shorten the latency in the time to
treatment for individuals who had PTSD.

Previous studies trained machine learning algorithms to learn to classify PTSD status
from the responses for self-reported PTSD surveys. Wshah et al. [98] trained an ensemble
of classifiers on a reduced set of responses from the PTSD checklist-5 (PCL-5) that were
collected through smartphones. Ilhan ez al. [99] used a similar approach of training a classi-
fier on responses to a questionnaire similar to the PCL-5. The authors used feature selection
to remove uninformative questions which improved classification performance. Jiang et al.
[97] trained a random forest classifier on the responses to the ‘self-administered interview
for the DSM-5" (SCID-5), diagnostic statistical manual for mental disorders is abbreviated
as DSM-5. They achieved an accuracy, a sensitivity, a specificity, a positive predictive
value (PPV), a negative predictive value (NPV) and an AUROC, all above 0.9 using the top
14 response features determined using the Gini impurity [100]. The results suggested that
structured interviews for PTSD screening could be abbreviated without losing accuracy,
thus reducing the burden on clinicians.

The inter-subject variability in the responses to the questionnaire and inter-rater vari-
ability remained high, however. Other more objective features have been sought. Marmar
et al. [101] extracted features from speech recorded from a group of veterans with or with-
out PTSD to determine PTSD status. Speech signals were easily recorded and transmitted.
The 18 most important features for PTSD classification were determined through ‘shaving’
and used to train a random forest classifier. Schultebrauks et al. [102] trained a deep belief
network (DBN) on features extracted from audio and video recorded for individuals who

had undergone a traumatic event and were being evaluated for PTSD.
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3.2 Prediction of Sepsis by measuring morphological variability of ABP

Sepsis is a potentially life-threatening complication of an infection. Without rapid diag-
nosis and treatment, it can lead to multiorgan failure and death. The onset is difficult to
diagnose as the signs and symptoms are subtle and subclinical. Furthermore, evidence sug-
gests that every hour of delayed treatment can contribute up to an 8% chance of mortality
in adults [103]. This highlighted the importance of early diagnosis and treatment, thereby
decreasing sepsis-related morbidity and mortality.

The clinical gold standard for detecting sepsis included the systemic inflammatory re-
sponse syndrome (SIRS) [104], modified early warning system (MEWS) [105] and sequen-
tial organ failure assessment (SOFA) [106] scores. Each of these scores was used to track
infection by monitoring changes in patient vitals, routinely monitored as part of a patient’s
electronic medical records (EMR). According to a new Sepsis-3 definition introduced in
2016 by Singer et al. [15], patients were suspected of having an infection if they met two
or more of the SIRS conditions. Singer et al. validated their definition with clinical trials
using 1.3 million encounters. The validation study results may be considered too general
and lack the resolution and accuracy to make effective predictions on a personalized basis.
Incorporating clinical information obtained at a higher resolution in the prediction process
may lead to improved prediction accuracy.

Recently machine learning algorithms, including deep neural networks, outperformed
the clinical gold standard for sepsis prediction [107, 108]. Tracking a large number of fea-
tures simultaneously enabled machine learning algorithms to identify more complex cases
of sepsis. Nemati ef al. used high-resolution HR and BP time-series data and information
from EMRs to predict sepsis onset [109]. Mayaud ef al. used the entropy of the HR in their
sepsis prediction model [110]. Kamaleswaran et al. [1] and Van Wyk et al. [111] trained
their sepsis prediction models using statistical features extracted from time-series data for

HR, systolic blood pressure (SBP), diastolic blood pressure (DBP), mean arterial blood
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pressure (MAP), BR and peripheral oxygen saturation (SpO,), in addition to white blood
cell count. The time-series data were sampled at 1-minute intervals. Shashikumar et al.
computed entropy-based features from the MAP time series [2]. Using only entropy-based
features from the MAP and HR time series, the authors achieved an out-of-sample AUROC
of 0.67, classifying septic patients from the control group. However, no clinically validated
system existed, which accurately predicted the real-time onset of sepsis in adults admitted
to the ICU.

In contrast to previous studies and motivated by the work of Liu ef al. [30], this study
aimed at determining if beat-to-beat variation in the morphology of the ABP waveform
was predictive of sepsis onset. Liu et al. showed that increased MV of the ECG was pre-
dictive of ACS in low to moderate risk patients. To our knowledge, MV of the complete
ABP waveform was not considered a possible feature in a previous studies and may add
predictive value. Hypotension was known to be associated with sepsis [112]. This re-
search benchmarked MV of blood pressure to transient hypotensive event detection when

predicting sepsis onset.

3.3 Morphological variability of PPG in coarctation of the aorta

Pulse oximetry analysis from different extremities is performed on neonates to identify
critical congenital heart disease (CCHD) [113]. Newborns are screened for CCHD by
detecting hypoxemia [114]. The algorithmic approach is illustrated in figure 3.3.

Pulse oximetry analysis for screening did well to detect cyanotic mixing lesions using
only numeric oxygen saturation values. Of the 12 CCHDs, COA was the most common yet
had the worst false-positive rate and only 46% sensitivity with current screening methods
[115, 116, 117]. Even with prenatal ultrasound and pulse oximetry screening, the major-
ity (53-62%) of COA cases were late diagnoses [116, 117] and many such infants were
presented to medical care only once they were in life-threatening extremis.

Current newborn screens were inadequate to detect COA, but repurposing existing tech-
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Figure 3.3: Example of neonatal pulse oximetry screening algorithm. Note that an inde-
terminate zone merited repeated screening in order to attempt to minimize false positives.
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nology allowed for more timely diagnosis by analyzing waveform data instead of using in-
teger values of arterial oxygen saturation. PPG was routinely observed as a live waveform
on pulse oximetry machines and is a composite of multiple waves. The composite waves
have shown promise in detecting changes in peripheral perfusion, blood pressure and lo-
cal vasomotor tone [47]. Comparing waveform analysis with current non-invasive blood
pressure monitoring, pulse oximetry technology may be equal to if not better than current
non-invasive techniques [47]. The clinical utility of analyzing PPG waveforms was demon-
strated in newborns with COA to quantify physical exam characteristics such as diminished
lower extremity pulses and pulse arrival time between extremities [118]. Additional stud-
ies had shown promise in PPG signals identifying the presence of significant patent ductus
arteriosus in premature infants [119] and using PPG as a useful marker to trend cardiac out-
put and stroke volume [120]. The purpose of the study was to incorporate PPG waveform
data to develop an algorithm that increased the sensitivity of detection of COA compared
to existing methods.

Similar studies which detected COA are discussed as follows. Itu et al. approximated
the pressure gradient between the coarctation using fluid dynamics [121]. The authors
approximated the blood flow rate and the diameter of the coarctation using information ex-
tracted from PPG signals and computed tomography (CT) scan images. They substituted
these approximations into their fluid dynamics model and estimated the pressure gradient.
Their test results showed they were able to estimate the pressure gradient more accurately
than doppler and cuff pressure measurement at the arm and leg. The findings also sug-
gested that the maximum rate of flow may be higher in the ascending aorta compared to
the descending aorta in individuals with COA, figure 3.4.

Nielsen et al. used cardiac magnetic resonance imaging to gather information on the
morphometry of the aorta and the blood flow rates in the individuals with coarctation and
compare them to a control group [122]. They used a logistic regression classifier to build

a prediction model using the best features that allowed separability between the coarcta-
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Figure 3.4: The maximum rate of blood flow in the ascending aorta was observed to be
higher compared to the descending aorta for subjects with coarctation of the aorta by Itu et
al. The figure was reprinted by permission from Springer Nature Customer Service Centre
GmbH: Springer Nature, Annals of Biomedical Engineering, Itu ef al. [121], © 2012.

tion and control group. The most discriminative features included the indexed smallest
aortic cross-sectional area and rate-corrected descending aorta flow duration. figure 3.5a
illustrated the complete list of flow rate features measured. The authors achieved a correct
classification rate of 90% on their validation set. This result confirmed that non-invasive
modalities like MRI could be used to distinguish between mild and moderate or severe
cases of COA as accurately as cardiac catheterization. Cardiac catheterization was consid-
ered the gold standard for measuring pressure gradient in arteries.

Other studies conducted on PPG signals were analyzed and possible features extracted
from the PPG signal were considered. Sharkey et al. estimated the pulse arrival time
(PAT) by measuring the delay between the QRS peak in ECG and the associated PPG
wave onset at a distal location [124]. Chan et al. lowpass filtered a PPG signal with a 0.5
Hz cutoff frequency and showed it effectively had the same spectral properties as a time
series extracted from the mean, peaks and troughs [123]. The mean series was evaluated
by computing the area under each wave and dividing by the duration of the wave, figure
3.5b. The authors additionally performed principal component analysis (PCA) on the PPG
signal. They used the principal components to remove artifacts due to motion from the

PPG signal, making feature extraction more robust to noise and artifacts.
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Figure 3.5: (a) The figure was reprinted with permission from [122]
(https://doi.org/10.1016/j.accreview.2005.08.092). It illustrates the blood flow parameters
measured by the authors. The parameters are, a. flow onset, b. peak acceleration, ¢. peak
flow, d. peak deceleration, e. cessation of flow, f. time to peak acceleration, g. rise time,
h. time from peak flow to peak deceleration, i. fall time and j. duration of flow. (b) The
figure illustrates the features, including mean, trough and peak of the PPG wave evaluated
by Chan et al. The figure was reprinted from [123], © 2006 IEEE.

Sierra-Galan et al. showed that athletes treated for coarctation of the aorta as infants
may experience effects of the coarctation after periods of stressful physical exercise [125].
They observed diastolic tailing in one such athlete who experienced sporadic headaches
after lengthy training sessions [125, Figure 2]. At maximum physical stress, the difference
in the maximum rate of flow between the ascending and the descending aorta was larger as

compared to rest.
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CHAPTER 4
QUANTIFICATION OF MORPHOLOGICAL VARIABILITY IN
CARDIOVASCULAR TIME SERIES

The methods used in this research for measuring variability in physiologic waveform sig-
nals are described in the following sections. The methods were evaluated on three databases.
Each was recorded using a different signal modality, namely ECG, ABP and PPG. The ECG
data were obtained from a cohort of war veterans from the Vietnam Era Twins (VET) reg-
istry with a history of PTSD and age-matched controls without a history of PTSD. The ABP
signals were recorded from individuals admitted to the ICU at Emory University Hospital,
Atlanta, GA, that did or did not develop sepsis during their admission. The PPG signals
were recorded from neonates less than 30 days of age that were or were not born with a
congenital heart defect of COA. Institutional review board (IRB) approval was obtained for
performing each study.

The methods described below measured variations within a R peak to R peak (RR)
interval time series or physiolgic signal waveform morphology like ECG. The variation in
ECG waveform was measured between, successive QRS complexes, T waves and the entire
beat on a beat-to-beat basis. In addition to these variables, the MV algorithm was also
used to measure beat-to-beat variation in ABP waveforms and also between PPG signals

obtained from the body’s upper and lower extremities.

4.1 Heart rate variability

HRYV measures the variation across time between successive heartbeats and is controlled by
the autonomic nervous system (ANS). The ANS is an aspect of the nervous system which
regulates involuntary physiological mechanisms such as HR, BP and BR. The ANS can be

further classified into the sympathetic, parasympathetic and enteric nervous systems.
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HRYV features were computed by measuring variation in the RR interval time-series ex-
tracted from an ECG recording. The RR interval time-series was computed for each ECG
analysis window by performing R peak detection and computing the difference in time be-
tween successive beats. Premature and late beats were removed by comparing the pre-RR
interval, the RR interval with the previous beat, to the mean of the previous and following
five beats. If the pre-RR interval for a beat deviated by more than 20% as compared to the
average RR interval, the beat was excluded. The resulting time-series of beat intervals, re-
ferred to as the normal beat to normal beat (NN) interval time-series, was free of premature
or late beats not representative of the sino-atrial node and was used in further analysis.

ECG data from individuals with a history of PTSD and age-matched controls were
used to extract the HRV metrics listed in table 4.1. The HRV metrics were derived using
the open-source toolbox developed by Vest et al. [3].

The individuals with or without a history of PTSD were classified as active PTSD, re-
covered from PTSD or controls. MV-based features were extracted and used in addition to
HRYV features to evaluate classification performance. Details of the analysis were added to
chapter 6. HRV features, when evaluated from quiescent windows, were shown to improve
the classification of individuals with PTSD [4]. The quiescent windows were defined as the
analysis windows with the lowest HR. Each feature was computed for 5, 10-minute long
quiescent windows for each individual. The ECG lead with the highest signal quality index
(SQI) [126] was used to measure the HRV parameters for each window. A SQI closer to
one indicated the ECG window was less affected by external noise. Details of the SQI
algorithm were provided in section 4.3.1. The mean was computed across the windows to

obtain a feature value for each individual.

4.2 T-wave alternans

The TWA detection algorithm developed by Nemati et al. [52] and a modified version

explained in section 4.2.1, were applied for ECG data analysis. The algorithm by Nemati et
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Table 4.1: The HRV features evaluated on the ECG data acquired from the individuals with
and without a history of PTSD are listed.

HRY feature | Definition
NNinean The mean of the NN interval time series.
NNiode The mode of the NN interval time series.
NN nedian The median of the NN interval time series.
NN ariance The variance of the NN interval time series.
NNgew The skew of the NN interval time series.
NNyurt The kurtosis of the NN interval time series.
RMSSD Root mean square of the succesive interval differences.
pNNS50 Percentage of intervals that differ by more than 50 ms.
NNigr The inter-quartile range of the NN interval time series.
SDNN Standard deviation of the NN interval time series.
ULF Cumulative energy in the 0.0001 - 0.003 Hz band of the power spectrum
derived from the NN interval time series.
Cumulative energy in the 0.003 - 0.04 Hz band of the power spectrum
VLF . . ) )
derived from the NN interval time series.
Cumulative energy in the 0.04 - 0.15 Hz band of the power spectrum
LF . . . .
derived from the NN interval time series.
Cumulative energy in the 0.15 - 0.40 Hz band of the power spectrum
derived from the NN interval time series.
LF/HF Ratio of LF to HE.
Total cumulative energy in the 0.0001 - 0.40 Hz band in the spectrum
TTLPWR . ; . .
derived from the NN interval time series.
AC The acceleration capacity of the heart derived from the NN interval
time series.
DC The deceleration capacity of the heart derived from the NN interval

time series.
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al. applied the MMA method for TWA detection and used a surrogate statistical test based
on a reshuffling of the T waves to determine the noise threshold. The noise threshold was
used to determine when the TWA detection was not a false-positive detection, explained
further in section 5.2.2. The MMA algorithm is an established technique in literature. We
determined HR and BR pairs that caused false-positive detection of TWA with varying

signal-to-noise ratio (SNR), explained in further detail in section 5.2.

4.2.1 T-wave alternan detection: A modified approach

TWASs [127] were measured using a modified approach when analyzing Holter ECGs from
individuals with or with PTSD, described in section 6.2.1. We used a TWA detection
scheme that combined two best-in-class published methods by Monasterio et al. [58, 128]
and Nemati et al. [52]. The ECG was analyzed in 64 beat windows with 50% overlap. The
SQI, explained in section 4.3.1A, of every lead in each window was measured to determine
clean leads used in further analysis. The periodic component analysis (7ca) transformation
was applied to the clean leads in each window to maximize variability in the ECG with a
period of 2 beats. Subsequently, the statistical reshuffling algorithm developed by Nemati
et al. was applied to each transformed lead to test for significant TWAs [52]. Leads with
significant TWAs were kept, those without significant detection were affected by noise and
set to 0. The inverse mca transformation was applied to TWA amplitude values of the leads
with significant detection and the TWA amplitude was estimated in pVs. In case of no
significant TWA detection, clean leads with a high SQI were assigned a 0 'V amplitude
for the current window. This allowed clean windows with no significant detection to be
considered when computing the mean TWA amplitude in each lead. The flowchart provided

in figure 4.1 outlines this methodology.
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Figure 4.1: Flowchart describing the algorithm used to compute TWAs, using a combina-
tion of the methods developed by Nemati et al. [52] and Monasterio et al. [58]

4.3 Morphological variability magnitude

4.3.1 Morphological variability magnitude in the ECG

A. Preprocessing

The preprocessing of the ECG involved accounting for noisy data windows and detecting
fiducial points before performing subsequent analysis. The baseline wander was removed
from each signal using the two-step median filters implemented previously by De Chazal
et al. [129]. These two median digital filters, with orders f;/5 and 3f,/5, were applied
sequentially to estimate the baseline wander in the signal sampled at f; Hz. The filter with
order f,/5 removed the QRS complexes and P waves. The filter with order 3 f,/5 removed
the T waves. The baseline wander estimate was then subtracted from the original signal.
Following baseline wander removal, fiducial points were detected on the ECG signal with
the wavelet-based algorithm developed by Martinez et al. [130] and used when evaluating
MYV on the ECG signal.

When evaluating MV over the ECG database of individuals with PTSD, the signal was
passed through the SQI algorithm following baseline wander removal to ensure morpho-
logical changes measured were minimally affected by noise. The SQI algorithm used two
separate fiducial point detection algorithms, one noise sensitive and the other robust to

noise. When the detected fiducial points for each agreed, the signal was likely to be clean.
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B. Morphological variability magnitude algorithm

The MV of the QRS complex in an ECG was measured using the approach explained
below. The first step of the QRS morphology analysis consisted of isolating the QRS
complexes in the signal by detecting the onset and offset times of each complex. Then,
for each pair of adjacent beats, the QRS complexes were dynamically time-warped (DTW)
to align the waveform and be the same length. Time warping was performed using the
‘DTW’ function in Matlab. The function stretched the 2 QRS complexes or T waves onto
a common interval such that the sum of Euclidean distances between corresponding points
was minimum. To stretch the QRS complexes, DTW repeated each element of either input
as many times as necessary to achieve the minimum sum of Euclidean distances between
corresponding points [131]. DTW also caused different points in the two complexes to
align with respect to the underlying physiological phenomenon, i.e., peak systole aligned
to peak systole. The sum of the squared difference was calculated between them, and
repeated between successive QRS complexes over the entire five-minute window of data
to create a squared difference (SD) series. Finally, the SD series was converted to the
beat-quency domain [132]. As reported by Liu et al. [30], the morphological variation for
cardiovascular patients was found to be highest in every 2-7 beat period of the ECG prior
to the onset of acute myocardial infarction. Similar to previous work, we measured the
energy in the power spectrum (beat-quency domain) of the SD series in the range of every
2-7 heartbeats and labeled it the MVM. The methodology is summarized in figure 4.2.
When computing MVM for ECG signals acquired from humans, the QRS complexes
in each analysis window were aligned by R peaks and isolated over median QRS onset to
the J point interval. This was done to prevent noise from affecting annotations, leading to
erroneous measurements. The 90" percentile of the MVM measurements, evaluated from

each 5-minute window, was computed and abbreviated as MVMy,.
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Figure 4.2: Illustration of the process for calculating MVM. a) The QRS complexes in
each five-minute window of ECG were isolated. b) Dynamic time warping was performed
between successive complexes and the sum of their squared difference was computed. c)
These squared differences, SD series, were computed for the entire five-minute window and
transformed to the beat-quency domain, analogous to the frequency domain, by applying
the Fourier transform. d) The cumulative energy was measured in the range of every 2-7
heartbeats, as reported by [30]. The figure was reprinted from [21]. DOI:10.1088/1361-
6579/abd237. © Institute of Physics and Engineering in Medicine. Reproduced by permis-
sion of IOP Publishing. All rights reserved.
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4.3.2 Morphological variability magnitude in arterial blood pressure

A. Morphological variability magnitude algorithm for ABP

MYV of the ABP was computed in a cohort of individuals that did or did not develop sepsis
during their stay in the ICU in order to determine if MV of ABP could be used as a pre-
dictor of sepsis onset. MV was computed using a variation of the algorithm, described in
section 4.3.1B, on 5 minute non-overlapping windows over the 10 hours of available data
for each individual in the analysis cohort. To ensure the data used in our computations was
optimal/not affected by noise, we used 5-minute windows with a high signal quality index
for ABP [133]. Bad quality beats were removed from the sequence before computing the
MYV of the blood pressure waves.

Blood pressure waves were isolated using automatically computed onset and offset
points [134]. The median wave for each 5-minute window was calculated and served as
a reference for measuring each wave’s variability. For each window, the waves were nor-
malized by the median difference between onset of the blood pressure wave and its peak.
Each wave was DTW with the median reference wave, and the sum of SD was computed
between the two waves. Subsequently, taking the Fourier transform of this SD series gave
a spectrum in the beat-quency domain [132]. The cumulative energy in the diagnostic
band of every 2-7 waves of the spectrum was computed as the MV. Figure 7.1 in chapter 7

summarizes the process.

B. Hypotension Analysis

Hypotension was defined as a drop in MAP below 65 mm Hg [135] causing an individual
to feel drowsy. Hypotension was associated with sepsis onset, as can be inferred from the
definition of the SOFA score [106]. Hypotensive events were measured to predict sepsis
onset and served as a benchmark for predicting sepsis onset with MV of ABP. As demon-

strated by Hug et al., automated hypotension detection was underutilized when detecting a
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drop in MAP or SBP associated with sepsis onset [112]. Similar to Hug e? al., the blood
pressure waveform data was processed in 10-second non-overlapping windows with a high
SQI value. For each processed 10 second window the median MAP and SBP values were
computed and stored. If the window was determined to be noisy based on a low SQI, the
previously calculated median value was appended for the current window. 3600 sample
long MAP and SBP time series resulted for each patient and were used to discover tran-
sient hypotensive events. As characterized by Hug et al., a hypotensive event was observed
when a sudden drop in blood pressure of 20 mmHg or more caused the MAP to drop below
70 mmHg or SBP to drop below 90 mmHg within a 1-minute window. The event ended
when the MAP and SBP rose above 70 mmHg and 90 mmHg respectively.

The definition of transient hypotension by Hug ef al. was optimized for our application.
The optimal parameter set is illustrated in figure 4.3. The window for computing the me-
dian blood pressure serving as the reference for measuring pressure drops, the minimum
pressure drop and the thresholds below which the MAP and SBP drop were classified as
low blood pressure were varied. The window size varied from 1 minute to 10 minutes in
increments of 1 minute. The pressure drop varied from 5 mmHg to 30 mmHg in increments
of 2 mmHg. The threshold for the drop in MAP was varied from 50 mmHg to 90 mmHg in
increments of 5 mmHg. For SBP, the threshold varied from 70 mmHg to 110 mmHg. For
each set of values, the number of hypotensive event onsets per hour was counted and used
for classification. A hypotensive event triggered when either the MAP or SBP dropped be-
low the respective threshold. The classification results were presented for parameters that

gave the highest 10-fold cross-validation (CV) average AUROC.

4.4 Morphological variability of the photoplethysmogram waveform

We retrospectively identified a cohort of neonates admitted to the cardiac intensive care unit
who required surgical repair for COA. For each neonate, features were derived from the

PPG waveform acquired from different peripheral sites located on the upper and lower half
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Figure 4.3: A graphical illustration of a drop in MAP corresponding to the optimal hy-
potensive event for classification discussed in section 7.4.1.

of the body to detect COA. Each of the neonates with COA was started on a prostaglandin
infusion to maintain patency of the ductus-arteriosus before surgery. These patients were
matched with an equal number of controls who met inclusion and exclusion criteria for
admission. Controls with age greater than 30 days at the time of admission, with concurrent
left heart obstructive lesions or a patent ductus arteriosus (PDA) were excluded. Single-
ventricle patients and those with a significant anatomic abnormality of the great vessels
were also excluded.

PPG waveforms were digitally recorded from upper and lower extremities of neonates
at different times for the duration of their intensive care stay. Patients with inadequate
recordings due to poor signal quality or lack of recording were omitted from the analysis.
The PPG waveform was recorded at least at 125 Hz to maintain waveform fidelity. Wave-
forms that were recorded at 250 Hz were resampled at 125 Hz to maintain consistency
and for ease of use due to file size. Nursing notes documented the pulse oximetry probe
acquisition site. We allowed a 30-minute grace period to minimize risk of any imprecise
documentation of the timing of the site change. If at least 1 hour of data from a single

acquisition site was recorded, that continuous waveform was saved for further analysis.
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These signals were then bandpass filtered with a 0.5-8 Hz passband to remove baseline
drift and high-frequency noise [136]. The continuous waveform for each site was analyzed
incrementally in 1-minute windows that met the criteria for a clean waveform defined as
having a high signal quality index, as described in previously published work [137]. Clean
windows were normalized by amplitude to eliminate confounding effects of acquiring pulse
oximetry with different devices. Each waveform characteristic was corrected for heart rate
to reduce physiologic differences in the patient’s condition from moment to moment.

The four main waveform features evaluated are illustrated in figure 4.4. The slope of
a line connecting points at 20% and at 80% of the maximum PPG wave amplitude on
the up-slope produced the average rate of of rise (AR) and on the down-slope produced the
average rate of fall (AF). This slope represented the average rate of rise and fall of the blood
flow rate based on the method by Itu ef al. to estimate the blood flow rate in the descending
aorta [17]. The maximum rate of rise (MR) and maximum rate of fall (MF) were calculated
incrementally over short 40-ms windows along the waveform and the greatest value was
reported. This method allowed estimation of the maximum rate of rise/fall while filtering
against noise, compared to the evaluation of the maximum rate from the first derivative of
the PPG wave [18]. Waveform features for each site were computed by taking the median
of all the indexed median values for that feature for each 1-min segment. The process of
feature evaluation was repeated for each PPG site change of sufficient duration and signal
quality, as defined above.

The differences between the upper and lower extremities was calculated to express the
difference between those two site locations for each patient, see figure 4.5. Each of these
waveform features was evaluated for each patient’s PPG signal. The resultant median wave
features were analyzed in two main group analyses. First, we compared patients with pre-
surgical COA to the unaffected controls, and second, we compared pre-surgical COA to

themselves as post-surgical COA following surgical repair.
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Figure 4.4: Schematic of waveform analysis. A pulse oximetry waveform with a su-
perimposed ECG is demonstrated. The rate of rise and fall were determined by spe-
cific points for each waveform cycle. The maximum (rate of rise or fall) was calculated
over a rolling 40-ms window between the points at the trough and peak. The average
(rate of rise or fall) was calculated between points located at the 20" and 80" percent
locations of the waveform amplitude. Phase delay and peak delay were the time inter-
vals between the peak R wave of the ECG to the trough or peak of the pulse oximetry
waveform as indicated. The figure was reprinted from [22]. Creative commons license:
http://creativecommons.org/licenses/by/4.0/
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44



CHAPTER §
CONFOUNDING FACTORS WHEN MEASURING MORPHOLOGICAL
VARIABILITY IN PHYSIOLOGICAL WAVEFORMS

The sources of noise affecting a physiological signal were divided into 2 categories, first
due to the motion of the recorded individual and second due to physiological changes within
the individual. Additive noise caused by external factors was elaborated further in section

5.1 and due to physiologic sources in section 5.2.

5.1 Movement

The sources of external additive noise included baseline wander (BW), electrode movement
(EM) and muscle artifact (MA). Removal of each of these noise types was important for an
accurate interpretation of the ECG. An explanation for each origin is detailed as follows.
BW is a low-frequency artifact in ECG signal recordings due to movement of the in-
dividual or the electrodes and respiration [138] usually having a frequency of less than 1
Hz [139], figure 5.1a. EM artifacts are mainly caused by intermittent forces applied to the
electrodes. EM artifacts shared the signal characteristics of BW but are more troublesome
to handle as they resemble features of the ECG waveform, figure 5.1b. MA noise is more
prevalent in ECG recordings acquired during exercise and low amplitude waveforms may
become difficult to detect, figure 5.1c. In contrast to BW and narrowband interference
(50/60 Hz), the spectral content of EM and MA noise overlapped with an ECG and extends
to higher frequencies [140]. Therefore removing EM and MA noise is a more involved task.
The ECG is a repetitive signal and signal averaging can be used to reduce MA. However,
this approach is limited to one particular beat morphology and requires many ECG beats.

There is still a need to develop more effective algorithms for MA removal [141, 142].
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Figure 5.1: (a) Baseline wander, (b) electrode movement and (c¢) muscle artifact noise in
an ECG signal.

5.2 Physiological sources

The confounding effects of HR and BR on morphological variability measured in an ECG
were determined on an ECG data set which comprised ten artificial ‘subjects’ described

below.

5.2.1 Artificial ECG database

The methods for measuring MV were tested on artificial ECG signals generated using the
simulator developed by Clifford et al. [77]. The artificial ECGs were generated for a
specified HR, BR and morphology determined by a set of Gaussian coefficients. Twelve

lead ECG data, five minutes in duration, was generated with the lead I being used in the
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analysis. The ECG data generated had a sampling frequency (f;) of 1 kHz and an amplitude
resolution of 16-bits per sample, sufficiently high to limit quantization noise [143]. The
generation of high-resolution ECG enabled evaluating morphological variability on a finer
scale.

A description of how the artificial ECG was generated is given as follows. A cardiac
dipole vector in 3 dimensions was generated, d(t) = x(t).a, + y(t).a, + 2(t).a,. The
x, y and z were time-varying components in the 3 orthogonal directions. The orthogonal
directions were aligned with the axes of the torso and the electrical activity was considered

to be a VCG. The dynamics of the model were given in equation array 5.1,

0 =w,

T )2
T=— Z Od;w AO7 exp[— (207) 1,

07 20"
. ol (AGY)? (5.1)
R

o Gw (A0)?
Z=— Z WAQZ. exp[—w}

i

0 was the cardiac phase and sweeped between [-7,7] for each beat. w (the rate of change
of #) depended on the instantaneous HR, measured in beats per minute (bpm), for the cur-
rent beat () and was computed as w = 27h/60. The instantaneous HR was derived from
the RR interval tachogram. The changes in the a, direction could be written as a sum of
Gaussian functions indexed with ¢ and amplitude <, width b7, located at rotational angle 07
and AGF = (0 — 0 + m)mod(27) — 7. The rotational angle corresponded to when the Gaus-
sian function peaked during the cardiac cycle. The intuition behind these equations was the
variation along each orthogonal direction, assumed to be continuous functions, could be
approximated arbitrarily well with a finite number of Gaussian functions [144]. The dipole
vector coordinates, originally at a baseline or zero mV, were driven above or below the
baseline as they approached the center of the Gaussian functions. This generated a variable

length dipole vector that moved in three-dimensional (3D) space, forming the VCG signal
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along each of the orthogonal x, y and z axes. Moreover, small random deviations could be
added to Gaussian parameters used for generating these vectors to simulate realistic ECG
with inter-beat variability. Two forms of variability affecting the ECG beat were built into
the model so it resembled realistic signals. First, dynamic heart rate variability, where the
instantaneous HR for a given ECG signal could change bidirectionally with a standard de-
viation of 5 bpm between consecutive beat intervals. Dynamic HRV resulted in QT interval
variability in the simulated ECG [145, Fig. 10], where the QT interval was inversely related
to the HR [146, 147].

Second, the breathing effect caused amplitude modulation of the QRS complex and T
wave with a period determined by the HR and BR. In order to explain how breathing was

added to the 12 lead artificial ECG, it could be decomposed as in equation 5.2,

ECG(t) = H.R.A.s(t) + w(t) (5.2)

s(t) was the VCG signal obtained from the cardiac dipole in 3D. w(t) was additive noise.
H was a IR'*3 matrix corresponding to the Dower transform to create 12 lead ECG from
the VCG [148]. A was a IR*** diagonal matrix used for scaling each VCG lead to the
correct amplitude and R was a IR**® matrix that captured changes like the rotation of the
dipole vector in 3D, similar to the breathing effect. /1 captured stationary information like
body conductance and electrode locations. R and A captured short term variation within
the ECG and could vary with time. By varying the rotational angle for each lead in matrix
R according to Givens rotation [149], corresponding periodic amplitude modulation of the
ECG signal was introduced. The amplitude changes due to the breathing effect were added
to each lead on a per sample basis.

The rotational angle for lead X, ®,(n) was varied according to equation array 5.3.
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where n denoted the sample index, p the breathing cycle index, 1/\;(p) and 1/A.(p)
were the duration for inhalation and exhalation periods respectively, «;(p) and x.(p) were
the delays for the inhalation and exhalation in the sigmoidal functions for breathing cycle
p, fs was the sampling rate, f,(p) the breathing frequency in breaths per second and (,
the maximum angular variation for lead X, which was set to 9 degrees. ®,(n) was (,
times the summation over each breathing cycle, a product of 2 sigmoidal functions, one
for inhalation and exhalation each. Due to the behaviour of the product of the sigmoidal
functions, the angle ®,(n) changed with the sample number. It started from zero, rose to
the maximum value at peak inhalation and dropped back towards zero near peak exhalation
in each cardiac cycle. The same procedure was applied for the rotation of leads Y and 7,
¢y = ¢; = (3. Adding the breathing effect in this manner resulted in realistic amplitude
variations in each lead, observed as variation in QRS area and RS amplitude [150]. The
ECG was generated according to equation 5.2. The methodology for the artificial ECG
generation was explained in further detail in the original works by McSharry et al. [145],
Sameni et al. [149] and Clifford et al. [77].

The ECG simulator also had been shown to accurately generate abnormalities such as
TWAs of varying amplitudes [77]. By slightly increasing the amplitude of the Gaussian
functions with index 2 =9, 10 and 11 in equation array 5.1 for every other beat, the affected
T waves were generated with a slightly larger amplitude and artificial ECG with TWAs
could be generated. The code for the ECG simulator was provided as part of the open-
source toolbox [3]. Additionally, external recorded noise available in the noise stress test

database (NSTDB) [138] on PhysioNet was added to the generated ECG. The NSTDB
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comprised three types of noise, i.e. BW, EM and MA. A five-second window of a simulated
ECG with a HR of 80 bpm, BR of 10 respirations per minute (rpm) and TWA amplitude
of 28 1V is plotted in figure 5.2a. Figure 5.2b and figure 5.2c¢ show an enlarged view of
how breathing affected the amplitude of the QRS complex and T wave. The morphological
variability analysis algorithms measured variations due to the periodic modulation of the
ECG beat amplitude and compared them with changes measured in the absence of breathing
affects, at the same heart rate to determine statistically significant differences.

To improve the generalization of our results, 10 ECG signals with different morpholo-
gies were generated. The QRS complexes and T waves had different R peak amplitudes, Q
point, S point amplitudes, T peak amplitudes and shape / QRS axis. Following Clifford and
McSharry [145] and Nemati et al. [52], the morphologies were derived from a variety of
example beats so that the effects of HR and BR leading to elevated MV estimates were con-
sidered over a broad range of potential morphologies. These morphologies were derived
using a least-square fit of Gaussian parameters (in the VCG representation) to subjects in
the Physikalisch-Technische Bundesanstalt database (PTBDB) [151]. The ECGBeatFitter
algorithm, included as part of the Open-Source Electrocardiogram Toolbox (OSET) [78],
was used to perform a least square fit of the amplitude and variance of the expert placed
Gaussian centers to best approximate the VCG. The Dower transform was then applied
to map these beats into the 12-lead representation. Hereafter these 10 ECG morphologies
were referred to as the ‘artificial ECG database’. Five-second windows for each artificial
VCQG, figures A.1 - A.10, and the Gaussian parameters used for generating the VCG sig-
nals, tables A.1 and A.2, could be found in the appendix. For each of these 10 signals,
different HR and BR combinations were analyzed to determine when significant elevations
in morphological variability of the QRS complex and T wave were observed. The process
was repeated for different SNRs to determine at which noise levels the changes observed
remained significantly elevated. Conditions of SNR, HR and BR which led to significantly

elevated MV in a large fraction of the artificial ECG database, were expected to lead to
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Figure 5.2: (a) Plot of a five-second window of artificial ECG at HR 80 bpm, BR of 10 rpm
and TWA amplitude of 28 ;/V. The T waves were assigned to groups A or B, depending on
the beat index. A horizontal line corresponding to the higher amplitude of T waves in group
B without breathing was drawn to observe the TWAs. The breathing signal corresponding
to the envelope of the QRS complex amplitudes was marked with a dashed line. (b) An
enlarged view of the T wave peaks. Breathing modulated the T wave amplitude causing it
to rise above or below the indicated level. The change in amplitude for T waves in group
B caused by the breathing effect was marked in red if it dropped below the given level and
green if it rose above the level during exhalation. (¢) An enlarged view of the envelope
of the amplitudes of the QRS complexes. Breathing affected the amplitudes of the QRS
complexes and T waves. The figure was reprinted from [21] with permission.
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falsely elevated MV in a larger sample population.

5.2.2 Statistical test for evaluating significantly elevated morphological variability

HRs and BRs that caused elevated MV were determined using the statistical test described
as follows. MV due to the combined effect of HR and BR was computed in the ECG
signal with a breathing effect. A significance threshold was computed from a similar ECG
signal with no breathing effect, but had other forms of variability like dynamic HRV and
additive noise affecting the signal morphology. The significance threshold was used to
determine whether the MV measured was significantly elevated than normal in the signal
with breathing effect.

We computed a non-parametric statistic described by Nemati et al. [52], to determine
HR, BR and SNR combinations that caused significantly elevated MV of the QRS complex
and T wave when compared to MV measured in an artificial ECG without breathing effect.
The QRS complexes in the ECG without breathing effect were randomly reshuffled and
the cumulative energy was computed in the band of interest to evaluate the significance
threshold for MVM. The order of the QRS complexes was reshuffled 250 times and each
time the cumulative energy in the band of interest was computed. The 95" percentile of
all 250 energy measurements was the significance threshold. MVM measurements in the
signal with breathing above this threshold were statistically significantly elevated with a
p-value < 0.05. The process is summarized in figure 5.3a and figure 5.3b. The signifi-
cance threshold for MVM evaluation was computed for a given heart rate. The signal with
the breathing effect was not used for estimating the significance threshold as a random
reshuffling of the QRS complexes could cause MV energy due to breathing to spill into the
beat-quency band of interest. To compare MV measured due to breathing to a significance
threshold measured in the absence of breathing, we determined conditions under which
breathing-driven changes would significantly elevate MV compared to MV measured in

the absence of breathing effects.
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Figure 5.3: (a) A flow diagram of the procedure to determine if MVM measured from
a signal with breathing was significantly elevated compared to a significance threshold
estimated from a signal without the breathing effect. (b) The process in the blue box in (a)
of repeatedly reshuffling and estimating MVM to estimate the significance threshold was
illustrated. The figure was reprinted from [21] with permission.

TWAs were analyzed using the algorithm developed by Nemati et al. [52] with TWAs
considered significant at the 5% significance level. The order of the T waves was reshuffled
250 times and the TWA amplitude was estimated after each reshuffle. The 95™ percentile
of the gamma distribution fitted to the TWA amplitude estimates was considered to be
the significance threshold. The significance threshold was estimated from the signal with
breathing. When estimating the significance threshold, the TWA significance test reshuf-
fled the T waves in the original sequence to effectively remove any oscillatory behavior,
except that likely by pure chance. If we repeated this 100 times and observed less than
5 sequences with higher or equivalent MV as the original sequence, then we could say
that the likelihood of observing a true event was 4%, or significant at p < 0.05. Since the
reshuffled sequence was constructed from the original data, it preserved all statistics except

temporal correlations, providing an accurate non-parametric earmarked for the distribution
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of the noise at any given moment. Therefore, estimating the significance threshold for TWA

from a separate breathing free signal was not needed.

5.2.3 Confounding effect of breathing rate, heart rate and noise on morphological variability

in artificial ECG data

ECGs were generated with HRs varying from 40 to 120 bpm in 20 bpm increments and
BRs varying as 0, 4 and 6 - 30 rpm in increments of 3 rpm, for each ECG morphology in
the artificial ECG database. The BR of 0 referred to the signal without a breathing effect.
The QRS complex and T wave MV in the breathing-free signal was due to dynamic HRV
and additive noise. The energy in the signal with breathing measured in a narrow band
around the dominant beat-quency was referred to as MVM,,;,, when analyzing HR, BR and
SNR combinations for their effects on falsely elevated MVM. The dominant beat-quency
was calculated as BR/HR, e.g., for a HR of 80 bpm and a BR of 20 rpm the dominant beat-
quency was 0.25 beats™. If the beat-quency aliased, as for the case of HR 40 bpm and BR
30 rpm, the energy was measured in the energy band around the aliased beat-quency, in this
case 0.25 beats™!. The significance threshold was measured over the narrow band used for
evaluating MVM,;, and was estimated from the breathing-free signal using the surrogate
statistical test, as explained in section 5.2.2.

MVM,;, was computed for the set of HR and BR combinations mentioned above and
compared with the corresponding significance threshold for each of the 10 morphologies
in the artificial ECG database. The fraction of morphologies that had MVM,,, above the
corresponding significance threshold was computed for the specified HR and BR combina-
tions at 10, 15 and 30 dB SNRs. This fraction of morphologies with significantly elevated
MVM,;, were presented as contour plots for HR vs BR for a given SNR in section 5.2.3A.
The results were used to determine the HR, BR and SNR combinations expected to cause
significantly elevated MVM,,, resulting in falsely elevated MVM for a large sample of

individuals.
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Similar to MVM, the HR, BR and SNR combinations that caused false-positive TWA
detection were studied in the artificial ECG database for each ECG morphology. TWAs
were analyzed in 60 beat windows with a 50% overlap. The number of overlapping 60 beat
windows in a five-minute ECG was dependent on HR. Therefore the number of windows
with significant detection was divided by the total number of windows analyzed and called
the false detection rate (FDR). The FDR was our detection statistic for falsely elevated
TWA at a given HR, BR and SNR. The FDR was averaged for each HR and BR combination
across the signals in the artificial ECG database and presented as a filled contour plot for

each SNR in section 5.2.3B.

A. Effects of breathing rate, heart rate and noise on morphological variability magnitude

The fraction of signals in the artificial ECG database with MVM,;,, explained in section
5.2.3, above the corresponding significance threshold are shown in figures 5.4a-c as filled
contour plots. In each plot for a given HR and BR combination, the fraction of artificial
ECGs with significantly elevated MVM,;, was 1 when all ten artificial ECGs had signifi-
cantly elevated MVM,;, and O when none of the signals had significantly elevated MVM,;,
compared to the corresponding significance threshold. The SNR varied as 30, 15 and 10
dB in figures 5.4 a, b and c. HR and BR combinations for which an abnormally large
fraction of at least 8 of the 10 signals had MVM,;, above the corresponding significance
threshold were enclosed by a white dotted contour. A small fraction of signals had signif-
icantly elevated MVM,,, energy for high HRs and low BRs at a SNR of 30 dB. At high
HRs, the changes in ECG amplitude caused by breathing were small between consecutive
beats. The changes caused by breathing were comparable to general morphology changes
between QRS complexes and were not significant. For a SNR of 30 dB, HRs between 60-
80 bpm and BRs between 15-21 rpm caused significantly elevated MVM,; in at least 8 of
the artificial ECGs. These HR and BR combinations were commonly observed in healthy

individuals. For a SNR of 15 dB, for HRs between 60-80 bpm, BRs above 17 rpm caused
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falsely elevated MVM in at least six artificial ECGs. For a SNR of 10 dB, HR/BR pairs of
40/24 and 100/30 bpm/rpm caused falsely elevated MVM in at least eight artificial ECGs.

However, these HR/BR pairs were outside the physiological range of healthy individuals.

B. Effects of breathing rate, heart rate and noise on T-wave alternans

For different SNRs, HR and BR combinations which falsely elevate TWA were determined.
The FDR, explained in section 5.2.3, was computed over a range of HR and BR com-
binations for each signal in the artificial ECG database and averaged for each SNR. The
averaged result was presented as a filled contour plot. For a given SNR, HR, and BR,
the average FDR was 1 when all of the analyzed windows in each artificial ECG had a
significant TWA detection and 0 when none of the signals had significant TWA detection
in any analysis window. For a SNR of 30 dB, figure 5.5a, the false elevation of TWAs
was observed at HR/BR pairs of 60/30 bpm/rpm, 60/15 bpm/rpm and 120/30 bpm/rpm.
The HR/BR of 60/30 bpm/rpm was obvious as the breathing rate was exactly half the HR,
which would induce T wave amplitude modulation with period 2. The HR/BR pair of 60/15
bpm/rpm was not as obvious. When the BR was 1/4"" the HR, the breathing cycle caused
a difference in amplitude between the average even and average odd indexed T wave. This
difference was detected by the MMA method used for TWA evaluation. This observation
was confirmed by the significant number of false elevations at a HR/BR pair of 120/30
bpm/rpm. For a SNR of 15 dB, figure 5.5b, there was false elevation of TWA observed
at a HR/BR pair of 60/30 bpm/rpm. At a SNR of 10 dB, figure 5.5c, the signal was too
noisy for reliable TWA detection. For each SNR, HR and BR combinations, which caused
significant false TWA detection in at least 40% of all analyzed windows, were enclosed by

the dotted white contour in the respective plot.
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Figure 5.4: For different HR, BR and SNR combinations, MVM,,,, section 5.2.3, was
measured in each signal in the artificial ECG database. For each SNR, the fraction of
10 signals with significantly elevated MVM,;, compared to the corresponding significance
threshold were plotted for HR versus BR. The white dotted contour encloses HR and BR
combinations which caused significantly elevated MVM,, in at least 8 of the 10 signals
in the artificial ECG database. (a) For a SNR of 30 dB, low HRs and high BRs resulted
in significantly elevated MVM,, for a large fraction of signals. (b) For a SNR of 15 dB,
HR/BR pairs in a healthy individual’s physiological range, i.e. 60/15, 60/18, 80/18 and
80/20 bpm/rpm caused significantly elevated MVM,, in at least 6 artificial ECGs. (c) For
a SNR of 10 dB, HR/BR pairs outside the physiological range of healthy individuals, i.e.
40/24 and 100/30 bpm/rpm, caused significantly elevated MVM,,, in a large fraction of
signals.
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Figure 5.5: The FDR for TWA, explained in section 5.2.3, was computed for each signal in
the artificial ECG database over a range of HR and BR combinations for a given SNR. The
FDRs were averaged across the 10 signals for each SNR and presented as a filled contour
plot for HR versus BR. (a) The average FDR was measured at a SNR of 30 dB. Falsely
elevated TWAs were observed for HR and BR pairs of 60/30 bpm/rpm, 120/30 bpm/rpm
and 60/15 bpm/rpm. (b) The average FDR was measured at a SNR of 15 dB. Falsely
elevated TWAs were observed at the HR and BR pair of 60/30 bpm/rpm. (c¢) The average
FDR was measured at a SNR of 10 dB. Falsely elevated TWAs were not observed for any
HR and BR pair suggesting the signal was too noisy for reliable TWA detection. In each
figure, a white dotted contour enclosed HR and BR combinations which falsely elevated
TWA detection.
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5.2.4 Confounding effects of BR when measuring morphological variability in arterial

blood pressure

A drop in systolic blood pressure during inspiration is observed in normal individuals [152].
During the inspiration the decrease in pressure in the chest cavity results in an increase in
venous return causing an increase in pressure in the right ventricle. Since more blood
remains within the lungs during inspiration their is a resultant drop in the systolic blood
pressure. In diseases like ‘tamponade’, their is external pressure built on the right ventric-
ular wall which results in an increase in pressure on the ventricular septum instead of the
right ventricular wall. This causes a decrease in the left ventricle filling and stroke volume,
which results in a much lower systolic blood pressure. A drop in systolic blood pressure
of greater than 10 mm Hg is associated with ’pulsus paradoxus’. In pulsus paradoxus, a
greater confounding effect of respiration can be expected when measuring MV of ABP

[153, 154].

5.2.5 Confounding effects of HR when measuring morphological variability in

photoplethysmogram

The heart rate confounds slope based features measured from the PPG waveform. The AR
and MR were determined to be positively correlated with the HR. The AF and the MF were
observed to be negatively correlated with the HR. Scatter plots of the MF and MR against

HR for a control individual are given in figure 5.6a and figure 5.6b respectively.
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Figure 5.6: The dependance of slope based features derived from photoplethysmogram
waveforms on heart rate is illustrated. (a) The maximum rate of fall during the PPG wave
downstroke is negatively correlated with the heart rate. (b) The maximum rate of rise
during the PPG wave upstroke is positively correlated with the heart rate. The figure was
reproduced from [21] with permission.

5.3 Framework for mitigating noise and confounding factors

The additive noise from external sources was handled as follows. For each ECG signal
the baseline wander was removed using the median filter implemented by De Chazal et al.
[129]. When evaluating MV over the human ECG data, after baseline wander removal the
signal was passed through a SQI package [126] to ensure morphological changes measured
were minimally affected by noise. Figure 5.7 illustrates how the SQI of the ECG signal
dropped as it became noisier. For the clean signals, fiducial points were detected by the
automatic fiducial point detection algorithm developed by Martinez et al.. Details on the
preprocessing of the ECG signal to account for noise were added to section 4.3.1.
Possible mitigation strategies of accounting for confounding from physiological sources
included discarding ECG windows determined to be significantly affected by the effects of
HR and BR. Section 5.4.1 explained the analysis performed on individuals from the NSR
database on PhysioNet, to determine the fraction ECG windows in channel 1 of the entire
database significantly affected by the effects of HR and BR. A simple approach could be to

correct MV measurements for BR and HR, similar to QT interval correction for heart rate
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Figure 5.7: A five-second window of simulated ECG with SNRs of 30,15,10 and 5 dB is
plotted in subplots (1), (i), (ii1) and (iv) respectively. The signal quality index for each
signal is also given as the y-axis label for each plot. For each subplot, the y-axis is plotted
as amplitude in mV. The x-axis is plotted as time in seconds.

[155]. Simulations can be used to determine the relationship between BR, HR, breathing
signal amplitude and the MV measurements. The MV measurements expected due to BR
and HR effects can be subtracted from the MV measurements made from the actual ECG
signal being analyzed. This approach is somewhat ad hoc, though. A more principled, but
data-intensive approach could be to measure the breathing rate and heart rate in ECG win-
dows and present them to the prediction model (with the MVM and TWA measurements)
as independent parameters at the time of training. In this way, the model will learn to adjust
the decision boundary for the effect of BR and HR on non-pathologically elevated TWA
and MVM, for a given population. Section 5.4.2 explained the analysis where a previously
published metric MVByg, [30] was evaluated on ECGs from individuals with and without
PTSD. Adding HR and BR as independent predictors to the model resulted in an increase
in classification AUROC. HR and BR can also affect the MV measured in ABP waveform.
Strategies similar to those used when evaluating MV in ECG can also account for HR and

BR effects when computing MV in ABP.
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When evaluating changes in slope based features from the PPG waveform, the con-
founding effects of HR can be negated by resampling each wave to a fixed length. The
PPG waveform can be normalized to unit amplitude before feature computation, to account

for variability in signal amplitude between different PPG acquisition devices.

5.4 Evaluating the effects of heart rate and breathing rate on morphological vari-

ability of ECG

Section 5.2.3 explains how the morphological variability measurement algorithms were
applied to the artificial ECG database to determine HR and BR combinations, at a given
SNR, that led to elevated MV of the QRS complex and T wave.

Once HR, BR and SNR combinations that led to artificially inflated MV had been deter-
mined, MV was evaluated in the NSR ECG database on PhysioNet [20], section 5.4.1. The
fraction of analyzed windows with elevated MVM and TWA due to the combined effects
of HR and BR was computed. The fraction of windows with TWAs above a critical thresh-
old of 47 'V was computed, before and after accounting for analysis windows expected to
have elevated MV due to HR and BR. The procedure was explained in section 5.4.1. The
methods used to evaluate the classification between individuals with and without PTSD

using MVByy, HR and BR were described in detail in section 5.4.2.

5.4.1 Normal sinus rhythm ECG database

We tested our algorithm on data acquired from the NSR database on PhysioNet [20, 156].
The database contained two-channel ECG for each of 18 subjects sampled at 128 Hz. Each
recording was approximately 24 hours in duration from healthy individuals, including 13

women, between the age of 20 and 50, and 5 men, between the age of 26 and 45.
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A. Analysis

We used channel 1 of ECG for each subject in our analysis. ECG data for each subject
was upsampled to 1 kHz before analysis. For MVM analysis, non-overlapping five-minute
windows in the ECG with a high SQI value were analyzed. Analyzing windows with a high
SQI avoided measuring any erroneously elevated MVM due to noise and allowed accurate
measurement of HR and BR for each window. TWA detection was considered significant
after computing the non-parametric statistic, described in section 5.2.2. The significance
threshold estimated by the non-parametric statistic was adaptive with respect to the level of
noise in the ECG. A noisy ECG led to estimating a higher significance threshold, reducing
the chance for a significant TWA detection. As mentioned in section 5.2.2, TWAs evaluated
on the NSR ECG database were considered to be significant at a 5% significance level.
To accurately estimate the distribution of noise at any instant for MVM using the non-
parametric statistic, the QRS complexes’ sequence needed to be reshuffled to remove any
oscillatory behavior and temporal correlations except those likely due to random chance.
The sequence of QRS complexes needed to be reshuffled to prevent oscillatory behavior
in the original sequence in every 2-7 beat band from reappearing in the every 2-7 beat
band after reshuffling. The application of the non-parametric statistic for MVM was more
involved than for TWAs, which measured variability in the T wave strictly over a period of
two beats. The SQI was considered a standard for rejecting noisy ECG analysis windows.
Previous works that used SQI to reject noisy ECG windows in their MV analysis included
Liu et al. [30]. For TWAs, the analysis was conducted on windows with HRs below 120
bpm since TWAs measured at high heart rates could also be falsely detected due to the
effects of breathing. For MVM and TWA analysis, the fraction of analyzed windows with
MYV significantly affected by HR and BR was computed. Since windows with a high SQI
were analyzed, the HR and BR could be reliably measured. The HR and BR combinations
causing elevated MV at a SNR of 30 dB, enclosed by the white dotted contour in figures

5.4a and 5.5a, were used for determining the affected windows. The BR in each analysis
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window was estimated using open-source software by Charlton et al. [76]. The following
method, which was reported as measuring breathing rate most accurately from the ECG
was used. Specifically, the breathing signal was estimated in each analysis window from
the variation in baseline, amplitude, and frequency of the ECG (mean amplitude of Q point
and proceeding R-peak, R-peak amplitude and RR interval time series) [76]. For each of
these three estimated breathing activity sources, the breathing rate was determined using
the ‘Count-Orig’ method described by Schafer er al. [157], explained as follows. Each
breathing signal estimate was bandpass filtered with a 10th order Butterworth filter, with
a passband of 0.1 - 0.5 Hz. The local maxima and minima were then determined in this
filtered signal. A threshold level was defined as 0.2 x 75th percentile of all maxima ordinate
values. Each breathing cycle was considered to have begun and ended at consecutive local
maxima above this threshold level. A breathing cycle was considered valid if there was
only one minimum below zero and no other extrema between the maxima initiating and
terminating the breathing cycle. The breathing frequency was estimated from the reciprocal
of the average length (in seconds) of all valid breathing cycles. Each breathing rate estimate
from each of the three sources (baseline, R-peak amplitude and RR interval time series)
was fused using an averaging approach per Karlen er al. [158] to obtain a breathing rate
estimate for the analysis windows. The HR was computed as the reciprocal of the median
R peak to R peak interval in seconds in each analysis window divided by 60. For TWA
analysis, the fraction of analyzed windows above a ‘critical’ threshold was reported, before
and after correcting the effects of HR and BR. The corrected fraction of analyzed windows
was computed by discarding data windows with TWA significantly affected due to HR and
BR - see figure 5.5a. Following Verrier et al. [96], we chose a critical threshold of 47
wV. This allowed us to demonstrate how TWA measurements may be falsely detected at

elevated levels associated with poor health outcomes when impacted by these factors.
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B. Results

The fraction of MVM and TWA windows significantly affected by HR and BR were
66.76% and 8.33% respectively. The results suggested a significant part of the data had
MYV confounded by the effects of HR and BR. As noted in section 5.4.1, TWA presence
and magnitude was estimated in analysis windows with HRs less than 120 bpm. The frac-
tion of significant TWA amplitudes above 47 1V before and after adjusting for HR and
BR were 1.75% and 1.34% respectively. The fraction dropped after adjustment indicating
HR and BR effects could falsely inflate TWA amplitudes to elevated levels associated with

poor health outcomes. TWAs above a threshold of 47 1V were predictive of SCD [96].

5.4.2 Post-traumatic stress disorder ECG database

The PTSD database consisted of 32 individuals with PTSD and 179 controls with no history
of PTSD. Each individual had a 12 lead Holter ECG recording approximately 24 hours in
duration. Increased levels of stress were reported to be correlated with increased MV of
the ECG [11, 12], therefore PTSD individuals were expected to have elevated MVB of the
ECG compared to controls. MVB was evaluated for each individual in the PTSD database
for each analyzable non-overlapping 5-minute window in each lead. For each individual,
the 90" percentile computed for the MVB measurements (MVBy) in each lead, in addition
to the HR and BR estimate for the corresponding window, was used as a feature to perform
classification between the individuals with and without PTSD. The previously published
MVBy, metric [30] was evaluated to determine if adding HR and BR as features led to an

expected increase in classification performance.

A. Analysis

The MVB was measured for each non-overlapping 5-minute window, determined to be
analyzable using the SQI algorithm, in each lead. For each lead, the MVB value closest

to MVBg, was considered as a feature to classify individuals with and without PTSD. HR
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and BR were added as additional features and it was hypothesized adding these features led
to an increase in the classification performance. HR was estimated as described in section
5.4.1. BR was estimated using the ‘Count-Orig’ method applied to the breathing signal
estimated from the amplitude changes. The fused estimate was evaluated when the BR
estimate from each amplitude, frequency and baseline variation was close. It was therefore
missing in a few of the windows for which MV By, was included as a feature. Ten-fold CV
with a logistic regression classifier was used to evaluate each feature set’s performance.
Thirty-two control individuals were randomly sampled from the whole group of controls
to create a balanced dataset of PTSD and control individuals for performing classification.
The process of sampling controls and performing classification was repeated eight times,
and the average AUROC was reported. The average AUROC was reported for classification
performed using MVBy, separately and MVBg,, HR and BR combined. The distribution of
AUROC: for classification with MVBg,, HR, BR was compared to that with MVByg, only.
Classification was performed with the average HR and average BR for each individual to

determine if the features were independently predictive of PTSD.

B. Results

The highest average AUROC, across leads, evaluated using MVBy, in lead II as a fea-
ture was 0.54, with PTSD individuals having higher MVBy, than controls in lead II. After
adding the HR and BR estimated for each corresponding analysis window, the average
AUROC increased to 0.62. The results suggested that adding HR and BR as additional
parameters improved separation between the PTSD and control individuals, compared to
when independently using MVByg, for classification. The distribution for eight repeated
AUROC:s evaluated using MVByy, HR and BR was significantly higher than that evaluated
using MVBy, only with a p-value < 0.05. The two-sample Kolmogorov-Smirnov test was
used to determine a significant difference. Classification using the average HR and average

BR yielded eight repeated average AUROCsSs of 0.53 and 0.48 respectively, suggesting both

66



features were not independently predictive of PTSD.

5.5 Discussion

Our study shows, for the first time, the need to consider BRs in addition to HRs and SNR
when measuring MV. Other studies have used alternative methods to exclude confounding
observations, (notably using high heart rate thresholds or statistical rejection techniques)
but do not explicitly consider breathing. Nearing et al. measure MV in T waves in an
alternating pattern and only exclude analyses at high heart rates [71]. Nemati ef al. add a
non-parametric statistical significance test to reduce the false positive detection based on
noise, but this method does not consider breathing effects [52]. However, their work does
consider the effect of heart rate on TWA and they notice a paradoxical rise in TWA during
sleep / at low heart rates, which can be explained by the confounding effect of breathing
[159]. Liu et al. measure MV of the entire ECG beat including the QRS complex and the
T wave in a non-alternating pattern, and use a signal quality index (developed by Li and
Clifford and published in [3, 160]) to reduce any false-positive detections of elevated MV
due to noise [30]. Similar to other studies, they also ignore breathing effects, or rather,
these are implicitly captured in the analysis and may even dominate the metric. Our work
demonstrates significant effects on MV of ECG due to breathing (at specific HR’s and
SNR’s) and therefore highlights an important gap in previous work, which may well have
included false triggers related to breathing rate, heart rate and noise. Such covariance
between HR, BR and condition/outcome often differs between populations and can lead to
false conclusions, both positive and negative.

Our findings are consistent with previous literature that demonstrates alterations in QRS
complex and T wave morphology with breathing [161] and heart rate variability [162].
These morphological changes in the QRS complex and T wave correlate with those in
MVM and TWA, respectively. Breathing causes changes in chest impedance and the po-

sition of the heart with respect to the ECG electrodes, both of which lead to amplitude
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modulation of the QRS complex and T wave [163]. Moody et al. build upon these prin-
ciples and estimate the breathing signal from QRS complex amplitude modulations due to
breathing [161]. For TWA, false positives are observed when the ratio of the heart rate and
breathing rate is a factor of 2. For these heart rate and breathing rate pairs, the T wave
amplitudes are modulated so that there is a significant difference in amplitude between av-
erage even and average odd indexed beats being analyzed. It is important to note these
HR and BR combinations will not necessarily cause false positive detection for other TWA
detection algorithms. For example, the spectral method [96] will only detect falsely ele-
vated TWAs at HR to BR ratios of 2, since variability with periods 4, 8, ... are measured
at the separate frequency intervals 0.25, 0.125, ... Hz respectively. Increased false-positive
detection of MVM is detected for low heart rates and high breathing rates. Under these
conditions, there is higher beat-to-beat variability measured in the beat-quency domain.
Situations in which false-positive elevations occur are plausible. As shown in figures 5.4a
and 5.4b, many elevations in MVM occurred at breathing rates and heart rates that are con-
sidered physiologically normal, including 12-20 rpm and 60-80 bpm. For TWA, breathing
rate and heart rate pairs of 15 rpm and 60 bpm or 20 rpm and 80 bpm are likely a com-
mon occurrence. There is a greater confounding effect in MV observed at high values of
SNRs for both QRS complexes and T waves, figure 5.4 and figure 5.5 respectively. The
confounding effect of heart rate and breathing rate are observable in MV for SNRs above
15 dB. For lower values of SNR, the effects of breathing are less apparent. Nonetheless,
these signals are more likely excluded from analysis because of poor quality.

These findings are subject to certain limitations. First, our findings are based on simu-
lated ECG data and normal patients. Although this may be thought of as a limitation, it is a
necessary step in defining a ground truth and produces an extensive analysis. Experiments
are performed on realistic simulated ECG with dynamic heart rate variability and breathing
effect built into the model. Notably, the ECG morphologies are derived from signals in the

PTBDB on PhysioNet. These signals are considered to be the gold standard, to determine
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conditions of HR and BR expected to cause false-positive detection of MV on a larger sam-
ple size. The analysis was performed for different SNRs to determine how noise affects the
rate of false-positive detection. Also note that experiments are then performed on real data
from the NSR database, and the existence of ‘natural’ T Wave Alternans is significantly
reduced in this normal population, casting doubt on the notion of such non-pathological
variability.

Future studies need to consider adjusting for breathing rate and heart rate when measur-
ing MV. Currently, when evaluating TWAs, MV measurements are corrected by removing
windows significantly affected by HR and BR, thus resulting in data loss that may cause a
bias itself.

To investigate the effect of HR and BR as features in addition to MVB, a cohort of
individuals with and without PTSD is analyzed. The addition of HR and BR to MVBy, as
features for classifying PTSD individuals from controls results in a 8% increase in average
classification AUROC. Although the database’s size is limited, with only 32 individuals
with PTSD, the results encourage and motivate investigation on a larger balanced database
with a higher number of patients. Both average HR and BR independently are not predictive
of PTSD.

The study aimed to improve methods for calculation of MVM and TWA by closely ex-
amining the extent to which BR coupled with HR and noise may artifactually inflate results
and falsely indicate increased arrhythmic risk due to cardiovascular disease. By doing so,
we may underscore the importance of evaluating breathing separately and recognize its po-
tentially independent effects in classifying arrhythmia risk. This is particularly important
when considering interventions focused on the heart versus lungs, for example. To facil-
itate further examination of this paradigm, we also provided an open-source toolbox that
has been stress tested to accurately measure morphological variability in realistic simulated
ECG under varying amounts of noise. This toolbox will allow others to repeat the work

presented here and examine new data for the confounding factors of HR and BR [3, 160].
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CHAPTER 6
APPLICATION OF NOVEL MORPHOLOGICAL VARIABILITY ANALYSIS
FRAMEWORK TO ECG IN A PTSD POPULATION

6.1 Benchmarking the MVM algorithm on a public database

Before application to the PTSD data, the MVM algorithm is benchmarked on the NSR,
CHF and SCD databases on Physionet [20]. Based on the severity of the heart disease
the MVMy, metric was expected to be lowest in the individuals with NSR, followed by
the CHF database and individuals in the SCD database having the highest MVMy,. The
distributions of MVMy, measured in channels 1 and 2 of each database are plotted in figures
6.1a and 6.1b, respectively. For channel 1, MVMy, was significantly elevated in the CHF
and SCD groups compared to the NSR groups with a p-value < 0.001. In channel 2,
MVMy, was significantly elevated in the CHF and SCD groups compared to NSR with
p-values of < 0.05 and < 0.001, respectively. The MVMy, in channel 2 was significantly
elevated in the SCD group compared to the CHF group with a p-value < 0.05. The two-
sided Wilcoxon rank-sum test was used to test for significant differences. The parameters
for the distributions were consistent with expected results. It is to be noted channel 1 was
less affected by external noise. Hence a greater number of individuals were analyzed in

channel 1.

6.2 Morphological variability of ECG in a population with or without a history of
PTSD

6.2.1 Data

The data was acquired from 233 male individuals with an average age of 67.49 £ 2.54

years. The records were divided into 33 active/current PTSD, 21 recovered from/past PTSD
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Figure 6.1: The natural log of the distributions for MVMy, in normal sinus rhythm, conges-
tive heart failure and sudden cardiac databases on Physionet is plotted [20]. Distributions
that are significantly elevated compared with the NSR distribution with a p-value < 0.05
are indicated with a * and p-value < 0.001 are indicated with ***. (a) Channel 1. (b)
Channel 2.

individuals and 179 controls. Control individuals were age-matched with the individuals
with a history of PTSD. The PTSD status of individuals was determined using the CAPS-5
clinical score [155]. Twelve lead Holter ECGs, sampled at 128 Hz, were recorded for each
individual. The minimum amplitude resolution for the recordings was 3.2 V. The average

duration of the recordings was 28.08 4 1.72 hours.

6.2.2 Statistical Analysis

The distributions of MVMg,, mean significant TWA in each lead and HRV features were
compared between the current PTSD, past PTSD and control groups. The Mann-Whitney
U-test was used to test for statistical significance when comparing with the past PTSD
group. Given the low number of individuals in the past PTSD group, a non-parametric test
was used. The two-sample t-test was used to compare the current PTSD with the control
group. The current PTSD group was expected to have elevated MV in the ECG compared

to past PTSD and control individuals. P-values < 0.05 were considered to be statistically
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significant.

6.2.3 Classification

The classification was performed using linear discriminant analysis (LDA). HRV based
features were used separately and in combination with MV features for classification. The
log was computed for all features before training the classifier. The 0 values were assigned
the minimum value observed for each feature. Taking the log caused the distribution of
each feature to be less skewed and improved the classification performance of the LDA
classifier.

When classifying with LDA, HRV and MV based features were determined using the
wrapper method explained in figure 6.2. In the outer loop, 10-fold CV was performed on
the data to evaluate the performance of the main classifier. In the inner loop, the training
data for each outer loop iteration was used for feature selection. Backward sequential
feature selection with 5-fold CV was used to find the optimal number of features ‘N and
the associated feature set, for training and testing the main classifier. Ny was varied as 20,
15, 10, 8, 6, 4 and 2. Rad et al. adopted a similar method for determining the optimal
feature set for their classification task [164].

The above-mentioned nested CV procedure was repeated 8 times to sufficiently sample
from the control group. The data in the outer loop was repartitioned for each repetition, us-
ing a stratified split into training and test data. The frequency of a feature training the main
classifier was stored and used to judge the importance of HRV and MV-based features for
classification. The average 10-fold CV AUROC and feature importance after 8 repetitions

were reported for each classification task.

Classification tasks

Classification between the current PTSD or past PTSD and current PTSD or control groups

was performed. HRV features were considered independently and combined with MV fea-
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Figure 6.2: The nested cross validation algorithm used to evaluate the classification using
HRYV and MV features.

tures when evaluating the classification performance of a LDA classifier. HRV features
were known to differentiate between individuals with and without PTSD. The goal of the
experiment was to determine if including MV features improved this classification. Also,
classification was performed between current PTSD and past PTSD individuals. The liter-
ature on a comparison between these groups was less common. A quantitaitve comparison
was performed for HRV and MV features evaluated for past PTSD individuals compared

to current PTSD and control individuals.

6.3 Results

6.3.1 Classification

Table 6.1 gives the average 8-repeated 10-fold CV AUROC for classification as current
PTSD or past PTSD and current PTSD or control. The classification was performed using
only HRV features and after combining MV features with HRV features. An improve-
ment in the average AUROC was observed for each classification task after including MV

features in addition to HRV features. A greater improvement of 10% was observed for clas-
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sification as current PTSD or past PTSD after including MV features. For the classification
as current PTSD or past PTSD, 10 features were most frequently selected to train the main
LDA classifier in the outer loop. The top 15 features based on the frequency of selection
were added to table 6.2. Adding the mean significant TWA amplitude measured in leads V1
and V4 improved classification results. For the classification as current PTSD or control
individuals, 15 features were most frequently selected to train the main LDA classifier. The
top 15 features based on the frequency of selection were added to table 6.3. Adding the
MVMy, measured in leads III and aVF, and the mean significant TWA measured in lead II
resulted in a 5% increase in classification performance.

For classifying current PTSD and controls, features like AC and LF were previously
reported as being informative. NN,,4c Was expected to be lower in individuals with PTSD
as they had higher resting heart rates compared to control individuals. MV features, i.e.
MVM and TWA, measured from the ECG were expected to be higher in individuals with
PTSD compared to controls, thereby improving the classification. NNjgr, DC and SDNN
were informative in classifying current PTSD from past PTSD individuals. These results
were consistent with previous findings [4, 25, 11, 12, 89].

The strongest set of features based on the mode of the N; distribution was used to train
a LDA model and evaluate the classification performance. The top 10 features in table 6.2
were used to classify current and past PTSD individuals. Each feature could be selected at
most 80 times. The average 8-repeated 10-fold CV AUROC for this classification is 0.84,
see table 6.1. Similarly, the top 15 features in table 6.3 were used to classify current PTSD

and control individuals, achieving an AUROC of 0.74.

6.3.2 Computational biomarkers for tracking PTSD status

The following section analyzes the distribution of the MV and HRV features measured in
the current PTSD, past PTSD and control individual groups. The ranges of the features

were compared between the groups to determine how well PTSD status could be tracked
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Table 6.1: The average AUROCS for the classification performance of a LDA classifier
trained using HRV and MV features are listed. Combining both sets of features resulted in
improved performance. The average AUROC is listed when only HRV features were used
for training and HRV in combination with MV features were used.

Current PTSD vs. Past PTSD | Average 8-Repeated 10 Fold CV AUROC =+ ¢*
HRV 0.60 £ 0.08
HRV + MV 0.70 £ 0.06
Suggested Classifier 0.84 + 0.04
Current PTSD vs. Controls Average 8-Repeated 10 Fold CV AUROC =+ o>
HRV 0.62 + 0.05
HRV + MV 0.67 = 0.05
Suggested Classifier 0.74 £ 0.04

Table 6.2: The importance of HRV and MV features in terms of frequency of selection is
listed, when performing classification between current and past PTSD individuals.

Feature | N | Feature N | Feature | N

NNior 54 | SDNN 38 | LF 32
HF 52 | DC 36 | ULF 28
NNgew | 52 | TTLPWR | 36 | TWAy; | 28
TWAy, | 43 | LE/HF 35 | AC 27
VLF 38 | TWAvy, 35 | MVMysg | 26

using these features. The hypothesis was each feature would be closest to normal in the
control individuals and the deviation from normal would be highest in the current PTSD
individuals. The values of the features for past PTSD individuals were expected to lie in
between the current PTSD and control individuals. It is important to note the MVM and
HRYV features were measured over a shorter time duration, i.e., 5-minute and 10-minute
windows, respectively. In contrast, the mean significant TWA amplitude was averaged
over the entire Holter ECG recording, approximately 28 hours.

Table 6.4 lists the 25", 50" and 75" percentiles for the distribution of HRV features
measured in the current PTSD, past PTSD and control individuals. When comparing to
control individuals, the NNygiance; NNigr, SDNN, TTLPWR and DC were observed to
be significantly lower in the current PTSD individuals with a p-value < 0.05. Frequency
domain features other than HF, mean, mode and median of the NN intervals were also ob-

served to be lower in the current PTSD individuals however the difference was not statisti-
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Table 6.3: The importance of HRV and MV features in terms of frequency of selection is
listed, when performing classification between current PTSD and control individuals.

Feature | N | Feature N | Feature | N

NNmode 64 NNmean 46 NNvariance 37
NNiedian | 62 | TTLPWR | 45 | MVM; | 36
LF/HF 57 | RMSSD | 45 | TWAR 36
AC 49 | HF 42 | ULF 34
VLF 48 | LF 40 | MVM,vr | 33

cally significant. The LF/HF ratio was significantly lower in the current PTSD individuals
than past PTSD individuals with a p-value < 0.05. When comparing the ranges of features
across the 3 groups, the median of NN;ean, NNimode> NNiedians NNvariances SDNN, ULF, VLF,
LF and TTLPWR were observed to be the highest in the control individuals followed by the
past PTSD individuals and lowest in the current PTSD individuals. These results suggested
PTSD status could be tracked using computational biomarkers for HRV.

Table 6.5 lists the 25", 50" and 75™ percentiles for the distribution of MVMy, measured
in each of the 12 Holter ECG leads. MVMy, in leads V2, V5 and V6 was significantly el-
evated in current PTSD compared to control individuals with a p-value < 0.05. For lead
V2, MVMy, was significantly elevated in current PTSD compared to past PTSD individ-
uals with a p-value < 0.05. For lead aVE, MVMy, was significantly elevated in current
PTSD compared to control individuals with a p-value < 0.01 and past PTSD individuals
were significantly elevated than control individuals with a p-value < 0.05. These results
suggested MVMy, was highest in current PTSD individuals followed by past PTSD indi-
viduals and lowest in the controls. Thus MVMy, could also be used to distinguish between
the 3 different PTSD states.

The 25%, 50" and 75" percentiles for the distribution of mean significant TWA am-
plitude, measured as explained in section 4.2.1, for each analysis group are listed in table
6.6. The mean significant TWA amplitude in the current PTSD group was significantly
elevated than the control group in lead V4 with a p-value < 0.05, leads II, III, V3 with a

p-value < 0.01 and leads aVF, V5, V6 with a p-value < 0.001. Current PTSD individuals
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Table 6.4: The 25" (Q1), 50" (median) and 75" (Q3) percentiles for the distributions of the
heart rate variability features measured in the current PTSD, past PTSD and control groups
are listed. Features indicated with a * were significantly lower in the current PTSD group
when compared to the past PTSD group with a p-value < 0.05. Features indicated with a
T were significantly lower in the current PTSD group when compared to the control group
with a p-value < 0.05.

Feature Median [Q1, Q3]
Past PTSD (21)

64.06 [48.73, 83.79]

Current PTSD (33)
54.69, [33.11,72.07] }

Controls (179)
63.28 [50.00, 82.81

NNigr (ms)

SDNN (ms) 46.78 [29.51, 72.84] t 52.86 [44.80, 66.83] 61.98 [49.48, 76.85]

LF (ms?) 391.96 [158.91, 1161.28] 746.54 [431.40, 1238.95] 788.67 [446.63, 1209.54]
AC (ms) -10.42 [-15.14, -7.73] -12.11 [-13.44, -9.80] -11.51 [-16.38, -8.64]
DC (ms) 9.51[6.02, 12.58] } 11.19 [8.98, 13.86] 11.05 [7.80, 14.80]
LF/HF 1.61[0.77,2.60] * 3.16 [1.82, 4.37] 2.73[1.37,4.63]

NN mean (7715)
NNmedian (777,8)
NNnode (M)
NNvariance (TTLS‘Z)

990.28 [875.55, 1122.83]
1000.00 [889.26, 1131.35]
1000.00, [887.11, 1105.47]
2401.39, [923.24, 5665.37] t

1008.54 [910.23, 1069.19]
1029.69 [913.67, 1078.52]
1029.69 [915.67, 1087.50]
2965.17 [2164.09, 5346.31]

1056.96 [ 945.99, 1164.46]
1067.77 [951.56, 1164.84]
1074.80 [964.06, 1176.56]
4491.99 [2783.18, 6164.14]

NNkew -0.61 [-1.58, -0.20] .0.87 [-1.57, -0.44] -0.87 [-1.25, -0.43]

NNiurt 4.70 [3.65, 8.09] 4.55[2.97,5.70] 4.92[3.76, 6.87]

RMSSD (ms) 31.52[17.95, 46.20] 25.60 [20.48, 34.22] 28.12 [23.21, 41.56]

pnn50 0.06 [0.01, 0.17] 0.04 [0.02, 0.09] 0.06 [0.03, 0.16]

ULF (ms?) 258.31 [82.38, 742.99] 428.45 [181.66, 1172.36] 442.80 [182.08, 862.59]
VLF (ms?) 1251.74 {458.12, 2731.37] 1429.75[931.41, 3222.99] | 2462.21 [1392.52, 3610.84]
HF (ms?) 353.20 [93.00, 601.46] 208.48 [115.57, 441.92] 289.22 [132.69, 557.76]
TTLPWR (ms?) | 2531.32[1077.46, 5786.99] | 2953.81 [2237.75, 5561.45] | 4464.26 [2961.70, 6293.46]

Table 6.5: The 25", 50" and 75" percentiles for the distribution of the natural log of
MVMy in the current PTSD, past PTSD and control groups are listed. ECG leads with
significantly elevated MVMy in the current PTSD group compared with the past PTSD
group were indicated with * for a p-value < 0.05. Leads with significantly elevated MVMy,
in the current PTSD or past PTSD group compared to the control group were indicated with
a T for a p-value < 0.05 and 17 for a p-value < 0.01.

In(Median MVMy,) (In(beats))[Q1, Q3]

ECG lead | Current PTSD Past PTSD Control

| -11.59 [-12.17, -10.75] -12.14 [-13.79, -10.35] | -11.91 [-12.87, -10.79]
IT -11.77 [-13.44, -10.59] -11.61 [-12.74, -10.86] | -12.08 [-12.77, -10.94]
111 -10.44 [-11.55, -9.38] -10.39 [-11.11,-8.92] | -10.13 [-11.32, -8.85]
aVR -10.19 [-14.24, -8.47] -9.35 [-14.70, -7.77] -10.13 [-14.04, -9.00]
aVL -9.74 [-11.61, -8.40] -90.38 [-11.48, -8.42] -10.18 [-11.23, -8.62]
aVF -11.06 [-12.84, -9.95]t1 | -10.43 [-11.79, -9.38]1 | -11.44 [-12.20, -10.16]
\! -9.70 [-12.74, -8.28] -11.24 [-11.63, -10.23] | -10.80 [-12.59, -8.44]
V2 -10.32 [-13.18, -8.82]* t | -12.30 [-13.63, -11.53] | -12.16 [-13.48, -10.33]
V3 -11.20 [-12.74, -9.60] -11.55[-13.35,-9.24] | -12.05 [-13.17, -10.55]
V4 -11.83 [-13.52, -10.36] -12.02 [-13.16, -10.98] | -12.33 [-13.32, -11.21]
V5 -12.34 [-13.59, -10.85]1 | -12.00 [-13.46, -10.57] | -12.50 [-13.32, -11.52]
Vo6 -11.85 [-13.53,-10.06]1 | -11.34 [-12.64, -10.59] | -11.89 [-12.84, -10.83]
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Table 6.6: The 25", 50" and 75" percentiles for the distribution of mean significant TWA
in the current PTSD, past PTSD and control groups are listed. ECG leads with significantly
elevated mean TWA in the current PTSD and control groups compared with the past PTSD
group, were indicated with * for a p-value < 0.05 and ** for a p-value < 0.01. ECG leads
with significantly elevated mean TWA in the current PTSD group compared to controls
were indicated with | for a p-value < 0.05, {1 for a p-value < 0.01 and 1 t T for a p-value

< 0.001.

Median mean TWA (1/V) [Q1, Q3]
ECG lead | Current PTSD Past PTSD Control
I 0.87 [0.54, 1.27] 0.6210.37,0.88] | 0.83[0.62, 1.17]*
II 1.74 [1.20, 2.70]* t1 1.20[0.85, 1.76] | 1.67 [1.20, 2.12]*
111 1.55[1.17,2.51]}¢ 1.220.71, 1.81] | 1.57 [1.12, 2.15]
aVR 010, 1.00] 0.36 [0, 1.55] 0.34 [0, 1.15]
aVL 0.94[0.41, 1.47] 0.85[0.40, 1.39] | 0.85[0.42, 1.45]
aVF 1.66 [1.14,2.92] 1 1 1.34[0.81, 1.80] | 1.60[1.19, 2.28]
Vi 0.62 [0, 1.45] 0.88 [0.48, 1.24] | 0.88 [0.01, 1.42]
V2 1.20 [0.56, 1.92] 1.05[0.54, 1.70] | 1.38 [0.93, 2.02]
V3 1.58 [1.17, 3.80]* t1 1.190.88, 1.82] | 1.58 [1.05, 2.23]
V4 1.49 [1.02, 2.70]* 0.98 [0.67, 1.41] | 1.56 [1.03, 2.14]**
V5 1.38[0.96,2.791* t+ 11 | 0.96 [0.60, 1.37] | 1.39[0.99, 1.91]*
Vo6 1.2210.94, 2.56]** 1 1 7 | 0.88 [0.60, 1.19] | 1.19 [0.87, 1.69]**

had significantly elevated mean significant TWA than past PTSD individuals in leads II,
V4, V5, V6 with a p-value < 0.05, lead V6 with a p-value < 0.01. In contrast to MVM
and HRV features, mean significant TWA amplitude was lower in past PTSD individuals
compared to control individuals. The mean significant TWA amplitude was significantly
lower in leads I, II, V4, V5 with a p-value < 0.05 and lead V6 with a p-value < 0.01. The
results suggested past PTSD individuals experienced less stress over a longer duration of
approximately 24 hours. The result could be the result of rehabilitation therapy or medica-
tion, through which they were trained to suppress the negative thoughts and emotions that
caused stress consciously. This result was consistent with the average HRV measured in 24

hours on past PTSD individuals by Vaccarino et al. [10].
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6.4 Discussion

Previous studies leveraged HRV to differentiate current PTSD from control individuals [4].
In addition to identifying current PTSD individuals from controls, the analysis presented
here attempted to differentiate a more subtle class of PTSD patients - current from past
PTSD individuals - by measuring HRV and MV in the ECG. MV of the ECG can be as-
sumed to have a weak correlation with HRV measurements. HRV metrics only measured
the variability in the beat-to-beat intervals in ECG, capturing a subset of the information
present. MV measurements captured the variability information in the entire ECG beat.
This study also showed variability in ECG beats with a period greater than 2 carried prog-
nostic information for PTSD detection in addition to TWAs, which measured variability
in a period of 2 beats. This observation was consistent with previous findings [30]. The
linear decision boundary formed by a LDA classifier provided satisfactory classification
performance as it was less likely to overfit the training data. A data-driven approach was
used to identify important features for classifying PTSD status. Many of the HRV features
identified as important, i.e. LF, HF, NNjgr, AC, DC, NN ode/median/mean @and SDNN, were
consistent with previous findings [4, 25, 89]. The chest leads V3, V4, V5, V6 had sig-
nificantly elevated TWAs in the current PTSD compared to past PTSD individuals. The
chest leads V3-V6 were observed to be less noisy and were located closer to the ventricles.
Therefore they were more sensitive at recording the depolarization and re-polarization of
the ventricles. Mean significant TWA evaluated in leads V1 and V4 were important fea-
tures for classifying individuals as current and past PTSD. MVM evaluated in leads aVF
and III were important in classifying current PTSD individuals and controls, the aVF lead
particularly was strongly aligned with the direction of ventricular depolarization. This work
reinforced the strength of the repeated nested CV approach, which can be applied to similar
classification problems to identify physiologically important features.

Stress-induced increase in MV of ECG was consistent with previous studies [11, 12,
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96], which provided the physiological basis for these observations. In this study, we trained
an algorithm to measure computational biomarkers for HRV and MV in the ECG to deter-
mine the PTSD status of an individual. Automating this detection process improved the
chances of early detection, reduced the chances of human error and burden on human inter-
vention, and improved standardization of the PTSD detection test. Currently, PTSD status
was determined using the CAPS-5 [155], a 30 item clinician-administered structured inter-
view. Responses were subjective on a scale of 0-4, therefore one individual’s response to
In the past week, have you tried to avoid thoughts or feelings about (EVENT)? as ‘1-Mild’
may not be the same as another individual’s. Using biometric data like ECG for computing
quantitative bio-markers reduced inter-patient variability when conducting a test to classify
an individual as current, recovered PTSD or control.

Comparing MV in the current and past PTSD group to the controls, the current PTSD
group had significantly elevated MVM and mean TWA compared to the past PTSD and
control groups. MVMy, in lead aVF was significantly elevated for current and past PTSD
compared to control individuals. For lead V2, MVMy, was significantly elevated in current
PTSD compared to past PTSD and control individuals, confirming our hypothesis current
PTSD individuals showed the highest deviation from control individuals followed by past
PTSD individuals. A similar trend was observed in the HRV parameters, i.e., NNcan,
NNinodes NNedians NNyariances, ULF, VLF and LF had the lowest medians in the current
PTSD group, followed by the past PTSD group and were highest in the control individu-
als. NNjgr, SDNN, DC, NN,yiance and TTLPWR were significantly reduced in the current
PTSD than the control individuals, with LF/HF in current PTSD being significantly lower
than past PTSD individuals. A slightly different trend was observed for the mean signif-
icant TWA amplitude, it was observed to be significantly elevated in current PTSD and
controls in leads II, V3, V4, V5 and V6 compared to past PTSD individuals. This could
be explained by the fact the mean TWA amplitude was computed over approximately 28

hours. During this duration, treatment and medication received by the past PTSD individ-
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uals would have trained them to consciously suppress thoughts or emotions that caused
them to feel stressed. MVMy, was measured over shorter windows of 5-minutes and was
specifically designed to capture moments of heightened stress. HRV parameters were also
evaluated over shorter 10-minute windows and did not capture the effects of therapy ob-
servable on longer duration recordings of approximately 28 hours. Given the reasonably
low number of past PTSD individuals, the experiment could be repeated with a larger num-
ber of past PTSD individuals and investigated further. The mean significant TWA was
observed to be significantly elevated in current PTSD compared to controls in leads II, III,

aVF, V3, V4, V5 and V6, consistent with our initial hypothesis.
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CHAPTER 7
APPLICATION OF NOVEL MORPHOLOGICAL VARIABILITY ANALYSIS TO
ARTERIAL BLOOD PRESSURE FOR PREDICTION OF SEPSIS

7.1 Data

The blood pressure waveform data obtained from adult patients admitted to the ICU at
Emory university hospital, Atlanta, GA, USA, was used in this analysis. The Bedmaster
system (Excel Medical Electronics, Jupiter, FL) was used to record the data. The Bedmas-
ter system was a third-party software connected to the hospital’s patient monitors for the
extraction and storage of high-resolution waveform data, sampled at 240 Hz. The annota-
tion algorithm implemented by Zong er al. was used to create automated annotations for
the blood pressure signals [134]. The computed annotations were further adjusted to corre-
spond precisely to the valleys between blood pressure signal peaks. A signal quality metric
for blood pressure developed by Sun ef al. [165] was used to identify clean segments in
the data for subsequent analysis. Signals with at least 30 minutes of valid data each hour,
for 10 hours before sepsis onset, were used to create a group of septic patients. A similar
check was used to create a control group of non-septic patients. Non-septic patients were
assigned arbitrary times for sepsis onset. These times were sampled from the distribution
for the time interval from the beginning of a record to sepsis onset t,, derived from septic
patients. After applying these checks, data from 111 septic patients and 94 non-septic pa-
tients remained. Table 7.1 lists patient demographic information. No significant differences
between the septic and control individuals were observed in age or length of stay (LOS).
The two-sample t-test was used to test for significant differences between groups. We used
data from these patients to determine changes in MV of ABP in septic versus non-septic

patients. We then evaluated the classification performance of MV of ABP and transient
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hypotension to predict sepsis onset.

Table 7.1: The demographic and characteristic information for the patient cohort used in
this study is listed. IQR - Interquartile range.

Characteristic Overall Sepsis Controls
Patient, n 205 111 94
Male, n 81 41 40
Age (yr.), median (IQR) 59 (49 - 67) | 58 (49.5 - 66.8) | 61 (49 - 69)
ICU LOS (days), median (IQR) | 11.5 (5-20) 10.5 (5 -21) 13 (6 - 20)
In hospital deaths, n 23 15 8
Self reported race, n
Black or African American 70 37 33
White 104 57 47
Unknown/Other 18 10 8
Multiple 5 2 3
Asian 8 5 3
Self reported ethnicity, n
Not Hispanic or Latino 149 76 73
Hispanic or Latino 8 7 1
Unknown or Declined 48 28 20

7.2 Arterial blood pressure analysis

MYV of ABP was calculated as described in section 4.3.2A. Figure 7.1 summarizes the
process. Hypotension analysis was performed as described in section 4.3.2B and was used
as a benchmark to compare against when classifying individuals as septic or non-septic

using MV of ABP.

7.3 Classification

For classification, we used a balanced set of 94 patients from each of the septic and non-
septic groups. When computing MV of ABP, we obtained a maximum of 120 MV values
for each patient, given all data windows were clean enough for analysis. The 75" percentile
(pctl) of the MV energies was measured per hour to characterize the higher MV range. Thus

for each patient, 10 MV values, one for each hour, were used to create a feature vector. The
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number of hypotensive event onsets in individual hours for 10 hours was used to create a
second set of feature vectors, each with ten elements. A logistic regression classifier was
used to perform classification using the MV-based features and hypotension-based feature

separately. The average 10-fold CV AUROC was reported for each case.

7.4 Results

The 75" pctl of the MV energy measurements was computed for each hour, giving 10
features per patient. Each set of values was divided by the difference between the set’s
maximum and minimum value observed in the set. Normalizing by the maximum differ-
ence caused the variation in each set to be over a range of 1. An average was computed
across the normalized sets to detect a trend in the average septic and average non-septic
patient. Figure 7.2a shows the trend in MV in the average septic patient over 10 hours be-
fore sepsis onset compared to the average non-septic patient, figure 7.2b. Based on figure
7.2, septic patients, on average, experienced a drop in MV of ABP as they were about to
experience sepsis onset.

For the first 8 hours, septic patients experienced a gradual drop in the MV of ABP. An
external intervention caused a sharp rise in the final 2 hours, i.e., vasoconstrictors increased
the septic patients’ blood pressure before sepsis onset. The decreasing trend is apparent
with the robust fit line fitted to the data points in figure 7.2a. In non-septic patients, there
is no apparent change, figure 7.2b. Figure 7.3a gives the histogram for the hour in which
each septic patient experienced the maximum MV of ABP before sepsis onset, consistent
with the observation in 7.2a. For non-septic patients, there was no specific hour in which
a significant fraction of patients experienced the maximum MV of ABP, observed as a

median hour of 5 in figure 7.3b.
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Figure 7.2: (a) The figure shows the average septic patient for the 111 septic records. The
75™ percentile of the hourly MV energy measurements was computed, giving ten values for
each patient. Each set of 10 measures was divided by the difference between the maximum
and minimum value in the set. The resulting normalized energy sets were averaged to create
an average patient characterizing the septic class, represented by blue dots. The red dotted
robust fit line (RFL) has a negative slope indicating septic patients on average experienced
a drop in MV of ABP as they were about to experience sepsis onset. (b) The figure shows
the average normalized hourly 75" percentile energy measurements for non-septic patients
as blue dots and the RFL as a dotted red line. The RFL with a slope of approximately 0
indicated non-septic patients on average experienced no significant trend in MV of ABP.

Table 7.2: Average 10-fold CV AUROC for classification using transient hypotension fea-
tures and MV of ABP features. The results showed MV of ABP based classification is
more predictive of sepsis onset than transient hypotension.

Features 10-fold CV AUROC
Hypotension 0.52
MYV of ABP 0.67

7.4.1 Classification

For classification using MV of ABP, we used the 75" pctl of energy measurements com-
puted over each hour as an input to our classifier. The classification was performed using
logistic regression to find a separating hyperplane in a higher dimension. The average
AUROC for 10-fold CV was 0.67, reported in table 7.2.

We compared our classification results for MV with a classifier that detects the number

of hypotensive event onsets each hour. To optimize our algorithm for the current case, we
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Figure 7.3: The figure shows the distribution for the hour of occurrence for the maximum
75" percentile MV in (a) the septic group and (b) non-septic group. A high proportion of
septic patients exhibited the highest MV in the final hour before sepsis onset. Non-septic
patients experienced their peak MV in any arbitrary hour with a median hour of 5.

varied the length of the window for computing the median blood pressure from which to
measure the pressure drop, the threshold below which the MAP and SBP must drop and
the minimum drop. For our data set, the highest 10-fold CV AUROC was achieved for a
window length of 9 minutes, MAP threshold of 55 mmHg, SBP threshold of 75 mmHg, and
pressure drop of 17 mmHg, figure 7.4. The number of hypotensive event onsets per hour
evaluated using this set of parameters was used for classification using a logistic regression

classifier. The average 10-fold CV AUROC was 0.52, reported in table 7.2.

7.5 Discussion

Until now, MV of ABP waveform data was not considered a predictor of sepsis onset. In
this study, a drop in MV of ABP was related to sepsis onset in patients admitted to the
ICU. Typically, variations in the dynamics of heart rate and related physiological measures
were used to predict or detect diseases, e.g., heart rate variability for heart failure [166] and
sepsis [111, 167]. These measurements captured changes similar to those in the R peak to
R peak intervals obtained from ECG, a subset of the information present in the physiologic

waveform data. Measuring variability in the entire waveform on a beat to beat basis can
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Figure 7.4: The heat map for classification of septic patients using the number of hypoten-
sive event onsets per hour. A 9-minute window was used for evaluating the median pres-
sure reference to compute the drop in MAP and SBP. The average ten-fold CV AUROC
is plotted for a window size of 9 minutes used for calculating the reference pressure. The
threshold below which MAP drops were classified as low blood pressure and the minimum
pressure drop, were varied as shown. The optimal parameter set for hypotension-based
classification was a window size of 9 minutes, a MAP threshold of 55 mm Hg (75 mm Hg
for SBP), and a pressure drop of 17 mm Hg.

lead to more reliable differentiation between normal and abnormal physiologic signals. Liu
et al. identified individuals at low to moderate risk of ACS had elevated MV of their ECG
[30]. Like the ABP waveform, MV can be applied to other physiologic waveform data to
study its predictive value for life-threatening diseases similar to sepsis. These predictive
algorithms have intangible value as they allow care providers to apply preventive measures
before a more potent manifestation of the disease in patients.

The algorithm looked at 10 hours of data before sepsis onset and differentiated septic
individuals from non-septic individuals with an AUROC of 0.67. In contrast, hypotension
was considered to be predictive of sepsis onset. However, as an independent variable, the
number of hypotensive event onsets in each of 10 hours yielded a predictive AUROC of
0.52. This finding cast doubt on a commonly accepted belief drop in blood pressure, at

least independently associated with sepsis onset.
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Future work includes using more data, possibly 24 hours [30] before sepsis onset, which
may increase prediction accuracy. Additionally, incorporating parameters like patient tem-
perature, HR, BR, oxygen saturation (O,Sat), white blood cell count and other clinical
information shown to be predictive of sepsis [109], with MV of ABP, may improve pre-
diction accuracy several hours before sepsis onset. For high BRs, as experienced by septic
individuals, analysis in section 5.2.3 showed the modulation of waveform signals due to
respiration caused MV that is statistically significant compared to respiration free signals.
Increased energy measured in the every 2 to 7 wave beat-quency band may be affected due
to respiration-induced modulation of the blood pressure waves rather than being caused
by some underlying physiologic abnormality. In future studies, we aim to account for the
effects of BR and HR when measuring and predicting outcomes using MV of the ABP sig-
nal. More powerful deep neural network classifiers like recurrent neural networks (RNNs),
better suited for sequentially ordered data like MV of ABP evaluated in each hour, will be

trained to predict sepsis onset.
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CHAPTER 8
APPILCATION OF NOVEL MORPHOLOGICAL VARIABILITY ANALYSIS
FRAMEWORK TO PHOTOPLETHYSMOGRAM FOR DETECTION OF
COARCTATION OF THE AORTA

8.1 Data

A cohort of 18 neonates with COA requiring surgical repair was identified and matched
with 18 control neonates who met inclusion and exclusion criteria listed in section 4.4. Ta-
ble 8.1 lists patient group characteristics. No significant differences in gender or ethnicity
were observed. Gender did not affect the measured PPG waveforms as the underlying vas-
cular anatomy is the same for monitoring PPG. For the control group, 9 patients (50%) had
some form of anomalous pulmonary venous return, 4 (22%) had neonatal arrhythmias, 2
(11%) had valvar abnormalities and 3 others had cardiomyopathy, pulmonary hypertension

and a pericardial tumor (representing 6% each).

8.2 Results

8.2.1 Preoperative COA vs unaffected controls

An almost linear association between the rates of rise and fall with the heart rate was
observed, figure 5.6. Presurgical waveform characteristics were calculated for the COA and
control patients and shown in table 8.2. The two significant characteristics were (p-value
< 0.01) the MF in the lower extremity and the difference between the MF of the upper
extremity and the lower extremity (AMF in table 8.2 and figure 8.1). The Mann-Whitney
U-test was used to identify statistically significant differences in features evaluated for two

different groups.
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Table 8.1: The demographic information of each cohort and the primary diagnosis resulting
in neonatal admission of the control group to the cardiac intensive care unit are reported.

Control Coarctation
Gender
Male 11 61% | 9 50%
Female 39% | 9 50%
Race/Ethnicity
African American 8 44% 28%
White 8 44% | 13 72%
Hispanic 2 11% 17%
Other/unanswered 2 11% | 0 0%
Diagnoses of control group
Pulmonary vein 9 50%
Arrhythmia 4 22%
Valvar abnormality 2 11%
Cardiomyopathy 1 6%
Pulmonary hypertension 1 6%
Tumor 1 6%

Table 8.2: The values for the following slope features are reported, the AR, the AF, the
MR and the MF. The slope feature units are normalized ampltiude/time and subscripts
indicated upper (u) vs lower (1) extremity acquisition site. The median, 1st quartile (Q1)
and 3rd quartile (Q3) are reported for each feature. The A indicated the difference between
the upper and lower extremity for that feature. Features significantly different between the
COA and control groups with a p-value < 0.01 are marked with **. The Mann-Whitney
U-test was used to test for statistical significance.

Median (Q1, Q3)

Preop feature Control Coarctation p-value
AR u 4.66 (4.38,5.07) 4.52 (4.41,4.88) 0.16
AF u -1.72 (-1.87,-1.53) | -1.67 (-1.75,-1.53) | 0.96
MR_u 5.05 (4.71, 5.46) 4.98 (4.76, 5.26) 0.24
MF_u -2.63 (-2.81,-2.47) | -2.64 (-2.73,-2.51) | 0.60
ARl 4.90 (4.42,5.32) 4.90 (4.47,5.31) 0.91
AF1 -1.53 (-1.65,-1.41) | -1.49 (-1.59, -1.35) | 0.38
MR_1 5.27 (4.77, 5.68) 5.32 (4.87,5.70) 0.84
MF_] ** -2.60 (-2.67,-2.52) | -2.34 (-2.50, -2.30) | 0.009
AAR -0.22 (-0.52,-0.13) | -0.12 (-0.45, 0.02) | 0.50
AAF -0.12 (-0.31, -0.02) | -0.20 (-0.26, -0.01) | 0.22
AMR -0.22 (-0.44, -0.11) | -0.12 (-0.46, 0.02) | 0.54
AMF ** -0.07 (-0.2, 0.08) -0.24 (-0.38, -0.13) | 0.004
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Figure 8.1: Preoperative differences in the maximum rates of rise and fall. The y-axis
represents a normalized slope, change in normalized waveform amplitude divided by the
change in time. There was no significant difference in the maximum rate of rise between
groups (p-value 0.54), but a significant difference in the maximum rate of fall was observed
between the control and the coarctation group (p-value 0.004).

8.2.2 Postoperative COA vs unaffected controls

For the 18 neonates with COA, one neonate did not have PPG data recorded from an upper
extremity postoperatively. Therefore, they were not included in the postop statistical anal-
ysis. Table 8.3 shows the same waveform characteristics evaluated postoperatively. Here,
we note statistical significance in the MF in both the upper and lower extremities but not
in the AMF, indicating that the difference normalized after surgical correction of the COA

(see figure 8.2).

8.2.3 Preoperative COA vs postoperative COA

Table 8.4 showed the COA group compared to themselves preoperatively vs postoperatively

relative to the COA repair.
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Table 8.3: A comparison of values for COA s/p surgical repair and control subjects. The
values for the following slope features are reported, the AR, the AF, the MR and the MF.
The slope feature units are normalized ampltiude/time and subscripts indicated upper (u)
vs lower (1) extremity acquisition site. The median, 1st quartile (Q1) and 3rd quartile (Q3)
are reported for each feature. The A indicated the difference between the upper and lower
extremity for that feature. Features significantly different between the coarctation of the
aorta and control groups with a p-value < 0.05 are marked with **. The Mann-Whitney
U-test was used to test for statistical significance.

Median (Q1, Q3)

Postop feature Control Coarctation p-value
AR_u 4.66 (4.38, 5.07) 4.68 (4.44, 4.86) 0.46
AF_u -1.72 (-1.87,-1.53) | -1.65 (-1.79, -1.54) | 0.59
MR_u 5.05 (4.71,5.46) 5.04 (4.84, 5.36) 0.44
MF_u ** -2.63 (-2.81,-2.47) | -2.47 (-2.56, -2.26) | 0.046
AR 1 4.90 (4.42,5.32) 4.75 (4.56,5.21) 0.79
AF_1 -1.53 (-1.65,-1.41) | -1.51 (-1.62,-1.37) | 0.40
MR_I 5.27 (4.77,5.68) 5.12 (4.92, 5.58) 0.62
MEF_| ** -2.60 (-2.67,-2.52) | -2.27 (-2.46, -2.23) | 0.008
AAR -0.22 (-0.52, -0.13) | -0.04 (-0.32,0.13) | 0.66
AAF -0.12 (-0.31,-0.02) | -0.07 (-0.16, 0.02) | 0.99
AMR -0.22 (-0.44,-0.11) | -0.05 (-0.32,0.17) | 0.61
AMF -0.07 (-0.2, 0.08) -0.04 (-0.29, -0.02) | 0.93

Table 8.4: PPG features evaluated for COA before and after surgical repair. The values for
the following slope features are reported, the AR, the AF, the MR and the MF. The slope
feature units are normalized ampltiude/time and subscripts indicated upper (u) vs lower (1)
extremity acquisition site. The median, 1st quartile (Q1) and 3rd quartile (Q3) are reported
for each feature. The A indicated the difference between the upper and lower extremity
for that feature. Features significantly different between the coarctation of the aorta and
control groups with a p-value < 0.05 marked with *. The Mann-Whitney U-test was used
to test for statistical significance.

Median (Q1, Q3)
Waveform feature Preoperative Postoperative p-value
AAR -1.20 (-4.50, 0.19) | -0.16 (-3.30, 2.60) | 0.13
AAF -2.00 (-2.60, -0.09) | -0.63 (-1.70, 0.34) | 0.20
AMR -1.20 (-4.60, 0.24) | -0.14 (-3.30, 3.00) | 0.16
AMEF * -2.40 (-3.80, 1.30) | -0.30(-2.90, 0.71) | 0.03
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Figure 8.2: Postoperative differences in the maximum rates of rise and fall. The y-axis
represents a normalized slope, normalized waveform amplitude divided by time. Following
surgical repair of COA, no significant difference was observed in the maximum rate of rise
(p-value 0.61) or fall (p-value 0.93) between the groups.

8.3 Leave one out cross validation

To test the ability of our algorithm to identify patients with COA, we implemented LOOCV
stratified by patient as the number of subjects was too few to split the data set into a train
and test set. The ROC curve was generated for the LOOCV performance of the classifier.
The MF in the upper and lower extremity were used to classify subjects in the COA or
control groups. A LDA classifier achieved an average accuracy of 72%. The ROC curve
was given in figure 8.3. The AUROC was 0.78. The suggested operating point, indicated by
ared circle, achieved a sensitivity of 0.61, a specificity of 0.94 and approximately provided

a 33% increase in the sensitivity of detection of COA compared to current screening.

8.4 Discussion

Our results showed that it was possible to correctly detect COA by calculating slope dis-
crepancies of PPG waveforms recorded from the upper and lower extremities of neonates.

This was most notable when comparing the difference between the maximum rate of fall
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Figure 8.3: The receiver operating characteristic curve for classifying subjects as having a
COA or control using linear discriminant analysis. The area under the curve is 0.78. The
suggested operating conditions, indicated by the red circle, achieved a sensitivity of 0.61
and a specificity of 0.94.

of the PPG signal in the upper and lower extremities. In our data, the MF remained sig-
nificant in the lower extremity for the COA group when compared to controls following
surgical correction. However, the AMF did not, emphasizing the need for a recording from
an upper extremity as a reference when measuring the rate of flow in the lower extremity.
The observed difference in AMF between COA and controls resolved following surgical
correction suggesting that the obstruction of COA limited the maximum rate of blood flow
in the lower extremities. This corresponded to a well-documented finding on echocardio-
graphic assessment of coarctation of the aorta, known as diastolic tailing [168, 169]. A
threshold for this new screening tool was chosen to have a lower false-positive rate. Our
results suggested that this detection algorithm improved the sensitivity of screening from
40 to 60% which was a significant improvement from the standard of care.

Our study was limited by the fact that signal acquisition for upper and lower extremities
did not occur simultaneously, as was done in the studies of neonates with COA [118] and
premature neonates with PDAs [170] with a custom-built photodetector for PPG analysis.

Simultaneous acquisition reduces error in the analysis as the clinical situation of a critically
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ill neonate fluctuates, especially in terms of HR and blood pressure. However, we attempted
to eliminate these confounders in the data by normalizing for HR and minimizing timing

changes between acquisition from the upper and lower extremities.
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CHAPTER 9
APPLICATION OF A NOVEL ALGORITHM FOR MORPHOLOGICAL
VARIABILITY OF ECG IN A VETERAN PTSD POPULATION

Previous studies reported PTSD was associated with heart disease and acute stress may
trigger ventricular arrhythmias [11, 171]. Whether or not chronic PTSD is associated with
an increased risk for ventricular tachyarrhythmias is not known, however. To investigate
this further, we examined the relationship between PTSD and ventricular repolarization
abnormalities. The current study trained an end-to-end deep convolutional neural net-
work (DCNN) on ECG waveform data, obtained from the PhysioNet Challenge 2021 ECG
database [20, 172, 173] to classify PTSD. The PhysioNet Challenge data consists of over
70,000 ECGs labeled for 25 different cardiac rhythms including normal sinus rhythm and
cardiac arrhythmias. Improvement in the classification of PTSD status by pretraining on
the arrhythmia data set would demonstrate the strength of the association of myocardial
electrical disturbances with PTSD. The classification performance through deep learning
was compared to a baseline approach using logistic regression trained on features extracted

from significant TWA detection.

9.1 Data

Two data sets were used to train the DCNN. Figure 9.1 summarizes the training of the

DCNN. Each of the 2 data sets are explained in the following sections.

9.1.1 PhysioNet/Computing in Cardiology (CinC) Challenge 2021

The first data set used to pretrain the DCNN was the twelve-lead ECG data part of the

PhysioNet/CinC Challenge 2021 ECG database [172]. The data set consists of over 70,000

twelve-lead ECGs collected from 6 different hospitals across 3 continents. The recordings

97



— —— Transfer learning

DCNN

Real
arrhythmia
data

\

Pre-training

Figure 9.1: The real arrhythmia data and PTSD-related veteran ECG data were used to
train a deep convolutional neural network for PTSD classification.

exhibit one or more of twenty-five different labeled arrhythmias, including atrial arrhyth-
mias, ventricular arrhythmias and normal sinus rhythm. The PhysioNet/CinC Challenge
2021 ECG data was referred to as the real arrhythmia data. To test whether PTSD was
associated with arrhythmogenesis, we pretrain a DCNN on the arrhythmia data before per-
forming transfer learning on a smaller target data set of veterans with or without PTSD,
discussed in further in section 9.1.2. Through transfer learning on the veteran data, the
DCNN pretrained on the arrhythmia data will discover the relationship between the ar-

rhythmia data and the PTSD label.

9.1.2  Veteran data and preprocessing

The veteran ECG data from the individuals with or without PTSD consisted of 12 indi-
viduals with PTSD and 24 controls. The data were recorded at 1000 Hz, consistent with
previous algorithms that used deep neural networks trained on ECG data to detect cardiac
arrhythmias [174]. The data consisted of single-channel Lead I ECG and the amplitude
resolution of the data was measured to be 1.32x10° mV. Hence the data was high resolu-

tion both in the temporal and spatial domains. The veteran ECG data will be referred to as
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the veteran data.

Each subject’s recording in the veteran data set was segmented into 16-second windows
with 20% overlap. Fifty 16-second windows with a SQI of 1 were randomly selected for
each individual. The signal quality index by Li er al. was used to identify clean ECG
analysis windows that were minimally affected by noise [21, 126]. The details of the
algorithm are discussed in section 4.3.1. Baseline wander was removed using the 2 stage

median filter by De Chazal et al. [129].

9.2 Deep convolutional neural network architecture and training

9.2.1 Network architecture

The DCNN used was the one developed by Zhao et al. [175]. The network was selected
as overall it was the second-best algorithm at the PhysioNet challenge in 2020, and unlike
the winning entry, did not require any additional hand-crafted features, particularly ones
unrelated to PTSD. The architecture is given in figure 9.2a.

The following models were trained to classify the ECG recordings from the veteran

twins using the data sets described in section 9.1.

* Baseline: A logistic regression model trained on hand-crafted features was used as
the baseline against which transfer/deep learning approaches were compared. A lo-
gistic regression classifier was trained on features extracted from TWAs measured
using the MMA method. To reject noise-triggered TWA, a surrogate statistical test
[52], provided as part of the open source PhysioNet Cardiovascular Signal Process-
ing Toolbox [3] was used. The TWAs were measured in 60 beat windows with 50%
overlap. TWAs were considered statistically significant compared to the noise thresh-
old from the surrogate test with a p value < 0.05. The significant TWA detections
were divided by HR decile into the following bins: [30,60), [60,70), [70,80), [80,90),
[90,100) and [100,110]. For each individual, the mean significant TWA amplitude
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Figure 9.2: (a) ResNet model pre-trained on the real arrhythmia data and used for classify-
ing the PTSD data. (b) Residual block architecture.
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was computed in each bin and used as a feature vector. The AUROC was computed
for leave one (subject) out testing, i.e., one subject was held out for testing while the
features from the remaining subjects were used for training the logistic regression
classifier. The process of training and testing the classifier was repeated so each sub-
ject was considered as the test subject. Only the target veteran data was used for

training the logistic regression classifier.

* Model 1: The weights of the ResNet model based on Zhao’s approach were ran-
domly initialized and only the 7%, 8" residual block (ResB) and the fully connected
(FC) layer weights were trained using the veteran data. Training the 7, 8" ResB and
the FC layer allowed direct comparison with model 2 to determine if pre-training of
the layers before the 7 ResB with the real arrhythmia data improved classification
performance on the target veteran data. No real arrhythmia data was used in the

pre-training, only the target veteran data.

* Model 2: The weights of the ResNet model were randomly initialized before pre-
training on the real arrhythmia data. Next transfer learning was performed by train-
ing the 7" ResB, 8" ResB and the FC layer using the veteran data only. The real
arrhythmia data and veteran data were used for pre-training and training re-

spectively.

Figure 9.3 illustrates the data sets used for training each DCNN model. The network
layers enclosed in blue were trained on the real arrhythmia data and the network layers
enclosed in yellow were trained on the veteran data. Evaluating the performance of model
1 would determine if pre-training on the real arrhythmia data was important for accurate

PTSD classification.
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9.2.2 Network training

The ECG data were resampled to 257 Hz using an anti-alias filter before training and testing
the ResNet classifier to be consistent with the lowest sampling rate of the data sets used in
this study and previous work [176]. The ResNet architecture was trained for 50 epochs
with an ADAM optimizer. The learning rate was initially set to 0.003 and was reduced by a
factor of 0.1 after the 20th and 40th epoch. The batch size was kept at 64. After pre-training
on the real arrhythmia data, the final sigmoid function layer was replaced to have 2 outputs.
When classifying the veteran data all input leads except lead I were reduced to zero. To
account for the class imbalance when training on the veteran data, 25 of the available 50

windows for each control subject not tested, were used to constitute the training data.

9.3 Evaluation methodology: Leave one out testing

Given the limited number of individuals in the veteran data set, the performance was eval-
uated on unseen data with the following leave-one-out-testing (LOOT) approach. One
subject was held out as the test subject and not used for training or validation. The remain-
ing subjects were used for training and validation. Ten percent of each subject’s data in
the training set was used for validation. 8 twin pairs were identified in the veteran data set.
To prevent information leakage due common biology, each of the twin pairs in the veteran
data set were included either in the training or testing set. The classifier was trained until
the lowest measured validation loss was not observed to decrease for 2 consecutive epochs.
Early stopping was used to train the network to prevent it from overfitting to particular
trends in the ECGs for the individuals forming the training and validation data. The clas-
sifier with the lowest error on the validation data was used for classifying the test subject.
The procedure was repeated to test each subject and the fraction of windows for each sub-
ject classified as PTSD was used to compute the AUROC. The accuracy (Acc), balanced

accuracy (BAcc) and F1-score (F1) for the optimal operating point on the ROC curve were
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Figure 9.3: How each deep convolutional neural network model was trained is illustrated.
The layers of the network trained on the real arrhythmia data are enclosed in blue. The
layers of the network trained on the veteran data are enclosed in yellow.
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computed for each model. Due to class imbalance in the veteran data the balanced accu-
racy was computed as the un-weighted average of sensitivity and specificity. The optimal
operating point was computed as follows, a line with a slope of 1 started at the top left
corner of the plot and was lowered until it intersected the ROC curve, the point at which
the line first intersected was considered the optimal operating point. Defining the slope to
be 1 resulted in the equal importance of the sensitivity and specificity, so the determination

of the optimal point on the ROC curve was not affected by the imbalance in classes.

94 Results

The classification performance for each model described in section 9.2 is summarized in
table 9.1. The highest score for each reported metric is in bold. Model 2 provided the best
performance results in terms of AUROC, Acc, F1 and BAcc. Performing transfer learning
on the network pre-trained on the arrhythmia data resulted in an improvement of 24% in
the AUROC, 11% improvement in Acc, 23% improvement in F1 and 16% improvement in
BAcc for PTSD classification compared to model 1. The ROC curves for LOOT with the
veteran data for each model is plotted in figure 9.4. Classification performance achieved
through training and testing model 2 proved accurate PTSD classification from ECG data

could be achieved using this approach.

Table 9.1: The AUROC, Acc, F1 and BAcc for LOOT of models BL, 1 and 2 given in
section 9.2. Arrhythmia and Veteran refer to the real arrhythmia data and veteran data
respectively. Highest performances are bolded.

Model # | Arrhythmia | Veteran | AUROC | Acc | F1 BAcc

BL No Yes 0.56 0.67 | 0.57 | 0.67

1 No Yes 0.61 0.75 1 0.57 | 0.69
Yes Yes 0.85 0.86 | 0.80 | 0.85
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Figure 9.4: The ROC curve for models BL,1,2 for LOOT classification of the veteran data.

9.5 Discussion

The results in table 9.1 clearly indicate that pre-training on a large database of ECGs (over
70,000) with varying arrhythmias and other clinical abnormalities (model 2), provides a
significant boost in performance over both standard and DNN-based baseline approaches
(model BL and model 1) for the chosen classification problem. As a result of pre-training
on the real arrhythmia data, the AUROC rose from 0.61 to 0.85, and an overall increase
in all metrics, i.e. AUROC, F1, Acc and BAcc, was observed compared to baseline model
1. Deep learning models have been shown to approach or even improve upon human per-
formance for disease detection [13, 107]. The accurate classification results for model 2
indicate a deep learning model can be accurately trained to automatically classify current
PTSD status. The results for a boost in classification achieved are consistent with the lit-
erature, where arrhythmias have been shown to be important markers of PTSD [10]. The
result of boosting classification through transfer learning is significant for the following

reasons. Deep learning is a data-hungry approach. However, in many scenarios, particu-
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larly in healthcare, large data sets of a particular disease, e.g. ECG data set of veteran twins
with PTSD, can be difficult to obtain because of high costs, legal barriers, social resis-
tance and difficulty accessing populations in remote areas. Additionally, some diseases can
be very rare and acquiring an extensive database would be impractical. Transfer learning
based-approaches enable training a deep neural network to accurately classify the disease

state even on a small data set.
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CHAPTER 10
CONCLUSION AND FUTURE WORK

10.1 Conclusion

The overall aim of this dissertation is to demonstrate the utility of measuring variability in
the beat-to-beat morphology of physiologic signals (sampled at 100 Hz or more) for im-
proving the performance of disease state detection. Secondly, this work aims to provide
a standardized framework for computing morphological variability in physiologic signals
that identify and account for the confounding effects from non-physiological sources, both
exogenous (e.g. recording noise) and endogenous (e.g., HR and BR). Finally, the work pre-
sented aimed to explore non-parametric identification of morphological variability through
the use of deep neural networks.

The dissertation developed a framework for a class of algorithms that measured MV in
physiologic waveform signals and demonstrated the utility of these algorithms on 3 sepa-
rate medical problems using waveform recordings from 3 different signal modalities, i.e.,
ECG, ABP and PPG. For each medical problem measuring variability from waveform data
improved results compared to current practices that measured variation in time series data,
e.g. RR intervals, SBP/MAP or oxygen saturation values. Methods for identifying and
handling non-physiological confounding factors, e.g. additive external noise, were pre-
sented. HR and BR combinations that confounded measurements of MV from waveform
signals were identified and mitigation strategies were implemented. Previous studies had
not accounted for these factors. Therefore an important gap in previous studies was high-
lighted. Finally, a novel deep learning approach was developed for disease detection by
reading an ECG waveform signal as input. The deep learning approach was applied for

PTSD detection and accurately detected PTSD despite the small data set analyzed.
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In the first part of the thesis we conducted an experimental study of synthesized ECG
data comparing MVM and TWA measured at varying HRs, BRs, and SNRs. We found a
strong confounding influence at high BRs and low HRs that likely inflated the convention-
ally measured results. In real data tests in normal individuals, in which little variability due
to cardiovascular disease (CVD) was expected, 67% and 8% of the ECG signal showed
elevations in MVM and TWA respectively, due to these effects. These results suggested
misclassification due to non-cardiac effects, especially for MVM. Furthermore, adjusting
for the confounding effects from physiological and non-physiological sources improved
classification results for PTSD status in an analysis cohort. Future algorithms need to con-
sider these effects as independent variables when attempting to accurately measure TWA
and MVM in the context of CVD or other conditions, rather than the indirect influence of
BR, HR, and SNR on MV.

In the second part, MV features evaluated from ECG were added to HRV features mea-
sured from RR intervals and improved classification as current PTSD and past PTSD or
controls. A greater improvement of 10% in classification AUROC was observed for cur-
rent or past PTSD as compared to 5% for current PTSD or controls. HRV parameters
more strongly distinguished between current PTSD and control individuals as compared to
current and past PTSD individuals. The classification results indicated that computational
biomarkers can assist in identifying active PTSD in a subject, providing an objective alter-
nate to the CAPS-5. In addition, MV of ABP was shown to drop in septic patients before
sepsis onset and was predictive of sepsis onset. Hypotension, which measured drops in
SBP and MAP time series data, was commonly associated with sepsis onset. However,
results suggested hypotension was independently not predictive of sepsis onset.

In the third part, specific differences in waveform characteristics were identified be-
tween PPG signals measured at upper and lower extremities in neonates with COA, using
beat-to-beat analysis of upper and lower extremities in the same neonate. This provided a

valuable clinical application for data analytics in healthcare by comparing waveform mor-
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phology to improve the sensitivity of COA diagnosis compared to the current clinical prac-
tice of identifying discrepancies in oxygen saturation values between the upper and lower
extremity. This potentially life-saving screening method to identify neonates with COA
early enough will eventually be implemented to prevent cardiogenic shock commonly as-
sociated with COA.

In the final part of the thesis, classification results improved when the ResNet DCNN
model was pre-trained on the cardiac arrhythmia data before transfer learning was applied
to classify the target veteran PTSD data. The transfer learning-based approach for boosting
classification employed in this study, by pretraining on a large data set characteristic of
a smaller target data set has broad applicability for deep learning tasks in medicine and
biology.

The paradigm of transfer-learning based boosting proposed in this work is likely to
be generalizable to different pathologies and signal modalities. Furthermore, the analysis
results demonstrated accurate PTSD classification was achievable through a deep learning
approach and encouraged further investigation of PTSD status classification on a more
extensive data set.

Evaluating computational biomarkers that measure MV from waveform signals im-
proved disease detection and prediction compared to using features extracted from time-
series data. Incorporating these computational biomarkers improves automated tracking of
a patient’s health status, reduces the fatigue on health care workers, improving their ef-
ficiency and alerting them when required. Using quantitative physiological signals from
individuals or the computational biomarkers evaluated from these signals can improve the
standardization of clinician-administered screening tests, e.g. PCL-5, that are highly sub-

jective.
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10.2 Future work

There are several promising areas into which the research can be extended, including:

1. The MV analysis of subjects with or without PTSD can be conducted on an extended
data set with more subjects. Training a classifier to learn the decision boundary to
account for the effects of HR and BR when classifying PTSD on a larger data set
will lead to a more accurate estimate of the decision boundary, resulting in further

improvement of PTSD status classification.

2. MV in ABP was shown to be independently predictive of sepsis onset. Additional
features, e.g. HR, BR, oxygen saturation and white blood cell count, known to be
predictive of sepsis onset, can be added to MV in ABP to determine if this improves

the prediction of sepsis onset.

3. The utility of PPG waveform data analysis was demonstrated for detecting COA.
The next step can include using the algorithm to detect COA in a larger cohort of un-
screened neonates. Two PPG signal measurement devices could be set up, enabling
simultaneous data acquisition from the upper and lower extremities of the neonates.
Simultaneous acquisition of data is expected to improve the classification results fur-

ther.

4. The ResNet model was trained in one specific domain using a small data set of 36
subjects with or without PTSD. PTSD classification using deep learning was encour-
aging and warranted further investigation on a larger data set. Speech signals and
video, shown to be strongly predictive of PTSD [101, 102], can be added to ECG

signals to obtain an expected improvement for the PTSD classification performance.
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Figure A.1: (A) A five-beat window of the original VCG for recording s0303Ire from
patient 105 in the PTBDB. (B) The same VCG approximated using Gaussians.
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Figure A.2: (A) A five-beat window of the original VCG for recording s0302Ire from
patient 116 in the PTBDB. (B) The same VCG approximated using Gaussians.
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Figure A.3: (A) A five-beat window of the original VCG for recording s0311Ire from
patient 121 in the PTBDB. (B) The same VCG approximated using Gaussians.
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Figure A.4: (A) A five-beat window of the original VCG for recording s0273Ire from
patient 131 in the PTBDB. (B) The same VCG approximated using Gaussians.
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Figure A.5: (A) A five-beat window of the original VCG for recording s0287Ire from
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Figure A.6: (A) A five-beat window of the original VCG for recording s0301lIre from
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patient 155 in the PTBDB. (B) The same VCG approximated using Gaussians.
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Figure A.7: (A) A five-beat window of the original VCG for recording s0323Ire from
patient 165 in the PTBDB. (B) The same VCG approximated using Gaussians.
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Figure A.8: (A) A five-beat window of the original VCG for recording s0300Ire from
patient 174 in the PTBDB. (B) The same VCG approximated using Gaussians.
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Figure A.9: (A) A five-beat window of the original VCG recording for s0308Ire from
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patient 182 in the PTBDB. (B) The same VCG approximated using Gaussians.
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Figure A.10: (A) A five-beat window of the original VCG for recording s0336lre from
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patient 185 in the PTBDB. (B) The same VCG approximated using Gaussians.
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Table A.1: The Gaussian parameters used for generating the artificial VCGs 1 through 5
are listed.

Record # Index (i) 1 2 3 4 5 6 7 8 9 10

of -0.04  0.06 0.98 -0.60 0.10 0.29

by 0.78 0.23 0.09 -0.06 037 0.26

o7 -0.32 -0.88 0.001 0.13 155 1.95

o 0.22 -0.16 -0.11 -0.02 0.04 0.05
patient105/s03031re | bY 0.08 0.04 -0.07 0.11 -031 0.25

07 0.005 0.18 0.25 -0.88 1.81 2.13

of 0.31 -0.24  0.04 -0.06 -0.02 -0.03

b7 0.07 0.08 0.95 0.28 051 021

07 0.01 -0.20 -056 -1.13 1.58 2.08

of 2.50 1.38 -0.32 0.18 0.10 -1.83

b¥ 0.05 0.05 0.02 026 0.15 0.09

o7 0.01 -0.07  0.07 1.76  -1.19 -0.01

o -0.19  0.22 0.16 0.10 0.04 007 222 -190
patient116/s03021re | b! 0.93 0.03 0.61 0.54 020 021 0.08 0.09

07 0.57 -0.01  0.26 125 -1.16 185 0.01 0.01

of 0.57 -0.44  0.05 -0.04 028 0.12

b7 0.09 0.07 0.13 041 0.03 0.02

07 -0.004 -0.16 -1.07 127 -0.09 0.005

of 3.94 -0.03 -243 0.15 0.12 0.08

by 0.10 -0.73  0.12 0.31 040 0.20

07 0.00 -0.05 0.02 219 185 -1.34

o 0.20 0.08 0.23 -0.04 0.11 0.08 0.17 0.17 -0.23
patient121/s03111re | bY 0.03 0.04 0.04 -0.67 021 035 0.07 0.14 0.10

67 0.01 -0.24 -0.03 -0.07 -146 2.13 0.08 -0.03 0.10

of 1.07 -1.00 -0.01 0.05 0.04 0.04

b7 0.12 0.11 0.18 0.28 0.18 0.18

07 -0.05 -0.14 0.77 1.83 215 -1.30

af 1.46 -0.05 -0.62 0.08 021 006 -0.12 -0.04

by 0.10 -032  -0.12 054 030 046 022 0.07

0¢ 0.01 -1.00  0.11 1.51 223 -143 217 -032

o 0.35 -0.04 -0.14 0.03 0.07 0.16 -023 0.28
patient131/s02731re | b? 0.05 0.85 0.08 0.62 022 030 0.05 0.15

67 -0.01 -042 040 1.88 253 -1.65 0.30 0.07

of -0.19 0.22 -0.02 0.03 0.02 002 -0.04 -0.03

b7 0.10 0.11 064 0.05 0.66 0.19 0.19 0.19

07 -0.40 -0.003 1.20 -0.22 -134 205 -2.16 242

af 1.14 1.14 0.20 0.64 033 -0.02 0.07 -0.20

by 0.04 0.06 -0.34 0.03 020 035 0.14 -0.11

0F 0.003 -0.08 1.58 0.05 1.89 -191 -1.15 -0.13

o 1.58 0.02 -0.02 023 0.06 -0.02
patient150/s02871re | b? 0.07 -0.37 0.10 024 -030 -0.64

67 -0.004 -1.31 0.54 1.87 144 -1.08

af 0.04 -0.10  0.27 -0.08 -0.03 -0.01 0.02 -0.02 -0.05

b7 -0.04 0.14 0.03 -0.28 -0.24 0.10 0.08 -0.04 0.15

07 0.05 -0.20 -0.003 149 0.89 -148 -1.21 -0.38 1.86
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Table A.2: The Gaussian parameters used for generating the artificial VCGs 6 through 10

are listed.
Record # Index (i) 1 2 3 4 5 6 7 8 9 0 11
o? .1l 062 006 0.12 038 038 008 -0.05
b? 008 -0.14 036 025 004 004 022 072
0 006 009 173 210 003 0.03 -1.14 -0.39
o 077 044 -004 002 009 0.10 -0.10
patient155/s03011re | bY 006 006 091 021 024 022 020
0Y 001 -0.11 -050 167 210 -128 -0.02
% 046 027 -007 -005 -0.08 004 053 007 018 -0.11
b? 006 005 028 021 033 0.17 005 -0.89 0.10 0.06
0: 009 012 060 172 122 -1.13 0.005 0.85 0.05 -0.31
a? 0.03 008 -0.13 085 111 075 006 0.10 0.17 039 0.03
br 0.09 011 005 004 003 003 004 060 030 0.18 0.50
0 -1.09 -0.83 -0.19 -0.07 000 0.06 022 120 142 168 290
! 0.04 002 -002 032 051 -032 004 008 001
patient165/50323Ire | bY 0.07 007 004 006 004 006 045 030 050
0Y -1.10 -090 -0.76 -0.11 -0.01 0.07 080 158 2.90
o7 -0.03 -0.14 -004 005 -040 046 -0.12 -020 -035 -0.04
b? 003 012 004 040 005 005 080 040 020 040
02 -1.10 -093 -0.70 -0.40 -0.15 0.10 1.05 125 155 2380
af 0.03 -0.05 207 -0.87 038 0.14
b? 0.13 048 008 0.2 023 038
0 -130 -033 001 006 203 157
o 0.10 195 -0.8%8 0.2 025 0.08 -0.04
patient174/s0300lre | bY 0.04 008 010 031 021 0.17 035
0Y 022 003 004 178 212 -1.44 -057
% 021 046 023 -0.03 -0.07 -0.03 0.01
b 0.08 0.10 003 046 032 0.11 0.79
0: 028 0.03 0001 121 184 -1.72 -1.35
a? 004 197 -1.18 035 0.14 0.12
be 0.85 008 006 025 039 0.18
0 056 003 011 190 145 -1.14
! 005 079 004 008 007 0.14 -006 033
patient182/50308lre | bY 071 006 026 020 0.14 0.18 -0.03 0.04
0Y 089 001 150 187 212 -124 023 0.13
oF 045 038 004 -005 -0.14 0.02 -0.04
b 006 011 021 055 031 036 0.10
02 0.19 -003 212 1.06 173 -121 -145
a? 053 120 -077 0.2 035 007 -0.03
b? 003 007 010 039 023 0.14 -1.47
0 008 001 011 149 193 -1.07 0.79
o 004 078 -008 011 013 0.07
patient185/s0336lre | bY 061 005 007 024 018 0.12
0Y 035 -0.004 023 173 199 -1.15
oF 022 046 -001 009 -0.02 0.02 0.01
b? 0.04 008 -059 002 009 0.14 0.08
0z 021 003 -1099 -0.02 -139 172 -1.10
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