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Abstract—Magnetic Resonance Imaging (MRI) might be a problematic assignment for tumor fluctuation and complexity because of brain 

image classification. This work presents the brain tumor classification system using Convolutional Gated Recurrent Neural Network (CGRNN) 

algorithm based on MRI images. The proposed tumor recognition framework comprises of four stages, to be specific preprocessing, feature 

extraction, segmentation and classification. Extraction of identified tumor framework features was accomplished utilizing Gray Level Co-

occurrence Matrix (GLCM) strategy. At long last, the Convolutional Gated Recurrent Neural Network Classifier has been created to perceive 

various kinds of brain disease. The proposed framework can be effective in grouping these models and reacting to any variation from the 

abnormality. The entire framework is isolated into different types of phases: the Learning/Training Phase and the Recognition/Test Phase. A 

CGRNN classifier under the scholarly ideal separation measurements is utilized to decide the chance of every pixel having a place with the 

foreground (tumor) and the background. MATLAB software is used in the development of the simulation of the proposed system. The suggested 

method's simulation results show that the analysis of brain tumours is stable. It shows that the proposed brain tumor classifications are superior 

to those from brain MRIs than existing brain tumor classifications. The overall accuracy of the proposed system is 98.45%. 

Keywords-Malignant; Benign; Feature extraction; Segmentation; Recurrent network. 

 

I.  INTRODUCTION  

The brain is moreover the base camp of the human focal 

sensory framework and the brain is an astounding organ that 

has an extraordinarily gigantic arrangement of 50-100 billion 

neurons. Normally tumor is a mix of cells that make around 

the cerebrum, either inside or outside. There are an assortment 

of brain tumors are accessible, for example, malignant and 

benign brain. It is less hurtful, all the more generally 

interpreted, and as a result of it its right reaction is spread to 

different pieces of the body and all around treated because of 

its appropriate reaction. A benign tumor is less unsafe s to 

dangerous tumors. Malignant tumors are hurtful turns of 

events. Most of the time block therapists can spread the 

various bits of the body. The malignant tumors are labeled as 

the base and sub-tumors. 

The fast malignant tumor spreads and attacks other brain 

tissues and debilitates the health condition, which in no time 

leads to a significant share. Premature judgment is the most 

experimental issue in the brain's unexpected systemic 

examination as a result of the emergence of brain tumors [1-4]. 

Brain tumor detection techniques, image segmentation 

structures accept an essentialness task in order to free MRI 

images. MRI comes in the form of image segmentation, for 

example it offers two types of lower-level information about 

delicate brain tissues. A manual as well as MRI brain image 

segmentation With respect to malignancy, brain tumors are 

physically produced using segmentation MRI images, 

comprising of a lot of information created in the clinical daily 

schedule, which is a tedious and testing task. At that point, 

programmed brain tumor image segmentation is required. As 

of late, profound learning strategies for mechanized 

investigation have gotten mainstream if these techniques can 

take care of the issue in a propelled manner to accomplish 

improved outcomes [5]. 

The actual segmentation time is similarly difficult to 

achieve, yet the medical practice does not attract a couple of 

moments of computation time. Another basic angle that 

requires brain tumor segmentation strategies is steadiness. 
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Each new technique used in clinical practice has become one 

of the most important evaluation models. Some current brain 

tumor segmentation procedures give extraordinary results in 

wonderful computational time [7]. Along these lines in this 

research work proposed, a Convolutional Gated Recurrent 

Neural Network Classifier has been created to perceive 

various sorts of brain diseases. The proposed framework was 

discovered effective in the classification of these examples and 

reacted to any variation of abnormality. 

II. LITERATURE SURVEY 

An advanced magnetic resonance imaging (MRI) 

architectures contains tensor imaging (DTI), MR spectrometry 

(MS) and a pair of surface MRIs [8-9]. Brain tumor is 

extensively portrayed into two sorts: hurtful tumors 

(malignant) and noncancerous tumors (benign). The World 

Health Organization (WHO) is divided the tumor from four 

types such as, grade I to IV [10]. Cucumber cell astrocytoma is 

the name given to Grade I tumours. Anaplastic astrocytoma is 

a Grade II tumour, below average astrocytoma is a Grade III 

tumour, and glioblastomas are a Grade IV tumour. [11]. 

Analyzing procedures with image processing are essential 

precursors and obtained the brain tissue from MRI images 

[12]. The evaluation of malignant growth of the ligament in 

the tumor area is a significant task for the evaluation of 

therapeutic and therapeutic outcomes. A different types of 

semi-robotized and automated methods are used for brain 

image segmentation [13]. The MRI brain simulation system 

has a variety of projects that are used to analyze the brain, 

including T1 mass (TI) and T1 weighted merit improvement 

(T1c stage), T2 mass, and T2 tumor recovery (flare) 

approaches, building structures and reducing fluid mass. The 

different features used by X-pillar brain tumor segmentation 

include the adjacent map [15], including the image surface 

[14], and the assist characteristic, Eagan [16]. 

The Random Forests and Support Vector Machines 

(SVMs) based machine learning strategies are investigate MRI 

brain tumor segmentation and classification [17]. Deep 

learning development and procedures are the standard for 

analyzing our brain tumor segmentation during the field of 

image preprocessing, MRI image brain segmentation and MRI 

brain tumor classification. Further, the deep learning 

procedures have increased top-level execution for assessment 

of cerebrum tumors by various model MRIs. Convolutional 

Neural Network (CNN) system is a marvelous strategy that 

has got image stability and desire. In any case, the use of brain 

tumor classification and follow-up time is an indicator for 

patients who have a CNN habit. The deep learning techniques 

that are used in classification assessment introduced by tumors 

are de-noising auto encoders that are controlled by the stacked 

strings and the Convolutional Boltzmann machine. Based on 

the performance of all deep learning techniques, the Two-

dimensional and three dimensional Convolutional Neural 

Networks are achieve the best result.  The image blocks of the 

segmentation technique are arranged into various classes, for 

example, corruption, solid tissue, edema, upgraded center and 

non-improved center [18-23] 

III.MATERIALS AND METHOD 

The use of MRI for detect brain tumours is a subject of 

growing interest of brain tissue and tumour segmentation. It 

makes use of an automated technique as well as textural 

characteristics to identify the blocks of each nerve in the brain 

MRI region, among other things.  

 

 

Figure 1: Block Diagram of Proposed System 

Preprocessing, segmentation, and classification of brain 

pictures are among the phases in the proposed automated brain 

tumour detection algorithm. The Convolutional Gated 

Recurrent Neural Network-based brain tumor discovery and 

classification framework is appeared in Figure 1. The 

proposed tumor recognition framework comprises of four 

stages, to be specific preprocessing, feature extraction, 

segmentation and classification. The exploration work will be 

clarified in the accompanying sections. 

3.1  Preprocessing Vector Median Filter 

The preprocessing of MRI brain images is a stage that 

must require the proposed strategy to dispense with noise. The 

preprocessed image is done to limit the noise and to 

additionally upgrade the capacity in the info image. The 

motivation behind these pre-handling is fundamentally to 

improve the image quality so as to acquire more noteworthy 

lucidity and facilitate the recognition of tumors. 

Step 1:  The following equation (1) is used to compute 

the value of center pixel based on the value of surrounding 

pixel. 

𝑥𝑐 = ∑ |𝑥𝑐 − 𝑥𝑖|𝑁
𝑖=1            (1) 

Xc = sliding window of 4 x 4 pixel 

Xi = surrounding pixels 

N = Pixel quantity 
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Step 2: The 4 × 4 sliding window is energizes inside 

pixel, pixels around with middle pixel are set to compute their 

power esteem and the middle worth comparative with the 

center. It will supplant the pixel in the focal point of the 4 × 4 

sliding window. 

Step 3: This procedure proceeds until there are no more 

pixels in the image. 

Figure 2: Input MRI images 

Figure 3. Result of Preprocessed MRI images 

The input MRI images from BRAST database and result 

of preprocessed images using vectored median filter are 

demons red in figure 2 and figure 3. In this preprocessing 

result has been used for segmentation purpose 

3.2  Multi-Model Clustering Segmentation  

Segmentation refers to the division of a partitioned 

computerized image into multiple locales and the reason for 

division (pixel gatherings) to disentangle the processing of 

images that are investigated all the more seriously. The 

consequence of image segmentation is a gathering that by and 

large covers the entire image area or shape. Comparative with 

a similar feature (one or more), nearby areas are altogether 

extraordinary. The proposed strategy requires enlisting the 

divisions between all the data, and we accept the Euclidean 

partition as the principal estimation of data expels in this 

figuring, and in the segmentation process, the Gaussian piece 

is used to estimate the thickness ρi of the data point I. The 

following condition is used to determine the separation. 

𝛿𝑖 = {
𝑚𝑖𝑛𝑗

𝑑𝑖𝑗
𝑝𝑗 > 𝑝𝑖

𝑚𝑖𝑛𝑗
𝑑𝑖𝑗

𝑝𝑗  𝑖𝑠 𝑡ℎ𝑒 ℎ𝑖𝑔ℎ𝑒𝑠𝑡 𝑑𝑒𝑛𝑠𝑖𝑡𝑦
           

(2) 

The novel segmentation approach might be depicted as 

follows, together with the portrayal of predicting the 

information image into shading areas and the essential idea of 

Multi-Model Clustering Segmentation calculation. 

3.2.1  Multi-Model Clustering Segmentation - Algorithm 

Step 1: Creating an element representation from the data 

image 

Step 2: To acquire the depiction in the white mass, read 

the primary image data. 

Step 3: Identifying the cluster centers and number 

Step 4: Computing the thickness ρ and expel δ by using 

the equation (2). Furthermore, a while later making the 

decision outline given the thickness and partition 

Step 5: Using the previously mentioned parameters, select 

information focuses with a high thickness (ρ) and a long 

distance (δ) as cluster habitats. After then, it's time to figure 

out what the group number means. 

Step 6: Assigning the remaining focuses to the various 

groups. 

Step 7: If the above two conditions are met, mark point xi 

with a name that is similar to point xi. 

𝑝𝑗 > 𝑝𝑖  

𝑑𝑖𝑗 = 𝑚𝑖𝑛𝑖#1
𝑑𝑖𝑗

 

Step 8: Calculate the distance (Euclidean) between each 

cluster and the information point. 

Step 9: If the information point is closest to the cluster, 

leave it alone. If the information point isn't closest to its 

cluster, it should be moved to the closest cluster. 

Step 10: Repeat the previous procedure until no 

information indicates moving from one cluster to the next after 

going through all of the information points. Now that the 

gatherings have stabilized, the clustering step can be 

completed. 

Step 11: Accomplishing the last segmentation dependent on 

the names set apart through the last step, as appeared in Figure 5 

 

Figure 4. Preprocessed Result’s Image 

Figure 5 Result of MRI image segmentation 

The figure 4 and figure 5 demonstrates the result of 

preprocessing and segmentation. The segmentation processed 

developed using multi-model clustering segmentation 

techniques, the result of these segmentation is used further for 

feature extraction and classification purpose. 

3.3  Feature Extraction- Gray Level Co-occurrence 

Matrix (GLCM) 

The GLCM is a way of pushing the practical second-order 

statistical system features. Relationships between pixels inside 

the models region by the matrix of GLCM building. The 

functions of GLCM is characterize an image system that 
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generates a Co-occurrence and then extracts the statistical 

operations of this matrix by calculating how often pairs of 

pixels occur in an image with specific values and a specific 

spatial relationship. The MATLAB function of GLCM is 

calculating, how often do calculate a pixel intensity value of i 

with a value of value j caused by a particular spatial 

relationship. The algorithm steps of feature extraction are 

followed. 

3.3.1  Feature Extraction Algorithm 

Input:  Segmentation Image 

Output:  Extracted Feature Vectors 

Process 

Step 1: Noise cancelation using adaptive median filter 

method 

Step 2: Multi-Model Clustering Segmentation 

Step 3: All segmented Feature Values Fv 

 Fix the Diameter = Minimum Diameter of FV0; 

  Fix Feature Parameter Sin = Diameter *0.31 

Step 4: Estimation of the Vector Features 

                         Fix V_1 = An (FV0, Sin) 

     Fix V_2 = FV0 – V_1; 

Step 5: For All Segmented Feature Values Fv 

    Fix the Feature Parameter Sout = 1.81*sin 

Step 6: Estimation of the Vector Features 

 Fix = Dilate (FV0, Sout) Fv; 

 SET V3 = – FV0; 

Step 7: Return the vector values (V1, V2& V3). 

Step 8: Compute the value of spectral zone vector feature 

using following equation.                          

 
 The GLCM feature extraction method extracts a total of 

12 different types of features, a few of which are listed below. 

Energy 

The energy also measures the pixel pair repeats, the 

textural consistency, and the second-order statistical 

parameter. The structure or image has the maximum energy 

when the distribution of grey levels in an input images is either 

constant or uniform. 

𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ (𝑝𝑖, 𝑗)𝑁−1
𝑖,𝑗=0

2
  …    (4) 

Where 

Pij  =ijththe normalized co-occurrence matrix entry 

N = Quantity of pixels 

 

Contrast 

A measurement of contrast is the brightness differential 

that makes it possible to trace a value. The range is [0, 1].

 
Where 

N-1 = Value for the total number of pixels in a dimension 

Pij  = Color Values. 

Correlation 

Correlation with a range of = [-1, 1] is used to assess the 

link between neighboring pixels. 

 

 
Homogeneity 

Close to the GLCM diagonal, the component propagates 

homogeneity measures in the GLCM. Range= [0, 1] 

Homogeneity = ∑
pij

1 + (i − j)2
… (7)

N−1

i,j=0

 

Where i, j = pixel  

pij  = Value of Pixel. The image acquisition begins to take 

place, and is taken using the vector technique not observed in 

the diagnostic area. 

Mean 

The intermediate frequency is calculated by multiplying 

the total number of values by the mean, which is equivalent to 

the sum of occurrences. The frequency of a pixel value event 

is only the frequency of the event frequency, whereas the 

frequency of a nearby pixel value is only the frequency of the 

event frequency. 

𝑀𝑒𝑎𝑛 = ∑ ∑ 𝑖 𝑝(𝑖, 𝑗)𝐺−1
𝑗=0

𝐺−1
𝑖=0  …  (8) 

Skewness 

The mean is a conditional probability used to assess the 

random variable, and skewness is an estimate of nonlinearity. 

The skewness ratio might be positive or negative, or it can be 

undefinable. The skewness formula is as follows: 

𝑆𝑘 = ∑
(𝑥𝑖−�̅�)3/𝑁

𝑦3
𝑁
𝑖=1  …   (9) 

Where 

�̅� = Value of Mean, y= Standard deviation Value 

N = numbers of data point  

Kurtosis 

Height and sharpness are calculated from the total of the 

remainder relative proportion of a quantity termed kurtosis. 

High qualities have a higher, more distinct peak, whilst poor 

esteems have a lower, less distinct peak. As a result, chromatin 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 10 Issue: 2s 

DOI: https://doi.org/10.17762/ijritcc.v10i2s.5927 

Article Received: 08 October 2022 Revised: 12 November 2022 Accepted: 22 December 2022 

___________________________________________________________________________________________________________________ 

 

190 

IJRITCC | December2022, Available @ http://www.ijritcc.org 

can be used to characterize more sensitive evaluations of 

biological pictures. 

𝐾𝑢 =
∑ (𝜇𝑖−𝜇)4/𝑁𝑁

𝑖=1

𝑆4  …   (10) 

𝜇 = value of mean, S= Standard deviation Value 

N = Numbers of data point 

Standard Deviation  

The phrase "standard deviation," which is defined as a 

variance value, refers to the intensity changes around the 

image's mean value. It is given by 

𝑆𝐷 = √
𝛴|𝑥−𝜇|2

𝑁
…..   (11) 

Where 

x= value of image’s thickness, 𝜇 = mean value 

N = number of data point  

Variance 

The mean result of the variance p gives the variable 

components relatively high weights (i, j). It refers to the pixel 

pairs' grey level variability as well as the polynomial 

computation.  It is given by  

𝑉𝑎𝑟 = ∑ ∑ (𝑖 − 𝜇)2𝐺−1
𝑗=0

𝐺−1
𝑖=0 𝑝(𝑖, 𝑗) … (12) 

3.4 Convolutional Gated Recurrent Neural Network (CGRNN) 

A CGRNN is a deep learning framework that is produced 

for ceaseless information processing. It has neural networks 

that forward the circular associations of the stream. 

 

Figure 6 Convolutional Gated Recurrent Neural Network 

A basic CG_RNN architecture is shown in Figure 6. In 

the figure, every node speaks to a layer of network at the point 

unfailingly. It contains hidden layer input (U), hidden to the 

hidden layer (W) and hidden to output layer (V).The last 

weight matrix is then gone through a softmax capacity to 

create a numeric Y esteem that orders Ŷ as a paired variable. 

The misfortune work is then used to think about the Y-real 

worth and Y-anticipated (Ŷ) esteem. In any case, there is no 

issue with the current CG_RNN providing input suggestions to 

the network output layer and along these lines on network 

output. 

In this way, two mainstream arrangements have been 

grown: Gated Recurrent Unit (GRU) and Long Short-Term 

Memory (LSTM). In this exploration, CG_RNN-LSTM design 

is deployed. Blocks comprise of at any rate one independent 

collector cell with various increase units, for example, the info 

entryway, overlook door, and yield door. The data is put away 

and countersigned as 0 and 1. Dropout is used to reduce 

overflow. A regularization technique is used to provide access 

to the gates through the reservation. 

3.4.1  CGRNN Algorithm 

Step1: The forward spread of an arrangement 

configuration's contribution by methods for the CGRNN with 

a positive ultimate objective to create the proliferation's yield 

activations. 

Step2:  The back proliferation of the engendering's yield 

incitations by methods for the CGRNN utilizing the 

arrangement configuration's concentration as a piece of the 

solicitation to produce the deltas of the whole yield and hidden 

neurons 

Step3: Increment its yield delta and data, actuation to 

accomplish the slope of the weight.  

Step4: Take the weight in the reverse way of the angle by 

removing a portion of it from the weight. 

Step5: The learning rate is a measure of how much 

something impacts the speed and character of learning. 

Step6: The slant of a weight picture where poor behavior 

is going upward, which is why the weight bears need to be 

renewed in the other direction. 

In this research, the brain tumor was tested for 

classification. The CG-RNN model is also demonstrated using 

the MATLAB programming language. Accuracy, specificity 

and sensitivity are utilized to assess the proposed nonlinear 

vector execution of the degenerative neural network 

framework. These parameters are estimated through tangle lab 

reenactment with the reaction following parameters 

a. Ratio of True Positive (TP) b. Ratio of True Negative 

(TN) c. Ratio of False Positive (FP) d. Ratio False Negative 

(FN). 

 

 

Figure 7 Confusion matrix 

Confusion matrix block diagram shown in Figure 7. In 

this figure clearly states that it have two classes, such as class1

(TP and FP) and class2 (TN and FN). A significant issue that 

must be tended to in approving a programmed technique for 

brain tumor classification methods through which the 

classification is quantitatively evaluated. From the confusion 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 10 Issue: 2s 

DOI: https://doi.org/10.17762/ijritcc.v10i2s.5927 

Article Received: 08 October 2022 Revised: 12 November 2022 Accepted: 22 December 2022 

___________________________________________________________________________________________________________________ 

 

191 

IJRITCC | December2022, Available @ http://www.ijritcc.org 

matrix figure 6, the accuracy, sensitivity and specificity are 

measured using equation 13, 14 and 15 respectively.  

Accuracy: It is the level of closeness for estimations of an 

amount to that amount’s actual esteem. It is given as 

Accuracy = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁⁄   ….. 

 (13) 

Sensitivity:  It gauges the extent of negatives which are 

effectively recognized. It is spoken to as 

Sensitivity = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃⁄    (14) 

Specificity: It is characterized as the portion of the 

classified picture, which is applicable to the expectations. It is 

given as 

Specificity = 𝑇𝑁
𝑇𝑁 + 𝑇𝑃⁄    (15) 

 

IV. RESULTS AND DISCUSSION 

The functions of simulation result for proposed MRI brain 

tumor detection and classification system are evaluated using 

BRAST 2015 database (which may contain 338 images) is 

discussed for this section. The simulation is developed using 

matlab Simulink software. The obtained GLCM features are 

fed to the Convolutional Gated Recurrent Neural Network 

model for each class, and these models has used the features 

with 70% of the training and 30% of the testing. The figure 8 

demonstrates the simulation model of proposed CGRNN based 

brain tumor analyzing system. 

The figure 9 and table 1 discuss the simulation results of 

feature extraction using GLCM feature extraction method for 

five different types of. In these extracted features are further 

trained to CGRNN classifier to classify the tumor types. The 

obtained classification results are compared with existing 

methods (shown in Table 2) using the response of confusion 

matrix values (TN, FN, TP & FP). 

 

 

Figure 8: Snapshot for tumor detected area from the MRI image – 

convolutional gated recurrent neural network 

Table 1 GLCM feature extraction for MRI tumor detection and classification 

 
 

 

Figure 9. Analysis of Feature Extraction 

Table 2 Analysis of MRI brain Tumor classification ratio 

 
 

The performance Analysis classification ratio of proposed 

Convolutional Gated Recurrent Neural Network method with 

existing SVM and SVM- PSO methods based MRI brain 

tumor classification system is shown in Figure 10 and table 2 

respectively. 

The Analysis of Tumor classification ratio for proposed 

convolutional Gated Recurrent Neural Network method with 

existing method based MRI brain tumor detection system is 

shown in Table 2. In this compression clearly states that the 

proposed CGRNN system achieves significant result as 

compared with existing SVM and SM-PSO methods. The 

sensitivity, specificity and accuracy of CGRNN are 97.30%, 

96.54% and 98.45% respectively. 
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Figure 10 Analysis of MRI brain Tumor False classification ratio 

In this compression clearly states that the proposed 

CGRNN method achieves perfect result as compared with 

existing SVM and SM-PSO methods. The Ratio of Positive 

predictive, Negative Predictive and False Detection Ratio of 

the proposed CGRNN are 98.60%, 94.50% and 10.20% 

respectively. 

V. CONCLUSION 

This work introduced a CGRNN method for tumor 

detection and classification from MRI images. A significant 

amount of this MRI image of the brain tumor division strategy 

is due to the non-invasive and great subtle tissue 

differentiation and utilization of MRI grouping and the use of 

different highlights in nearby neighbors, and considering 

spatial data clustering techniques. This also gives a strong 

result within a reasonable calculation time. Finally, CGRNN 

classifiers have been used to recognize different types of brain 

cancer. The proposed system was found to be efficient in 

classifying these samples and answered any anomalies. The 

whole system is divided into two stages, the first learning / 

training stage and the second recognition / testing stage. The 

proposed CGRNN method achieves the best results as 

compared with existing SVM and SM-PSO methods. In future, 

a deep learning method is used to improve the overall 

performance of MRI brain tumor detection and classification. 
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