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1. Introduction

The prospect of efficient solid-state refrigeration at room
temperature has led to a large interest in materials showing a
magnetocaloric effect (MCE).[1] Compared to conventional
vapor-cycle refrigeration, solid-state cooling shows many ad-
vantages. Firstly, potentially hazardous refrigerants are obso-
lete and secondly the potential system efficiency improves.
Materials exhibiting an MCE can be divided into two classes:
second-order magnetocaloric materials show a conventional
magnetic transition such as, for example, the ferro- to para-
magnetic transition in elemental gadolinium.[2] In first-order
magnetocaloric materials, the magnetic phase transition
occurs jointly with a change in the structure of the material,
leading to “giant” magnetocaloric effects as observed in, for
example, Gd5Si2Ge2,

[1] La–Fe–Si-based[3] and Mn–Fe–P-based
alloys,[4] and NiMn-based Heusler compounds.[5] The magne-
tostructural transitions governing first-order magnetocaloric
materials show that strong coupling phenomena occur in this
material class. In fact, many of the characteristics of these
materials can be understood by an investigation of their cou-
pling effects. In this Review, a wide definition of the term
“coupling” is used, that refers to any kind of interaction be-
tween neighboring atoms, grains, and even particles. Hereby,
a scale-bridging understanding of the involved coupling phe-
nomena and how they determine the functional properties of
magnetocaloric materials is provided. The types of coupling
covered in this Review with the corresponding section num-
bers are shown in Figure 1. Atomic coupling of magnetic and
lattice degrees of freedom determines the adiabatic tempera-
ture change of the material in first-order magnetostructural
transformations. Stress coupling of different variants or
classes of MCE materials will occur at interfaces, which are
in principle present in any realistic material system. During
operation, MCE materials will experience substantial exter-
nal magnetic fields and magnetic exchange fields, which will
experience magnetostatic coupling across different regions of

the sample. Even when occurring individually, many of these
mechanisms are not yet fully understood. The challenge of
many MCE materials is, however, that these couplings occur
simultaneously and influence each other. The intention of
this review is therefore, to provide an overview of the scien-
tific and technological aspects related to these coupling
mechanisms based on Heusler compounds and La(Fe,Si)13 as
two of the most competitive magnetocaloric materials.

Although the majority of studies on magnetocaloric mate-
rials deal with polycrystalline bulk or ribbon samples, the in-
terest in thin film materials is constantly growing. Thin films
are not only conceivable for nanotechnological cooling devi-

Strong coupling effects in magnetocaloric materials are the
key factor to achieve a large magnetic entropy change. Com-
bining insights from experiments and ab initio calculations,
we review relevant coupling phenomena, including atomic
coupling, stress coupling, and magnetostatic coupling. For
the investigations on atomic coupling, we have used Heusler
compounds as a flexible model system. Stress coupling
occurs in first-order magnetocaloric materials, which exhibit

a structural transformation or volume change together with
the magnetic transition. Magnetostatic coupling has been ex-
perimentally demonstrated in magnetocaloric particles and
fragment ensembles. Based on the achieved insights, we have
demonstrated that the materials properties can be tailored to
achieve optimized magnetocaloric performance for cooling
applications.
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ces but also allow for the simplification of materials engi-
neering due to high throughput methods.[6] Furthermore, epi-
taxial thin films grown on single-crystalline substrates serve
as ideal model systems for structural characterization,[7,8] and
to uncover the role of interfaces between different magneto-
caloric materials.[9,10] For the consideration of various types
of atomic coupling and coupling phenomena in thin films,
Heusler compounds are the focus of this Review article due

to their diversity of mechanisms. Magnetostatic coupling and
stress-coupling in bulk materials are dependent on, and espe-
cially relevant for, the operation and design of magnetocalor-
ic regenerators. Because of this, we focused on highly techno-
logically relevant La(Fe,Si)13-based materials for the consid-
eration of these coupling phenomena.

2. Coupling on the Atomic Scale

An understanding of the coupling between the magnetic and
the structural degrees of freedom is of pivotal importance for
the optimization of MCE materials. In many cases, the differ-
ent magnetic states of the austenite and the martensite
phases are exploited upon triggering the martensitic transi-
tion with a magnetic field. Moreover, many of the promising
MCE materials undergo a coupled magnetostructural transi-
tion, as this yields the largest entropy or temperature
changes. Such a coupling can be simulated phenomenologi-
cally at the mesoscale, by imposing certain interaction
strengths. Buchelnikov et al.,[11] for example, have used a
many-body Hamiltonian to study the combined transition in
different magnetic Heusler compounds. The underlying phys-
ical mechanisms for the coupling of magnetic and lattice en-
tropy, however, are determined by the individual atoms and
their electrons. Therefore, first principles calculations provide
the best chance to investigate and improve these mechanisms
at the atomic scale.

Heusler compounds are promising candidates for magnetic
refrigeration. Full Heusler compounds have the generic for-
mula X2YZ and crystallize at high temperatures in the L21

structure.[12] The MCE for many Heusler materials occurs
jointly with a structural transformation from the cubic L21

(or B2) austenite to a tetragonal or orthorhombic martensite
(L10, 14M,10M,4O).[13] Besides the fact that most Heusler
systems consist only of common, rather inexpensive elements
their major advantage is that temperature and hysteresis of
the martensitic transformation (MT) can be tuned by adjust-
ing their composition by thermo-chemical coupling.[14] One
important parameter characterizing the transformation tem-
perature is the valence electron concentration per atom (e/a)
which is determined by the chemical composition.

The Curie temperature of the austenite phase (TC) is cru-
cial for determining the temperature range in which the in-
verse MCE (iMCE) can proceed. The value of TC can be
tuned by substitution of a small amount of Ni by a fourth el-
ement, for example, Co.[15,16] Co substitution is known not
only for increasing the iMCE in Ni–Mn–X (X= In, Sn,Sb),
but also for converting the MCE in Ni–Mn–Ga from a con-
ventional (i.e., cMCE) to an inverse type in Ni–Co–Mn–
Ga.[17] Moreover, a partial Co substitution for Ni in weakly
magnetocaloric Ni–Mn–Al alloys leads to an evolving iMCE
in Ni–Co–Mn–Al[18,19] due to chemo-magnetic coupling. Ni–
Mn–Al shows weakly ferromagnetic or antiferromagnetic
(B2) behavior in the austenite phase when crystallized in the
L21 or B2 structure, respectively,[20] and the corresponding
10M or 14M martensite phase exhibits antiferromagnetic
coupling or spin-glass behavior.[21] Co substitution for Ni
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leads to a substantial increase of the austenite magnetization
and, hence, a remarkable magnetization difference DM be-
tween martensite and austenite that enables a giant inverse
magnetocaloric effect.[18,19]

2.1. Magnon–phonon coupling in stoichiometric phases

As one step in this direction, we have simulated the delicate
interplay between the magnetic and the vibrational degrees
of freedom when determining the martensitic transition tem-
perature (TM) in NiMn-based Heusler compounds. The ab i-
nitio total energies and the Hellmann–Feynman forces for
this and most of the following investigations have been deter-
mined by employing density functional theory (DFT) as im-
plemented in the plane-wave-based Vienna Ab initio Simula-
tion Package (VASP).[22] The application of the projector
augmented wave (PAW) method,[23] and the generalized gra-
dient approximation (GGA) parameterized by Perdew–
Burke–Ernzerhof (PBE)[24] for the exchange-correlation
functional has been proven to provide reliable results for
NiMn-based Heusler systems. More technical details of the
DFT calculations are presented in the referenced publica-
tions. To capture the finite temperature properties within the
free energy of the involved phases, DFT energies at T= 0 K
need to be combined with thermodynamic concepts for the
different entropy contributions.[25]

First, ab initio calculations for the martensitic phase transi-
tion have been performed for the Heusler system

Ni2MnGa.[26] The corresponding free energy difference be-
tween the cubic austenite (L21) and the non-modulated tet-
ragonal martensite (L10) phases is shown in Figure 2 (top
panel). The main temperature dependence stems from lattice
vibrations, for which the quasiharmonic approximation is suf-
ficient in the present case. Considering solely this entropy
contribution (blue dashed line), the calculated martensitic

Figure 1. Schematic illustration of the coupling phenomena occurring in magnetocaloric materials and how they impact the functional properties.

Figure 2. Calculated free energy difference DF between the austenite and the
non-modulated martensite phases in Ni2MnGa (upper panel) and
Ni1.75Pt0.25MnGa (lower panel). The pure contribution of lattice vibrations
(blue dashed lines) is compared to calculations in which the impact of mag-
netic excitations on phonons is taken into account (red solid lines). A posi-
tive free energy difference indicates the stability of martensite, whereas the
intersection with the zero line corresponds to the transition to the austenite
phase.[28]

Energy Technol. 2018, 6, 1429 – 1447 T 2018 The Authors. Published by Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 1431
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transition temperature TM, however, is overestimated by ap-
proximately 100 K as compared to the experimental value.
Furthermore, imaginary phonons indicate that the structure
is thermodynamically unstable.[26] The coupling to the mag-
netic excitations needs to be taken into account to describe
the mechanisms at the phase transition correctly. The main
consequence of spin waves in Heusler systems such as
Ni2MnGa and Ni2MnAl is the reduction of the local Ni
moment.[27] This can be considered with a fixed spin-moment
(FSM) approach, in which the size of the magnetic moment
in the DFT supercell is constrained such that the magnetiza-
tion curve is correctly reproduced. The corresponding DFT
calculation reduces the energy difference between the aus-
tenite and martensite. More importantly, it stabilizes the pre-
viously observed soft phonon mode. The consequence of
such a treatment for the free energy difference (Figure 2, red
solid line) is a change of TM from above room temperature
(without this consideration) to 182 K, which is in good agree-
ment with the experimental value.

The validity of such an approach to the coupling of vibra-
tional and magnetic degrees of freedom has meanwhile been
demonstrated for several MCE Heusler systems. Particularly
strong are the corrections if a small amount of Pt is alloyed
to the otherwise stoichiometric Ni2MnGa (Figure 2, bottom
panel).[28] In this case the vibrational entropy contributions
alone would yield a TM that is dramatically higher than in
Ni2MnGa, whereas the consideration of the coupling to mag-
netism yields only a moderate increase. The resulting change
of the martensitic transition temperature to values close to
room temperature for Ni1.75Pt0.25MnGa, has been quantita-
tively confirmed experimentally and makes the material
system particularly interesting for applications.

Additional interesting findings in Pt-enriched
Ni1.9Pt0.1MnGa follow from synchrotron X-ray powder dif-
fraction (SXRPD) measurements indicating a cubic premar-
tensite to Bain-distorted premartensite transition at a tem-
perature of approximately 235 K.[29] Our first-principles cal-
culations reveal that the coupling of chemistry to the volume
expansion due to Pt substitution is responsible for the ob-
served Bain distortion (Figure 3 a). A similar effect of
volume on the energy surface of the premartensite phase has
afterwards been seen (even without Pt) in stoichiometric
Ni2MnGa (Figure 3 b). The finite temperature coupling of
the vibrational and magnetic degrees of freedom is again im-
portant in this case: a reduced magnetization at finite tem-
perature captured through FSM calculations stabilizes the
cubic premartensite phase (Figure 3 b). Hence, though the Pt
substitution at the Ni site modifies the energy plateau found
for Ni2MnGa through the enhanced volume and stabilizes
the robust Bain-distorted premartensite phase at lower tem-
peratures, the finite temperature decrease in magnetization
will stabilize the cubic premartensite phase at higher temper-
atures. This explains the experimentally observed sequence
of structural transitions in the premartensite phase.

One should note that the FSM approach only captures the
coupling of lattice and magnetic degrees of freedom in
Ni2MnGa and Ni2@xPtxMnGa close to ferromagnetic satura-

tion. However, for optimum magnetocaloric effects, strong
magnetization changes in the relevant temperature range are
desired. To understand the coupling in this case as well re-
quires more sophisticated treatments.[30–32] One important
starting point in this direction is the paramagnetic high-tem-
perature limit, where the local magnetic moments are fluctu-
ating at a time scale that is much shorter than atomic mo-
tions. The coupling to the lattice vibrations is then best de-
scribed if the atomic forces are averaged over all possible
spin configurations. Such a spin-space average (SSA) ex-
plains, for example, the dynamic stability of face-centered
cubic Fe at elevated temperatures.[33] For many MCE materi-
als, the transition from ferro- to paramagnetism also needs to
be simulated. This can be achieved by considering a superpo-
sition of the two limiting cases:

FSSA
j Tð Þ & a Tð ÞFFM

j þ 1@ a Tð Þ½ AFPM
j :

Here, the coupling parameter a(T) is the temperature-de-
pendent internal energy of the magnetic subsystem deter-
mined by numerically solving an effective nearest-neighbor
Heisenberg model with quantum Monte Carlo simulations.
In this way, one limits the direct calculation of atomic forces
to the fully ordered (FFM

j ) and fully disordered (FPM
j ) magnet-

ic configurations. The approach has been tested for body-
centered cubic Fe, as this is the only system for which tem-
perature-dependent experimental phonon energies are avail-
able across the ferro- to paramagnetic transition.[34, 35] The ob-
tained results on the phonon dispersions and the phonon
density-of-states are shown in Figure 4. It can be clearly seen
that a good agreement with the experimental results for all
temperatures, including those above Tc, can be achieved only
with such a magnon–phonon coupling approach. This indi-
cates that the magnetic short-range order is significant even
considerably above Tc. The SSA approach has recently been
extended to random solid solutions,[31] to explain the unusual

Figure 3. Variation of the total energy at T= 0 K with the c/a ratio for the 3M
premartensite phase of (a) Ni1.83Pt0.17MnGa and (b) Ni2MnGa. Square sym-
bols correspond to calculations performed at the equilibrium volume of
Ni1.83Pt0.17MnGa, whereas circles denote calculations performed at the equilib-
rium volume of Ni2MnGa. The energy computed using a fixed-spin moment
approach for Ni2MnGa at the equilibrium volume of Ni1.83Pt0.17MnGa is
shown by triangles.[29]
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phonon hardening for some acoustic phonon modes in Fe–Pd
and Fe–Pt as a function of temperature. Such a consideration
of chemical disorder is also important for MCE materials of
the Heusler type, as their optimum properties are usually ob-
served for off-stoichiometric compositions (see Section 2.2).

A more complete description of the coupling of lattice and
magnetic degrees of freedom is achieved if they are treated
at comparable time scales.[32,36] For example, molecular dy-
namics (MD) simulations of pure Fe have been performed in
the paramagnetic state. After every five such MD steps, the
magnetic configuration was modified, whereas the lattice de-
grees were frozen in at this moment.[36] Based on this
method, the impacts of the dynamics on the size of the mag-
netic moments and the electronic structure were investigated.
In an even more advanced approach, the evolution of the
spin system during the MD was described by spin dynam-
ics.[32] This study gave, for example, access to the destabiliza-
tion of short-range-order spin configurations due to lattice
vibrations by evaluating the spin autocorrelation function.
Using such sophisticated approaches, the full information of
the coupled structural–magnetic entropy change during mar-
tensitic phase transitions should, in principle, be accessible
by computer simulations. However, the transfer of the meth-
ods from pure Fe to MCE materials of practical relevance is
still beyond current capabilities of the employed methods.

2.2. Thermo-chemical coupling in off-stoichiometric Heusler
compounds

Most of the promising magnetocaloric materials exhibit the
largest MCE only at off-stoichiometric compositions. The un-

derstanding of the martensitic transformation at such compo-
sitions requires a proper treatment of the coupling between
the chemical and the other thermodynamic (phonons, mag-
nons) degrees of freedom. Extending the concepts developed
for stoichiometric Ni2MnGa further to the case of off-stoi-
chiometric compositions, we have explored the Mn-rich part
of the phase diagram (i.e., Ni2Mn1+yGa1@y).[37] The Mn-rich
off-stoichiometric composition has been achieved by consid-
ering one Mn antisite per supercell. To minimize the compu-
tational demand, the free energies at intermediate composi-
tions have been determined from the interpolation of the cal-
culated free energies at two different compositions (i.e., at
stoichiometric and one off-stoichiometric composition).
Figure 5 shows that the calculated martensitic transition tem-
perature (TM) increases monotonically with increasing Mn
content. Near the stoichiometric composition, five-fold
modulated martensite (5 Mc) forms a phase boundary with
the austenite (L21) whereas for larger Mn content, non-
modulated L10 martensite is in direct contact with the aus-
tenite phase. The calculated TM values show excellent agree-
ment with the corresponding experimental results.[37, 38]

Determining the intermartensitic transition temperature is
important for optimized MCE performance as the micro-
structure influences the materials stability and probably also
the hysteresis of the martensitic transition.[39] At the same
time, the reliability of the experimental results for the inter-
martensitic transition is significantly lowered by the large
hysteresis, whereas theoretically calculated stability regions
depend sensitively on parameters such as the Curie tempera-
ture (TC). As shown in Figure 5, the calculated 5 Mc-to-L10

transition temperatures differ from the experimental results
by about 100 K. However, an excellent agreement between
the two can be achieved only by tuning the free energy of

Figure 4. Phonon density-of-states (DOS) and phonon dispersion of bcc Fe at
three different temperatures. Symbols indicate experimental data obtained by
neutron scattering experiments.[34] The light-gray shaded area within the
phonon dispersion plots indicates the range between a=1 (FM limit) and
a =0 (PM limit). The orange-to-red thick lines indicate the theoretical predic-
tions for the corresponding a value (given to the right). The left panel shows
the theoretical DOS (colored) and the DOS obtained by fitting the neutron
spectra by a Born–von-K#rm#n fit[35] (dark gray shaded area).[30]

Figure 5. Ab initio calculated phase diagram of Ni2Mn1+ yGa1@y. The martensit-
ic transformation TM (thick green line) separates the austenite (L21) from dif-
ferent martensitic phases (L10, 5Mc, and 7 Mc). The intermartensitic transfor-
mation TIM (thick red line) occurs between the 5Mc (red-colored area) and
the L10 phase (green-colored area). The thin green and red lines show experi-
mental TM and TIM. The red-textured area shows the extension of the 5Mc sta-
bility region, if its free energy at the stoichiometric composition is adapted to
experimental data. The stability region of 7Mc is indicated by a blue dashed
line with a numerical uncertainty given by blue dotted lines.[37]
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the 5 Mc phase by 1.13 meV per atom. The stability region of
the 7 Mc martensite is even more difficult to establish be-
cause of its structural similarity with the L10 martensite.
Based on the choice of Tc, the stability of 7 Mc martensite
can show remarkable changes as demonstrated in Figure 5.
A proper understanding and control of the intermartensitic
transition can be an important step in the future designs of
improved magnetocaloric materials, which has been shown
recently in an experimental study.[40]

A more complex chemical coupling with the vibrational
and the magnetic degrees of freedom can happen in the
chemically disordered B2 structure, which Heusler com-
pounds show at higher temperature. For some Heusler com-
pounds (e.g., Mn-rich Ni–Mn–Al alloys), the B2-to-L21 tran-
sition temperature is too low for any kind of atomic reorder-
ing to take place and hence the austenite phase in these
alloys has the chemically disordered B2 structure. In a recent
study, we have combined experimental and theoretical inves-
tigations to understand the impact of the chemical disorder
on the martensitic transition and the magnetic properties,
which are relevant for magnetocaloric applications.[41]

2.3. Chemo-magnetic coupling in doped Heusler compounds

The near-room-temperature MT in Mn-rich Ni–Mn–Z (Z=

Al, In, Sn, Sb) Heusler compounds is accompanied by a small
change in magnetization and hence results in negligible
MCE. Employing the strong chemo-magnetic coupling in
these alloys, it is a common route to increase the magnetiza-
tion change during MT and hence the MCE by doping the
system with a small amount of Co or Fe.[15,42] Previous exper-
imental measurements showed that due to the substitution of
Co or Fe for Ni, the magnetization of the high-temperature
cubic austenite phase gets significantly enhanced, whereas
the change for the low-temperature martensite phase is very
minimal.[42,43] Using ab initio calculations it has been shown
that the addition of Co or Fe changes the magnetic state of
the cubic austenite phase of Ni50@xMxMn37.5Al12.5 (M= Co or
Fe).[44] For the case of Ni50Mn37.5Al12.5 the excess Mn atoms
occupying the Al sub-lattice align in the opposite direction
to the host Mn atoms, which is referred to as the AFME

state. The substitution of Co or Fe however aligns all
Mn spins irrespective of their occupation in the same direc-
tion and is referred to as the FM state. Figure 6 shows that
the critical amount of Co needed for the AFME-to-FM tran-
sition is lower than that of Fe. This indicates that Co induces
ferromagnetism more strongly than Fe, which is also support-
ed by the magnetic exchange parameters. In Ni50Mn37.5Al12.5,
the Mn–Mnexcess antiferromagnetic interaction is the largest,
which stabilizes the system in the AFME state (Figure 7 a).
The addition of Co and Fe changes the magnetic state be-
cause of their strong ferromagnetic interactions with the Mn
atoms (Figure 7 b). Although both the Co–Mn and the Fe–
Mn interactions are ferromagnetic, the interaction strength
of the Co–Mn pair is almost double than that of the Fe–Mn
pair, which explains the lower critical amount of Co required
for the AFME-to-FM transition. In the martensite phase, the

largest ferromagnetic interaction is however three times
weaker than the Mn–Mnexcess antiferromagnetic interaction
(Figure 7 c,d). This explains the reason behind the unchanged
magnetic state of the martensite phase even with Co or Fe
doping.

The substitution of Co or Fe, however, can have a detri-
mental effect on the martensitic transition temperature. First-
ly, no martensitic transition is possible in the FM state with
the cubic austenite phase being stable for the entire energy
surface. A tetragonal ground-state structure indicating a
stable martensite can be observed in the AFME state
(Figure 8). The energy difference between cubic austenite (c/
a=1) and tetragonal martensite (c/a>1.25) in the AFME

state however gets reduced due the addition of both Co and
Fe. An approximate evaluation of the martensitic transition
temperature based on the ground-state energy difference be-
tween the cubic austenite and the tetragonal martensite indi-
cates that the substitution of Fe lowers the transition temper-
ature more severely than that of Co.

Hence, the substitution of Co on the one hand improves
the ferromagnetic properties of the austenite more signifi-
cantly, whereas, on the other hand, it reduces the martensitic
transformation temperature less severely. A combination of
these two aspects makes Co-substituted Ni–Mn–Z Heusler
compounds promising candidates for future magnetocaloric
applications.

Furthermore, the impact of chemical doping on the mag-
netocrystalline anisotropy energy (MAE) has been investi-
gated. Being the driving force for the rearrangement of mar-
tensitic variants under an applied magnetic field, the MAE
can provide important information on the magnetic-field-in-
duced strain in ferromagnetic shape memory alloys.[45]

Recent investigations have even observed a large influence
of magnetocrystalline anisotropy on the MCE with a signifi-
cant difference in the adiabatic temperature change and the

Figure 6. The difference of total energies between the AFME and the FM
states as function of Co and Fe content in Ni50@xCoxMn37.5Al12.5 (black circles)
and Ni50@xFexMn37.5Al12.5 (blue circles). The large open circles indicate results
obtained using VASP whereas the smaller filled circles correspond to EMTO-
CPA computed results. The EMTO-CPA (shifted) results denoted by smaller
open circles refer to EMTO-CPA computed values after being shifted down by
26 meV per formula unit (f.u.) so that the result for Ni50Mn37.5Al12.5 is aligned
with the corresponding VASP computed value.[44]
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isothermal entropy change between different crystallographic
directions.[46] For these investigations, Pt-doped
Ni2@xPtxMnGa, has been chosen as the substitution of Pt for
Ni increases the martensitic transition temperature in these
alloys (see Figure 2). As Pt is a 5 d element with almost an
order of magnitude larger spin-orbit coupling parameter
than Ni, the general expectation is that the substitution of Pt
will increase the MAE in Ni2@xPtxMnGa. Contrary to our ex-
pectation, both experimental measurements and theoretical
calculations[47] have shown a slightly decreasing trend in the
MAE with increasing Pt content (Figure 9). Interestingly the
calculated orbital moment anisotropy (OMA) also shows a
similar trend to the MAE, which suggests a direct relation

between the MAE and the OMA, similar to what has been
investigated previously in many other systems.[48] The origin
of this unexpected trend in the MAE lies in the interplay of
chemical and elastic changes due to Pt doping. Our theoreti-
cal calculations have revealed that the chemical and structur-
al changes due to Pt doping influence the MAE in an oppo-
site way. The increase in the MAE due to chemical effects
(i.e., the larger orbital moment of Pt) is compensated by the
dominant elastic effect (larger c/a ratio due to Pt), which de-
termines the resulting composition-dependent changes in the
MAE in these alloys.

Figure 7. Calculated magnetic exchange parameters as a function of distance between the host Mn and the rest of the atoms in units of the lattice constant a
for cubic austenite (a, b) and tetragonal martensite (c, d).[44]

Figure 8. Total energies as function of tetragonality in the AFME states of
Ni50Mn37.5Al12.5, Ni43.75Co6.25Mn37.5Al12.5, and Ni43.75Fe6.25Mn37.5Al12.5.

[44]

Figure 9. Dependence of the MAE and the OMA on the Pt concentration in
Ni2@xPtxMnGa as obtained from ab initio calculations. The inset shows the
variation of the theoretically calculated MAE and the experimentally deter-
mined KA with increasing Pt concentration. Both quantities in the inset are
plotted taking their respective values for Ni2MnGa as a reference.[47] .
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2.4. Coupling at interfaces in multilayers

Tuning material properties by combining different systems in
a layered structure has become a well-known route in mate-
rials science.[49] The direct contact between different materi-
als, as it would happen in layered structures leads to coupling
phenomena across the interface, which can give rise to func-
tionalities beyond their individual bulk properties. This is
also expected for magnetocaloric cooling devices, for which
recent investigations highlight the importance of such cou-
plings in multi-layered regenerators.[50] One of the processing
strategies is, for example, the extension of the operating tem-
perature range by employing composites.[51] Another scheme
is the combination of the conventional[52] and inverse[5] MCE
into a single system[53] such that the iMCE material can be
used as a heat-sink for the heat generated by a cMCE mate-
rial when it is magnetized before cooling by adiabatic de-
magnetization[5,54] The class of Ni2Mn1+ xZ1@x Heusler materi-
als offers an optimum model system for this as it contains
materials showing both the iMCE (e.g., Z=Sn) and the
cMCE (e.g., Z=Ga).

Recently, the coupling phenomena at Ni–Mn–Sn/Ni–Mn–
Ga interfaces in epitaxial films have been studied. The focus
was to understand the structural and the magnetic coupling
between the two sub-systems (Ni–Mn–Ga and Ni–Mn–Sn)
upon putting together in a layered structure. For the theoret-
ical ab initio study, a 64 atom supercell has been considered,
as shown in Figure 10.

On the one hand, in-plane and out-of-plane lattice con-
stants have been considered for such bilayer systems.[10] The
ab initio studies could well reproduce the bulk lattice param-
eters for Ni51Mn35Sn14 and Ni2MnGa, but with the additional
challenge that the experimentally determined strains of the
Ni-Mn-Sn/Ni2MnGa system could not be explained solely by

the lattice mismatch between the two Heusler materials and
the expected Poisson effect. This was resolved by taking in-
terdiffusion into account as an additional contribution that
can occur due to the high deposition temperature (500 8C),
which is required for proper crystallization of the Heusler
layers.

Our ab initio calculations have shown that the total energy
of the system goes down (by 154 meV per cell) if a Ga atom
switches position with an excess Mn atom in the Ni-Mn–Sn
layer. As Ga atoms are slightly larger than Mn atoms, this
leads to an increase of the out-of-plane lattice parameter,
unit-cell volume, and c/a ratio of the Ni–Mn–Sn layer and
subsequently a decrease in all three parameters for the
Ni2MnGa layer. Other exchanges of atoms, as between a
Ga atom and a host Mn atom in Ni–Mn–Sn and between a
Ga atom and a Sn atom, increase the total energy of the
system and hence are unfavorable.

This prediction is in agreement with Auger electron spec-
troscopy experiments that have shown interdiffusion of Ga
(and no other atomic species) throughout the whole thick-
ness of the Ni–Mn–Sn film.[10] Consequently, an interplay of
strain and interdiffusion determines the structural properties
of the bilayer system. Considering that the martensitic trans-
formation temperatures sensitively depend on the chemical
composition, the functional properties of both Heusler films
will be significantly altered, which makes it very difficult to
use Ni–Mn–Sn and Ni–Mn–Ga in a multilayer system for a
mutual interplay of conventional and inverse MCE.

On the other hand, the calculations have revealed that
both the magneto-elastic coupling and the chemistry influ-
ence the atomic spin moments in the bilayer system. The
chemical effect (interface between Ga and Sn layers) turns
out to dominate and to remain mostly localized in the prox-
imity of the interface.[9] The MAE, that is, the energy gain
for a magnetization along the easy axis with respect to the
hard axis, is however rather tiny (MAE =E100–E001&50 meV
per cell) for the bilayer system. An investigation of the
atomic orbital moment (ml), which is closely related to the
MAE in many materials, however indicates that there is sig-
nificant anisotropy present in each layer (Figure 11). The Ni
orbital moments at the interface change by approximately
40 % compared to the Ni orbital moments in the inner
layers. More importantly, the orbital moment anisotropies
Dml (difference of orbital moments between the easy and
hard axes) for both Ni and Mn atoms have almost equal and
opposite values in the Ni2MnGa and the Ni2MnSn layers.
This is one reason for competing contributions of the two in-
dividual layers in the bilayer system. Furthermore, the MAE
values of bulk Ni2MnGa and Ni2MnSn have been evaluat-
ed.[9] The two systems exhibit similar variation in the MAE
upon tetragonalization (c/a¼6 1) with a change in sign of the
MAE occurring at c/a=1. As Ni2MnGa and Ni2MnSn have
different c/a ratios in the bilayer system (c/a<1 and c/a>1,
respectively), they again have competing contributions lead-
ing to the observed low MAE of the bilayer system. This
cancellation of MAEs rules out the possibility of anisotropic
magnetocaloric response[55] in this bilayer system.

Figure 10. Schematic representation of the 64 atom supercell used to simu-
late the Ni2MnSn/Ni2MnGa bilayer system. L0 indicates the interface where
Ni atoms are present. L1 and L2 represent the second and third layers, re-
spectively, of Ni and Mn atoms from the interface.
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3. Stress Coupling

In addition to the atomic-scale coupling mechanisms, magne-
tocaloric materials, particularly those with a pronounced
first-order transition, are often susceptible to external pres-
sure.[56,57] This is caused by the coupling between the magnet-
ic transition (e.g., ferro- to paramagnetic) and a simultaneous
change in volume and/or structure due to a stabilization of
the low-volume phase.

The direction and strength of the effect depends on the
type of the transition. Ni–Mn–In–Co Heusler alloys are
MCE materials with a magnetostructural transition, in which
an increase of the transition temperature by up to 40 K upon
application of 0.84 GPa pressure is observed.[58] Here, the
low-temperature phase has the lower volume. Our ab initio
calculations for Ni–Mn–Al–Co also show a similar trend.
La(Fe,Si)13 is an example for a magnetovolume transition, in
which the cell volume decreases upon transition to the para-
magnetic phase. Hence, the transition temperature is shifted
to lower temperatures upon applying isostatic external pres-
sure.[59] The shift of TC in LaFe11.18Si1.82 can be as large as
35 K for a pressure of 0.5 GPa.[60] For porous samples, for ex-
ample, LaFe11.6Si1.4 with a porosity of 20 vol %, an even
larger change in the transition temperature of 96 K with
Dp= 0.9 GPa[61,62] is observed. For bulk materials, applying
isostatic internal or external pressure can be thought of
something happening on a global scale, leading to similar ef-
fects throughout the whole sample. For porous materials,
local influences of pressure become visible,[61] which are also
present in bulk materials but are more easily overlooked.

A reverse (i.e. , tensile) pressure can be achieved by alloy-
ing with dopant elements such as hydrogen, boron, carbon,
or nitrogen. Adding these elements enlarges the crystallo-
graphic cell by as much as DV= 0.4 % for interstitial hydro-
gen and DV=1.7 % for carbon in La(Fe,Si)13.

[63] Particularly
efficient for shifting the transition temperature while at the
same time preserving the magnetocaloric effect is hydrogena-
tion such as, for example, in La(Fe,Si)13Hx,

[64] as it leaves the
electronic structure nearly unchanged compared to the un-

doped state.[63] In this case, the transition temperature TC in-
creases by approximately 135 K in LaFe11.44Si1.56H1.6 as com-
pared to the unhydrogenated material,[65] whereas the lattice
parameter increases isotropically.[66] Hence, external isostatic
pressure and internal pressure due to, for example, hydroge-
nation are antagonistic drivers for shifting the transition tem-
perature.

Uniaxial, tensile or compressive stresses, which usually sta-
bilize low-symmetry phases in materials with structural trans-
formations and are the external stimuli of elastocaloric ef-
fects,[13] have also been used to control the transformation
temperatures of magnetocaloric materials.[67] For the sake of
brevity we do not discuss them in detail, but emphasize in-
stead the impact of biaxial stresses. They can occur due to
the stress coupling of epitaxial thin films of magnetocaloric
materials to a substrate (see Section 3.3). In materials with a
magnetostructural transformation, the symmetry of the sub-
strate surface can favor one of the involved phases over the
other and lead to an incomplete transformation. This behav-
ior can be optimized by the choice of the right substrate ma-
terial.[68] In materials with magnetovolume transformations,
the biaxial strain caused by the lattice mismatch can be used
to tune the transition temperature.[69]

3.1. Volume effects

Materials such as La(Fe,Si)13, which undergo a considerable
volume change (up to 1.5 vol %[70]) during the transition, will
choose a minimum energy path to transform, which has a
direct impact on the nucleation sites of the transition. For a
cubic or rectangular sample, regions close to the corners,
which are the least constrained, can expand more easily than
those in the center of the cube.[57] Therefore, during the tran-
sition to the ferromagnetic state, which is connected with an
increase in cell volume, the transition is likely to proceed
from the corners across the entire surface and then towards
the center. This stress-coupling mechanism has been suggest-
ed as an interpretation of experimental in situ X-ray diffrac-
tion (XRD) data[71] and from in situ magneto-optical imag-
ing.[72] Recently, finite-element simulations using a mechani-
cally coupled ensemble of 1000 cubes confirmed this type of
transition behavior.[57] The observed existence of a long-
range elastic interaction between different parts of a sample
led to the speculation that also in magnetocaloric Heusler
compounds, the elastic stress originating from the volume
change at the MT can influence nucleation patterns, and is
even proposed to lead to “auto-nucleation” of further nuclei
in the strain field of a preceding nucleus.[73] One of the con-
sequences of selective nucleation at the corners of a cuboid
sample is that the central part of the sample is put under
pressure, which leads to a shift of the transition temperature
for these regions and delays the further progress of the tran-
sition. As this only happens for the transition with expanding
cell volume [e.g., the cooling transition in La(Fe,Si)13], and
the reverse transition is unaffected, an asymmetry in the
progress of the heating and cooling transition is observed.[71]

Consequently, the development of strain in the sample is also

Figure 11. Local orbital moments ml for the magnetization along the [100] axis
and anisotropy of the local orbital moments Dml =ml,100@ml,001 in different
layers for Ni (orange) and Mn (red) atoms in the bilayer system. Figure taken
from Ref. [9]. Copyright, World Scientific 2016. Reproduced with permission.
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asymmetric with cooling and heating,[74] and is much more
pronounced for the expanding cell.

The exertion of pressure or strain on a sample is not limit-
ed to an active external or internal force as with the strain
fields that occur during the magnetovolume transition. Strain
can also be stored passively in a material after mechanical
deformation (e.g., through milling). It has been observed
that the magnetocaloric effect depends to some degree on
mechanical pulverization and hence particle size,[75] and that
the transformation can even be completely suppressed below
a certain threshold size (e.g., in Mn–Fe–Ni–Ge[76]) or en-
hanced by decreasing the particle size (for LaFe11.8Si1.2

[77]).
For magnetocaloric materials with magnetovolume
(i.e., isostrucutral) transitions (e.g., LaFe11.8Si1.2 and
Mn1.2Fe0.68P0.5Si0.66), a sharpening of the transformation, but
at the same time a broadening of the thermal hysteresis, is
observed upon reducing the particle size.[57] Hence, the sup-
pression of the transformation due to strain is preceded by
an increase of hysteresis, progressively preventing the parti-
cle from transforming.

The contrary situation, that is, the sudden release of me-
chanical strain together with a sharp decrease of thermal hys-
teresis, is observed during the so-called virgin effect in mag-
netocaloric materials.[4] It is usually associated with the for-
mation of cracks and hence a mechanical decoupling of dif-
ferent sample regions.[71] It has been postulated recently that
this mechanical decoupling itself causes the large difference
in, for example, the entropy change or adiabatic temperature
change between the first and further cycles, and is hence a
stress-release caloric effect that occurs only in the first
cycle.[57]

3.2. Surface defects

The influence of local strain fields on the transition can also
be observed at the surface of bulk materials, or in thin films
with large surface-to-volume ratios. Again, the strain fields
at the surface can lead to preferential nucleation sites and to
a shift in local transition temperatures. Strain fields at the
surface of a sample can be caused by morphological features
and defects. For instance, the shift of the transition tempera-
ture in the vicinity of an artificial mechanical defect (induced
by plastic deformation with a nano-indenter tip) in a thin
film of Ni48.4Mn32.8Ga18.8 was studied by Niemann et al.[78] In
these magnetocaloric Heusler compounds, the martensitic
transition can be induced by stress, either globally,[79,80] or lo-
cally.[78] The latter stress-induced martensite formation can
be tracked by atomic force microscopy (AFM) imaging, re-
vealing an elastic stray field around the defect that locally in-
fluences the martensite start temperature and globally has an
impact on the hysteresis of the transformation. Unlike me-
chanical defects, the surface morphology of a non-flat sample
does not exert strain on the transforming material per se.
However, surface features such as scratches, which have a
cross-sectional morphology similar to indents,[81] can enhance
or attenuate the impact of the volume change that is associ-
ated with the transition. For convex regions at the sample

surface, a scenario similar to the one described for the cor-
ners of a cube applies (see Section 3.1): nucleation is facili-
tated at convex regions if the volume increases during the
transition. On the other hand, for concave regions nucleation
is suppressed due to the strain fields that build up more
easily in such confined geometries.[82] Local strain fields pro-
duced by strongly concave and convex surface morphologies
can therefore lead to local TC shifts comparable with the
effect of hydrostatic pressure. On the other hand, the ab-
sence of strain fields in flat regions of the sample leads to a
uniform growth of the ferromagnetic phase. Though it has
only been shown partly in experiments to this point, it is fea-
sible to assume that nucleation and growth and hence also
the thermal hysteresis can be tuned by the surface shape of a
sample, opening up a promising way to control the extrinsic
properties of magnetocaloric materials. One should note,
however, that these are results of temperature-driven transi-
tions, but transitions in magnetocaloric materials can be
driven by both changing external magnetic fields and temper-
ature.[83] For the case of a magnetic-field-induced transition,
competing influences of strain and the demagnetizing field
are expected.[84]

3.3. Epitaxial thin films

In epitaxial thin films the stress coupling to the substrate
plays an important role for the magnetocaloric properties.
This kind of coupling is especially important for first-order
materials as those rely on structural transformations. It was
observed in several investigations[8,85,86] that a full MT does
not occur in thin films that are bound to rigid substrates. To
achieve a deeper understanding of that phenomenon, in a
recent study, the Heusler material Ni–Co–Mn–Al was grown
epitaxially on different substrates/buffer layers to determine
the dependence of the underlayer on the MT by tempera-
ture-dependent XRD experiments.[68]

The integrated intensity of the fundamental (004)A peak of
the austenite was taken as a measure for the fraction of aus-
tenite in the sample (see Figure 12 a). Three different under-
layer materials that favor epitaxial growth of the Heusler
material in the [001]A direction were investigated: MgO(001)
and MgAl2O4(001) substrates and vanadium (V) seed layers
[MgO(001)(substrate)/V(001)(30 nm)]. It was observed that
the martensitic transition was incomplete in all investigated
cases, but the amount of residual austenite varied significant-
ly depending on the underlayer material from 15 % for V to
40 % for MgAl2O4. The oxide underlayers MgO and
MgAl2O4 hindered the MT more severely than a 30 nm vana-
dium underlayer.

It seems obvious that the coupling to the substrate hinders
the transformation of the adjacent material. Figure 12 c
shows the amount of residual austenite versus the lattice mis-
match of the underlayer to the Heusler layer. The most com-
plete transformation is reached for the largest lattice mis-
match of 4 %, which is somewhat contrary to the na"ve as-
sumption that a minimum lattice mismatch is favorable for a
complete transformation. Similar to the surface defects dis-
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cussed in Section 3.2, it is possible that misfit dislocations,
which reduce the strain in the film close to the underlayer,
can act as nucleation centers for the martensite. It is also
striking that the amount of residual austenite differs only
slightly between MgAl2O4 and MgO, where the difference in
lattice constant is 4.1 %, and strongly drops from MgO to V,
where it is only 0.7 %. This indicates that the lattice mis-
match is not the only influence on the transformation.

First-principles investigations provide further insight into
the underlying mechanism. They confirm that a fully coher-
ent coupling to a rigid substrate would suppress the MT com-
pletely. The V underlayer of the samples is evaluated for
Figure 12, however, it has a limited thickness and a small
YoungQs modulus, which allows the seed layer to partially
adapt to the transforming Heusler film. Based on this as-
sumption, a self-consistent scheme has been considered,
where the Heusler film and the seed layer are elastically cou-
pled and mutually influence each other. As they share in the
coherent regime with the same in-plane lattice constant, any
tetragonal distortion of the Heusler film will result in a cor-
responding Poisson expansion in the V underlayer perpendic-
ular to the interface. Both parameters, the in-plane lattice
constant and the Poisson expansion, are determined at each
step of the MT such that the elastic energy of the combined
system is minimized.

According to this scheme, first-principles calculations have
been performed for different c/a ratios along the Bain path

for Ni–Mn–Al Heusler films. In agreement with the experi-
mental observation, the adaption of the underlayer turns out
to allow for a more complete MT, in contrast to the situation
for rigid substrates. The resulting Poisson distortions of the V
seed layer are small in the austenite but should be clearly no-
ticeable in the martensite phase. However, detailed values
depend on the relative thickness of the Heusler film and the
V underlayer. This highlights the mutual coupling of both
materials. The calculations further indicate that the marten-
sitic transition temperature in the Heusler/V system will be
lower than that of the corresponding bulk Heusler material.
On the one hand, this can be concluded from the energy pro-
file of the Bain distortion at T= 0 K. On the other hand, the
structural coupling has been proven to have a significant
effect on the lattice vibrations in the Heusler film. The con-
sequences of these observations are still subject to investiga-
tions.

From experiments, in qualitative agreement with the first
principles calculations, the underlayer with the lowest
Young’s modulus (vanadium) allows the most complete MT
of the adjacent Heusler layer (see Figure 12 d). Also, indica-
tions that the V underlayer is distorted during the MT of the
Heusler layer, were observed (see Figure 12 b). The height of
the V (002) peak decreases by 40 % during the MT and re-
covers upon heating, however, at lower temperatures than
the reverse transformation of the Heusler layer. The inter-
pretation is that upon heating, when the martensite becomes
unstable, the restoring force of the elastically deformed V
causes some reverse transformation of the Ni–Co–Mn–Al
close to the V layer, whereas the bulk of the Heusler film re-
quires further overheating for a complete transformation.

Although uniaxial strain (compressive or tensile) usually
favors the martensite state, as it can minimize the strain
energy by rearranging the martensitic variants,[13] this biaxial,
epitaxial strain favors the austenite. It is noted that the lat-
tice mismatch between the cubic substrate and the epitaxially
grown austenite has no significant impact on the average
transformation temperatures of the rest of the films (see Fig-
ure 12 a and Ref. [68]). A shift of the transition temperatures
that is dependent on slight differences in the lattice mismatch
is, however, observed in other material families that exhibit
magnetovolume transformations. For example, in epitaxial
FeRh films, a tensile epitaxial stress was observed to stabilize
the high-volume phase, whereas a compressive stress destabi-
lized it.[69] By variation of the substrate and capping layer,
the in-plane lattice parameter was strained by up to 0.6 %,
allowing a tuning of the FM-AFM transformation tempera-
ture over a &50 K range (373–425 K). The film thickness in
that experiment was 30–50 nm, which is less than the expect-
ed critical thickness for the formation of dislocations. This is
not observed in our investigation of Ni–Co–Mn–Al films, on
the one hand because of the high film thickness of 200 nm
and the formation of misfit dislocations close to the sub-
strate, which lead to relaxation of the lattice constant. On
the other hand, the martensite phase has different symmetry
from the austenite and therefore a cubic substrate lattice
that fits well to the austenite does usually not fit to the mar-

Figure 12. Martensitic transformation of Ni-Co-Mn-Al (NCMA) for different
buffer layers. (a) The temperature dependence of the normalized integrated
intensity of the (004)A peak is taken as a measure for the phase fraction of
austenite. The amount of residual austenite depends on the underlayer, but
the temperature interval of the transformation does not. (b) Impact of the
MT on the V buffer. The height of the (002)V peak changes significantly
during the MT of the Ni–Co–Mn–Al film on top and exhibits hysteresis. The
black curves in all figure parts (right axis) show the MT. (c, d) Residual aus-
tenite in dependence of the lattice misfit (c) and Young’s modulus (d). For a
complete MT, small positive lattice misfit and an elastic underlayer are bene-
ficial.[68]
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tensite. A cubic substrate then favors the cubic austenite re-
gardless of a small lattice misfit.

Additional information on the substrate impact was gained
by studies on the film thickness dependence of the MT in ep-
itaxial films. For this, magnetocaloric Ni–Mn–Sn films with
thicknesses between 10 and 200 nm on MgO substrates were
investigated (see Figure 13). It was observed by resistivity
measurements that a thickness-independent amount of the
Heusler material remains in the austenite state. Also, with in-
creasing film thickness the transformation range significantly
narrows, and the transformation temperatures increase and
converge at high film thickness.

Another point that should be considered regarding the
MT in epitaxial films on a substrate is the crystallographic
coupling at the austenite/martensite interface and the sub-
strate/martensite interface in particular.

The nucleation and growth of martensite in epitaxial films
was investigated in detail by Niemann et al.[88] The
MgO (001) surface does not form a coherent interface with
the martensite, and thus the martensite can only meet the
substrate along a line. Therefore, a transformation of austen-
ite in the vicinity to the substrate requires the formation of
many small martensitic nuclei. This is energetically unfavora-
ble due to the high surface-to-volume ratio of the nuclei and
hence requires undercooling and leads to an incomplete
transformation.

For adaptive 14M martensite, which is found for example,
in Ni–Mn–Ga and Ni–Co–Mn–Al,[7,43] the martensitic nuclei
are elongated and flat diamonds with habit planes inclined
by few degrees from the [011]A direction and an aspect ratio
of approximately 40:14:1.[88] The maximum size is deter-
mined by one tip of the diamond touching the substrate (see
Figure 14) because a larger nucleus requires a finite interface
with the substrate, which is energetically vastly unfavorable.

Thus, the film thickness dictates the maximum size of a mar-
tensitic nucleus. The consequence is that with decreasing film
thickness the nucleation requires more undercooling which
shifts the transformation to lower temperatures.[87,89] The
nuclei grow mainly in length and not in width because they
cannot form a finite interface with the substrate.

As a last point on this topic, we want to examine what
happens when an epitaxial film is detached from the sub-
strate. A common way to do this is to prepare the films on a
sacrificial seed layer that can be selectively etched. This has
been shown for magnetocaloric Heusler thin films, for exam-
ple, with Cr or the above-mentioned V seed layers.

Figure 15 shows the transformation temperatures of free-
standing and substrate-constrained Ni–Co–Mn–Al films with
dependence on the valence electron concentration. Clearly,
TM and TA decrease with decreasing e/a ratio, as expected for
Ni–Mn-based Heusler compounds.[13] Furthermore, it is visi-
ble that the MT occurs at higher temperature when the film
is released from the substrate and the substrate constrained
films with low e/a ratios show no or only incomplete MT.
Clearly, the epitaxial strain that, as mentioned above, stabil-
izes the austenite is now omitted, which can explain this
effect. However, other influences are also likely to play a
role. Without a substrate, the maximum size increases and
the surface-to-volume ratio of the martensitic nucleus de-
creases. That means that the increase in surface energy due
to the new martensite/austenite interface is compensated by

Figure 13. Film-thickness dependence of the MT. The changes in resistivity (a)
and magnetization (b–d) are more pronounced for thicker films. This indi-
cates an amount of residual austenite close to the substrate. M(T) was mea-
sured at low external field: m0Hext =5 mT. The vertical black arrows indicate
the Curie temperatures. The blue and red arrows indicate field cooling and
field heating, respectively.[87]

Figure 14. Model of martensitic nuclei in a film cross-section.[88]

Figure 15. Structural phase diagram of freestanding and substrate-constrain-
ed Ni–Co–Mn–Al films. The transformation temperatures are shown as a
function of the e/a ratio. TM and TA are shown by blue and red symbols, re-
spectively. The orange and green areas represent the transformation range of
the substrate constrained and freestanding films, respectively.[90]
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the decrease in volume energy at higher temperature. Fur-
thermore, it was observed[90] that the martensitic microstruc-
ture in freestanding films is different to that of constrained
films and therefore the Gibbs energy of the martensite phase
may vary, which would lead to different transformation tem-
peratures. However, a detailed study on the microstructure
and the nucleation process in free-standing thin films as well
as an extensive comparison of different magnetocaloric
Heusler materials is not yet present.

4. Magnetostatic Coupling

It is known that external static magnetic fields can shift the
transition temperature in magnetocaloric materials by as
much as m0

@1dTC/dH=4–5 K T@1 for Curie ferromagnets,[91] as
they stabilize the magnetically ordered phase during the
transition. Internal magnetostatic fields are primarily consid-
ered only in terms of the internal demagnetizing field, which
counteracts the external field depending on the global
sample geometry.[92] The demagnetization field along the
long axis of needle-like shaped bodies and the in-plane direc-
tion of thin films can be neglected.[93] Nevertheless the de-
magnetizing field must be accounted for in all other sample
geometries, as the entropy change of magnetocaloric materi-
als will be underestimated if the demagnetization field is ne-
glected.[94] This can be challenging when the sample shape is
far from simple geometric bodies such as ellipsoids or
spheres. For a packed bed of spheres, which is a common ge-
ometry for magnetocaloric heat exchangers, numerical finite-
element simulations showed that local demagnetizing fields
vary by approximately 6.0–6.7 %.[95] It is furthermore shown
that the demagnetization factor is only slightly dependent on
the density and size distribution of the packed spheres (mon-
odisperse, normal-, and log-normal distributions), for the
considered porosity values between 40 and 60 %. As with the
global magnetic dipole interaction, which can have a signifi-
cant impact on the kinetics of nucleation and growth during
the transition,[84] local demagnetizing fields can have strong
implications for the distribution of local transition tempera-
tures through the heterogeneity of the magnetic field they
induce. For instance, Refs. [96, 97] showed that the local dis-
tribution of demagnetizing fields can lead to broadening of
the transition.

Furthermore, the local magnetic fields produced by the
sample itself either by ferromagnetic minority phases (e.g.,
a-Fe in La(Fe,Si)13, see Bennati et al.[72]) or grains that have
already turned ferromagnetic present magnetostatic stray
fields for neighboring sample regions. This consideration will
also be relevant for multilayers of magnetocaloric materials
(see Section 2.4). For the case of a-Fe precipitates, it is diffi-
cult to distinguish transition temperature shifts close to the
precipitates originating from chemical inhomogeneity from
those due to magnetic stray field interaction. For particles or
sample fragments, magnetostatic interaction between those is
easier to study. Though mostly relevant for temperature-
driven transitions with no external magnetic overriding the
impact of the weak stray fields, interesting observations of

magnetostatic coupling phenomena between particles and
across air gaps of bulk material have been made and will be
described in the following.

4.1. Across cracks and gaps

There is experimental evidence[71,96] that magnetostatic cou-
pling in an ensemble of fragments/particles in close contact
leads to sharpening of the transition compared to when the
particles are further apart. The transition to the ferromagnet-
ic state is facilitated by dipolar coupling leading to nuclea-
tion in neighboring particles.[98] For dipolar coupling, no
direct particle contact is required, and this mechanism works
even across cracks and between weakly connected regions.[96]

The most important implication of this observation is that
cracks, which are one of the mayor challenges in the applica-
tion of magnetocaloric materials, do not necessarily compro-
mise the sharpness of the transition. The work of Cohen
et al.[99] implies that as long as samples retain their envelope
shape, cracks will not be deleterious. Waske et al.[71] came to
the conclusion that crack formation is helpful to reduce ther-
mal hysteresis and is not in contradiction to maintaining a
sharp transition. Similarly, Lovell et al. showed that magnetic
field hysteresis reduces in fragmented and separated samples,
which has been shown to be caused by a shift in the onset
field of the transition.[96] In this case, it is again local changes
in demagnetizing fields introduced by edges and asperities
that influences the onset of the transition.[99] Magnetic dipole
coupling is a weak interaction, and there are many cases
where it does not play a significant role (e.g., Ref. [100, 101]).
If only temperature-driven transitions without external field
are considered, there must be a set of minimum require-
ments for magnetostatic coupling between particles to occur.
As in the literature both coupling and non-coupling are ob-
served, and a model experiment is used in the following sec-
tion to clarify under which conditions magnetostatic coupling
can be expected to occur.

4.2. Between model spheres

In the following model experiment, we use spherical magne-
tocaloric particles and vary i) the distance between them and
ii) the difference in their transition temperatures to study if
magnetostatic coupling is observed. We use nearly spherical
magnetocaloric particles of La(Fe,Mn,Si)13H (“CALORI-
VAC H”) supplied by Vacuumschmelze, Germany with nomi-
nal diameter of d=600 mm:3 mm. The magnetization as a
function of temperature of each sphere has been determined
by using a superconducting quantum interference device
(SQUID) magnetometer, and the transition temperature of
each sphere was determined from the minimum of the first
derivative of the M(T) curve. Sets of three particles each
have been selected by their transition temperature. The first
one (“broad TC”) has transition temperatures of TC1 =

287.8 K, TC2 =291.3 K, and TC3 =294.8 K. The second one
(“narrow TC”) has transition temperatures of TC4 = 292.1 K,
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TC5 =293.3 K, and TC6 =294.1 K. In Table 1 the geometric
configurations are shown.

The particles with “narrow” and “broad” transition tem-
peratures have been assembled into two different ensemble
configurations with varying physical distance: i) the “close”
configuration with a mean distance of 30–50 mm for broad TC

spread and 50–80 mm for narrow TC spread, ii) the “loose”
configuration with mean distance of 250–500 mm for broad
TC spread and 400–1000 mm for the narrow TC spread. The
particles have been mounted on Kapton tape. The distances
have been determined from 3D images of the ensemble
imaged with an X-ray computed tomograph (XCT).

With a SQUID magnetometer, isothermal magnetization
measurements at fields up to m0H= 2 T have been performed
to determine the magnetization curves and the entropy
change for the individual particles, as well as for the ensem-
bles. From isothermal magnetization measurements (Dm0H=

0–2 T, m0H=0.1 T steps) the entropy change was calculated
using the Maxwell relations.[102] For comparison, the average
curves for the magnetization measurements and the entropy
change of the ensembles were calculated by a weighted aver-
age of the individual curves. Furthermore, the switching be-
havior of the “narrow” transition temperature sphere ensem-
ble was studied using magneto-optical imaging. A Peltier ele-
ment was used to heat and cool the particle ensemble, on
which the particles were mounted. A magneto-optical indica-
tor film on top of the particles, indicated the magnetic stray
field out of the imaging plane. The background was subtract-
ed from the images to visualize only the magnetic transition.
The temperature was measured using a thermocouple. A
magnetic field of strength m0H= 0.1 T was applied in the out-
of-plane direction. More details concerning the experimental
setup are presented in Funk et al.[100]).

In Figure 16, the magnetization (top) and entropy changes
(bottom) of the individual particles with “broad” transition

temperatures and corresponding ensemble configurations
(“close” and “loose”) are shown. The measurement of the
ensemble is nearly identical to the weighted average of the
individual particles for both quantities. Hence, there is no
evidence for coupling between the particles, which thus
transform independently of each other. The only thing one
notes is the larger magnetization of the “close” configuration
than those of the “loose” one or the weighted average of the
individual particles. This is probably due to a decreased influ-
ence of the demagnetizing field when particles are closer to-
gether (see Ref. [95]), and hence to larger total values of the
magnetization. In Figure 17, the magnetization upon cooling
(top) and the entropy changes (bottom) of the individual
particles with “narrow” transition temperatures and their
two ensemble configurations (“close” and “loose”) are
shown. In the magnetization curves, an ensemble behavior
strongly deviating from the average weighted sum of the in-
dividual particles is visible. Upon cooling, we observe that all
three particles transform together at a transition temperature
that is identical to the highest transition temperature of the
three particles involved (T= 294.1 K). The shape of the re-
sulting M(T) curve is created by three particles acting togeth-
er, nearly simultaneously. Only two very slight shoulders in-
dicate that it is actually composed of three contributions. We
conclude that the magnetic stray field created by the parti-
cles with the highest transition temperature (TC =294.1 K)
leads to magnetostatic coupling between the particles, there-
by inducing nucleation and growth of the ferromagnetic
phase in the two neighboring particles as well.

For the narrow distribution of the Curie temperatures, the
entropy change was calculated for the individual particles, as
well as for the ensembles (see. Figure 17, bottom). The en-
sembles have an entropy change value comparable to the in-
dividual particles. It is slightly higher than the expected

Table 1. Model experiment to test magnetostatic coupling between mag-
netocaloric spheres. Curie temperature, configuration and geometry (to-
mographic 3D images) of the particles for close and loose configuration
are shown. The scale of the boxes is in mm.

Close configuration
<100 mm distance

Loose configuration
>200 mm distance

broad TC spread

narrow TC spread

Figure 16. Magnetization (m0H=0.1 T) and entropy change (DH=1 T) of the
experiment with the broad transition width as a function of temperature.
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value from the weighted average and the transition is shifted
to higher values. Thus, the magnetocaloric properties of the
ensemble do not behave as individual particles, but as one
bulk. To provide further evidence for the coupling we ob-
served in the magnetization curves of the ensemble with
narrow transition temperatures, the particle ensemble was
studied using magneto-optical imaging (see Figure 18). For
magneto-optical measurements the particles were fixed with
silver paste in the “loose” configuration (distance =500 mm)
and additionally a “far” configuration with 1800 mm distance
(see insets in Figure 18) has been realized. The gray value
corresponds to the magnetic moment, with dark gray indicat-
ing a larger magnetic moment than light gray. For two differ-

ent configurations (“close” and “far”) it is observed that the
particles switch individually when they are distant from each
other (d =1800 mm) and the transitions move closer together
for the close configuration (d=500 mm). Hence, this imaging
experiment also provides evidence that magnetostatic cou-
pling can occur for temperature-driven transitions under low
field, for particles with narrow TC distribution and in close
proximity.

In Figure 19, an overview of magnetostatic coupling phe-
nomena from this work and the literature is presented. On
the x-axis, the distance between the particles, and on the y-
axis the mean difference of their transition temperatures are
plotted. In general, particle ensembles with a distribution of

transition temperatures that is too broad do not show magne-
tostatic coupling, even when the particles are very close. For
particles in very close proximity (d<1000 mm), the minimum
requirement for coupling seems to be that the difference be-
tween their transition temperatures is typically less than
DTT<1 K. With this interpretation, it becomes clear why for
example, Funk et al.[100] did not observe coupling in packed
beds of very similar magnetocaloric particles. The distribu-
tion of transition temperatures, which in their case followed
a Gaussian distribution with (1.5 K<s<2 K), was simply too
broad. We expect that coupling within a packed bed of
spheres can only occur for distributions of the transition tem-
perature with s<1 K, which is typically not the case for the
currently used packed beds of magnetocaloric materials. The
large number of nearest neighbors (coordination number) of
the packed bed probably might be able to reduce this upper
limit in the variation of the transition temperatures further,
but this is beyond the scope of this article and requires fur-
ther investigations. To conclude, magnetostatic coupling be-
tween magnetic particles of an ensemble is a weak effect that
requires precise control of the particlesQ transition tempera-

Figure 17. Magnetization (m0H=0.1 T) and entropy change (DH=1 T) of the
experiment with the narrow transition temperature distribution as a function
of temperature.

Figure 18. Normalized gray value for the 500 mm (bottom) and the 1800 mm
spaced (top) particles during heating. The insets show the magneto-optical
images at low temperatures.

Figure 19. Magnetostatic coupling of magnetocaloric particles depending on
their distance and their difference in transition temperature from literature
and in this work. The data are from this work and from
Refs. [71, 96, 100, 101].
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tures and distances. In the best case, coupling can lead to en-
tropy changes that resemble the bulk properties instead of a
superposition of individual spheres, and it is therefore worth
investigating further how magnetostatic coupling can be pro-
moted in ensembles of particles and fragments.

5. Summary and Outlook

Strong coupling effects in magnetocaloric materials are the
key factor to achieve large magnetic entropy changes in this
material class. Combining experimental techniques on differ-
ent scales with ab initio calculations, we have explored and
exploited the relevant coupling phenomena, including atomic
coupling, stress coupling, and magnetostatic coupling. For
our investigations on atomic coupling, we have used the
Heusler compounds as a point of departure. For thin films of
many members of this material family, the chemistry, crystal
structure, and microstructure can be readily controlled, and
the step from perfect crystals to materials with imperfections,
that is, composition changes and disorder, has been per-
formed. Chemical interactions in multilayer films can lead to
unusual strains and interdiffusion of distinct atomic species.
Stress coupling occurs in first-order magnetocaloric materi-
als, which exhibit a magnetovolume or magnetostructural
transitions together with the magnetic transition. External
stress can impact the phase transition of magnetocaloric ma-
terials and lead to, for example, a shift of their transition
temperature or preferred nucleation sites. Though mechani-
cal stress is typically exerted globally on the sample from the
outside, it can also occur within the sample through the inter-
action of the volume expansion at the transition with sample
features such as surface curvature or geometry. This can
again lead to transition temperature shifts similar to those
achieved by external pressure.

We have observed strong stress coupling in the volume
and the surface of bulk materials, as well as between thin
films and their buffer or substrate. The simulations reveal, in
addition, that chemical and stress coupling have an impact
on the lattice and magnetic degrees of freedom. Their cou-
pling in turn is responsible for the response at the martensitic
transformation temperature. Magnetostatic coupling has
been experimentally demonstrated in magnetocaloric parti-
cles and fragment ensembles. It can significantly affect the
progress of the magnetic transition and can finally lead to its
sharpening if the fragments are in sufficiently close contact,
thereby opening up a route to tune the width of the transi-
tion.

Epitaxial stress in thin films can lead to an incomplete MT
in Heusler compounds that is dependent on the YoungQs
modulus of the underlayer and has great impact on the mar-
tensitic microstructure. In materials with magnetovolume
transformations, epitaxial stress can be used to tune the
transformation temperature.

Magnetostatic coupling can occur between particles or
parts of magnetocaloric material through the magnetic stray
field of a ferromagnetic region or particle. In general exter-
nal magnetic fields are able to shift the transition tempera-

ture in magnetocaloric materials, and it is therefore not sur-
prising to find a similar, though more subtle effect for mag-
netostatic stray fields as well. Using a model experiment, we
clarified that magnetostatic coupling between—and hence a
cooperative behavior of—particles with different transition
temperatures is observed as long as the transition tempera-
tures are similar enough (DTC<1 K) and the particles are in
sufficiently close contact. Stress- and magnetostatic coupling
are therefore important mechanisms influencing the func-
tional properties of first-order magnetocaloric materials. It is
important to note that the three levels of coupling effects dis-
cussed here occur in all samples simultaneously and mutually
influence each other. We demonstrate this in Figure 20,
which is a typical plot used for evaluating the atomic cou-

pling in Section 2 (see Figure 8). The addition of Pt to
Ni2MnGa changes the relative stabilities of austenite and
martensite (black vs. red line in Figure 20), which are deci-
sive for the size of the MCE. At the same time, the addition
of Pt changes the lattice constant. This kind of stress cou-
pling alone, without the chemical effect of Pt, already has a
noticeable impact on the austenite–martensite stability
(black vs. blue line in Figure 20). We have furthermore point-
ed out the importance of magnon–phonon coupling for the
MCE in Heusler alloys. A substantial part of it is already
given by magnetostatic coupling effects. This is indicated in
Figure 20 by comparing the austenite–martensite stability
with and without reducing the magnetization to 5/6 of its sa-
turated value within the fixed spin-moment (FSM) approach
(black vs. green line in Figure 20). The effect is substantial
and magnetostatic coupling effects will therefore influence
the MCE in all real microstructures.

Based on the achieved insights, we have demonstrated that
the functional properties can be tailored by tuning the occur-
ring coupling phenomena to achieve the best magnetocaloric
performance for cooling applications. Table 2 presents a sum-
mary of typical characteristics found in magnetocaloric mate-
rials; possible origins related to coupling phenomena are
listed. With this overview, we hope to enable other research-
ers to more easily determine the reasons for typical behavior

Figure 20. Total energies as function of tetragonality in Ni2MnGa, including
atomic, stress, and magnetostatic interactions.
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occurring in first-order magnetocaloric materials and other
material classes with strong coupling effects at different
scales.
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