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Onset of Bloch oscillations in the
almost-strong-field regime

Jan Reislöhner1, Doyeong Kim1, Ihar Babushkin2,3,4 & Adrian N. Pfeiffer 1

In thefieldof high-order harmonic generation fromsolids, the electronmotion
typically exceeds the edge of the first Brillouin zone. In conventional nonlinear
optics, on the other hand, the excursion of band electrons is negligible. Here,
we investigate the transition from conventional nonlinear optics to the regime
where the crystal electrons begin to explore the first Brillouin zone. It is found
that the nonlinear optical response changes abruptly already before intraband
currents due to ionization become dominant. This is observed by an inter-
ference structure in the third-order harmonic generation of few-cycle pulses in
a non-collinear geometry. Although approaching Keldysh parameter γ = 1, this
is not a strong-field effect in the original sense, because the iterative series still
converges and reproduces the interference structure. The change of the
nonlinear interband response is attributed to Bloch motion of the reversible
(or transient or virtual) population, similar to the Bloch motion of the irre-
versible (or real) population which affects the intraband currents that have
been observed in high-order harmonic generation.

A crystal electron accelerated by an electric field in an electronic band
(a Bloch electron) shows amotion pattern that is distinctively different
from a free electron. The motion of a Bloch electron is described in k-
space by the acceleration theorem ∂tk = −E1 (atomic units are used).
Already Felix Bloch recognized that the electron motion under the
influence of a constant electric field would be oscillatory instead of
unidirectional because the group velocity vkn =∂kω

k
n of an electron

wave packet in band n with energy ωn flips the sign after crossing the
Brillouin zone edges. However, these Bloch oscillations, one of the
most intriguing and counter-intuitive corollaries of electronic bands,
are difficult to observe because electron scattering prevents extended
motion in k-space for static fields below the breakdown threshold.

One option to realize Bloch oscillations is to increase the lattice
constant a so that the zone edge at k =π/a is closer. This was achieved
by semiconductor superlattices and allowed the first observations of
Bloch oscillations2–4. Another option is to increase the electric field
sufficiently so that the zone edge is reached ultrafast before scattering
destroys the wave packet. This condition can be met for intense laser
pulses when the electric field is so strong that electrons cross the zone

edge within one optical cycle. This was considered from the beginning
as a possible mechanism of high-order harmonic generation (HHG)
from transparent crystals5. For most conditions, the contribution of
Bloch oscillations to HHG was reported to be weaker than other
mechanisms6, such as recollision7, multiband coupling8, andmotion in
bandswith higher spatial frequencies9. For terahertz fields itwas found
using a numerical switch-off analysis that Bloch oscillations contribute
substantially to HHG10. Very recently, it has been reported that HHG
produced by two-color fields exhibit phase variations that can be
associated with reaching the zone edges11. On the other hand, the
decoherence dynamicsof strong-field processes in solids are disputed,
with many recent calculations assuming the ultrafast loss of interband
coherence with few-femtosecond dephasing times7,12–15. If the under-
lying reason for this ultrafast coherence loss is rooted in scattering, it is
questionable how laser-driven Bloch oscillations can arise.

For low-order harmonics, it is commonly accepted that ionization
gains importance as the damage threshold is approached16. Recently,
the influence of step-wise ionization on intraband currents has been
discussed17–19. When the electrons begin to cover a significant range of
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the first Brillouin zone, the contribution of Bloch electrons to low-
order harmonics is expected to change, as visualized in Fig. 1. An
electron promoted to the conduction band (n = 2) generates the cur-
rent JðtÞ= � vkðtÞ2 . With a rather short-range trajectory at low inten-
sities, the current contains mainly fundamental frequencies. With
increasing intensity, the electron motion becomes anharmonic and
contains increasingly more third harmonic frequencies.

Here, this simple picture is extended to the motion of inter-
band coherences, which give rise to interband polarization. It is
found that the nonlinear optical response from interband coher-
ences (which are responsible for the reversible or transient or vir-
tual population) changes abruptly as the crystal electrons explore
the first Brillouin zone. This is observed by an interference structure
in the third-order harmonic generation (THG). For short laser pul-
ses, this happens already at intensities where the contribution of
intraband currents due to ionization is not yet dominant. The
mechanism is different from the influence of Bloch electron motion
which has been observed before in HHG10,11 because that is related to
intraband currents, which are seeded by the irreversible (or real)
population. Furthermore, the observed effect is in the realm of
perturbative optics, because the iterative series20 converges and
reproduces the interference structure. The regime of intensities
might be called an almost-strong-field regime because the inten-
sities are smaller than in strong-field laser physics, yet the nonlinear
response differs substantially from conventional nonlinear optics.
Conventional nonlinear optics is understood here to indicate that
the excursion of band electrons is negligible. Strong-field laser
physics, on the other hand, is understood here to indicate that the
response cannot be treated perturbatively, which implies a Keldysh
parameter γ < 1. The almost-strong-field regime, where the electron
trajectories cover a significant range of the first Brillouin zone but
the contribution of intraband currents is still negligible, is com-
monly reached in lenses and windows of high-power optical
instruments, in contrast to the strong-field regime, where optical
elements deteriorate quickly.

Results
Experiment
To uncover the expected interference, an intensity scan is required
that extends from the regime of conventional nonlinear optics
into the regime of Bloch electronmotion. This introduces significant
complications for the experiment, as the yield of harmonic
light would cover a very wide range. To overcome this problem,

non-collinear spectroscopy is used here, sketched in Fig. 2. Two
visible–infrared (Vis–IR) pulses A and B are focused into 100μm-
thick crystals with polarization perpendicular to the plane of inci-
dence. A and B are overlapped spatially and temporally with a pre-
cision of ±10μm and ±1 fs, forming a laser-induced grating21,22. Deep
ultraviolet (DUV) light is produced by THG in the crystals. The DUV
light that is emitted collinearly to A, which is kept at a constant
intensity IA = 7 TW/cm2, is detected with a spectrometer. The inten-
sity of B is varied in the range IB = [0, 8] TW/cm2, which varies the
peak intensity Ipeak =

ffiffiffiffiffi
IA

p
+

ffiffiffiffiffi
IB

p� �2
in the grating. This facilitates

intensity scans over a high dynamic range with little variation in
spectrometer count rates.

Data evaluation
The fundamental Vis–IR pulses are strongly modified by nonlinear
pulse propagation, which obscures the observation of THG mechan-
isms. Fortunately, THG from the beginning of the crystals strongly
contributes to the fringed DUV spectrum (Fig. 2b). As previous
studies23,24 revealed, the spectral fringes are produced by two DUV
pulses that are well separated in time after the crystal. The leading
pulse (labeled U) is in time with the Vis–IR pulse, whereas the trailing
pulse (labeled V) propagates at the DUV group velocity23–25. V is ben-
eficial for the interpretation of the data because it is generated within
the first few micrometers and maintains its spectrum in the sub-
sequent linear propagation. The contribution of U complicates the
interpretation of the data because it is generated after nonlinear pulse
propagationmodified the fundamental pulses. Due to the scattering of
the Vis–IR light in the DUV spectrometer, the spectra contain also a
significant background in addition to the fringed spectra
I ωð Þ= ∣U ωð Þ+V ωð Þ∣2. To remove the background and to enhance the
sensitivity to V, the raw spectra are inverse Fourier transformed, the
side peak (alternating component) is cut out and shifted to zero, and
thereafter Fourier transformed. This yields Ir ωð Þ= ∣U*ðωÞV ðωÞe�iωte ∣,
where te represents the shift to zero which corresponds to the delay
between U and V after the medium. The parameters used are 87 fs for
SiO2, 111 fs for Al2O3, 190 fs for MgO.

The intensity scan reveals an interference structure in the region
Ipeak = [10, 20] TW/cm2 for SiO2 (see Fig. 2c). As this is the regimewhere
the crystal electrons explore the first Brillouin zone (Fig. 1), this is the
first indication for THG from Bloch electrons that competes with
conventional THG. Corresponding experiments in Al2O3 and MgO
yield similar interferences (Fig. 3), but fine details indicate that the
band structure has an influence.

Fig. 1 | Current generated by Bloch electrons. a An electron that is born in the
conduction band at k =0 will subsequently undergo motion according to the
acceleration theorem.With the electricfield displayed inb, the electron trajectories

for peak intensity I = 1, 15, and 30TW/cm2 are depicted in (c), (e), and (g). The
corresponding currents are shown in (d), (f), and (h). Parameters: lattice constant

a =0.5 nm; peak electric field maxðEÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8× 10�7πc

nR

q
I; refractive index nR = 1.54.
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Discussion
To get further insights, numerical calculations are performed using
semiconductor Bloch equations (SBEs)1. With restriction to the spatial
dimension of the electric field vector and omitting the Coulomb
interaction, the SBEs read20,26

i
d
dt

ρk +A
nm = � ωk +A

nm ρk +A
nm + E �

X
l

dk +A
lm ρk +A

nl � dk +A
nl ρk +A

lm

� �

+ i ∂tρ
k +A
nm

� �
relax

:

ð1Þ

The diagonal elements ρk
nn of the density matrix are the popula-

tions of the electronic bands, the off-diagonal elements ρk
nmðn ≠mÞ are

the coherences between the states with transition energies
ωk

nm =ωk
m � ωk

n. The electric field E induces dynamics by coupling
the electronic bands via the dipolematrix elementsdk

nm andbymoving
the electrons and holes within the bands, which is realized by the

coordinate transform k→ k +A, where A is the vector potential defined
by E = −∂tA. The relaxation terms ∂tρ

k
nm

� �
relax are implemented as

phenomenological damping terms (see the “Methods” section). The
polarization P and the current J are calculated by

P =
X
n≠m

X
k

dmnρ
k
nmδk ð2Þ

J = �
X
n

X
k

ρk
nnv

k
nδk, ð3Þ

where δk is the spacing in the k-grid.
In most recent studies, the band structures are calculated by ab

initio methods like density functional theory (DFT). Here, a different
approach is taken. For a quantitative comparison of optical fields ori-
ginating frommacroscopic pulse propagation, it is essential that both
the linear response (including the group velocity dispersion) and the
nonlinear response (including the optical Kerr effect (OKE))match the
experiment. The linear response of DFT is known to deviate becauseof
missing background contributions27; if the OKE is correctly repro-
duced is typically not tested. Here, numerical refractive index data is
used to incorporate linear polarization in the pulse propagation. The
nonlinear polarization P(NL) is used as a source term in the pulse pro-
pagation, which is calculated from Eq. (2) in Fourier space by

F�
PðNLÞ�=F Pf g � χð1ÞF Ef g, ð4Þ

where χ(1) is the linear susceptibility of Eq. (1) (see the “Methods” sec-
tion). The dipole matrix elements of three bands are then adjusted to
match the experimental data of the OKE. This supports pulse propa-
gation using the unidirectional pulse propagation equation (UPPE) at
feasible computation times, yet captures the interband and intraband
dynamics consistently20.

The macroscopic UPPE calculations (see the “Methods” section),
using the experimentally determined pulse shapes, confirm the
assumption of two separate DUV pulses (see Fig. 4). The calculated
spectra are processed like the experimental spectra. The Fourier-

Fig. 2 | Experiment. a Two fundamental beams (red) are focused into a crystal
(crossing angle α = 1. 1∘, beam waist 120μm). Beams in the DUV (blue) are emitted
from the laser-induced grating both collinearly to the fundamental beams and in
the interstitial space. The wavefronts of the fundamental pulses A and B, which
originate by beam splitting of one laser pulse, are highlighted in red. Cross-phase
modulation scans (XPMS) are used for experimental pulse retrieval23 and indicate a
center wavelength of 700nm and a pulse duration of 8 fs. The DUV beams contain
two pulses (wavefronts highlighted in blue), of which the front pulses travel at the

pace of the fundamental pulses, whereas the rear pulses propagate at a speed
corresponding to the DUV dispersion and are thus delayed due to the refractive
indexmismatch atVis–IR andDUVwavelengths. The spectrometer records theDUV
spectrum emitted collinearly to A. The experiment is carried out in a vacuum,
inhibiting nonlinear interactions with air. b The raw spectrum I(ω) (black) and the
Fourier filtered spectrum Ir(ω) (blue) at IB = 3.5 TW/cm2 from SiO2(001). c The
Fourier filtered spectrum Ir(ω) as a function of intensity.

Fig. 3 | Comparison with other crystals. The Fourier filtered spectrum Ir(ω) as a
function of intensity as in Fig. 2 but for Al2O3(110) (a) and MgO (100) (b).
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filtered spectrum Ir(ω), although somewhat masked by propagation
effects, still resembles the THG at the beginning of the crystal (Fig. 4d).
The reason is that V originates within the first few micrometers in the
crystal and maintains its spectrum in the subsequent linear propaga-
tion. The intensity scanexhibits an interference structure that is similar
to the experimental data. In order to investigate the influence of the
band shape, calculations are performed where the band shape con-
tains higher frequencies (Supplementary Information Fig. 1). As
expected, the band shape influences the interference structure, which
might be exploited to extract information about band shapes from the
data. However, the calculations limited to three bands are unlikely to
reproduce the interference structure in fine detail.

The interference structure also addresses a debated inconsistency
in the field of HHG from solids. Numerical calculations by several
groups agree that noisy spectra of HHG are predicted, in contrast to
the clean harmonics measured experimentally. The most prominent
solution to this discrepancy is to assume ultrafast coherence loss
realized by dephasing times below 10 fs, which helps the calculations
produce clean harmonics7,12–15. The interference structure vanishes for
such short dephasing times (Supplementary Information Fig. 2), which
does not support the assumption of dephasing times below 10 fs.

To clarify whether the interference structure is caused by a
change in the mechanism of THG rather than propagation effects, the
nonlinear response generated by 8-fs Gaussian pulses is investigated
(see Fig. 5). P(NL) exhibits an interference structure in the range [8,
20] TW/cm2, similar to the UPPE calculations and the experiment. The
shape is influencedby the band shape (see Supplementary Information
Figs. 3 and 4), but the general appearance is universal. Also, J shows an
interference structure, but at lower intensities [2, 8] TW/cm2. This is an
indication that the interference structure observed experimentally is
not due to J. This is affirmed by running the UPPE calculationwith J =0,
which yields an indistinguishable result from the complete calculation
displayed in Fig. 4c. This seems to contradict recent wave-mixing
experiments at similar intensities17,18, but a crucial point may be that
the SBE calculations reproduce the reversible population of the con-
duction band20,28,29 rather than assuming a step-wise ionization.

The Keldysh parameter γ = ω0
ffiffiffiffiffi
ω12

p
∣E∣ , where ω0 is the optical fre-

quency, is commonly used to distinguishmultiphoton (γ> 1) and strong-
field (γ< 1) interactions30. While the former can be treated by the power

Fig. 4 | Macroscopic calculations using experimentally determined pulse
shapes in SiO2. The electric field of theDUVpulses U and V emitted collinearly to A
for Ipeak = 7 TW/cm2 (a), 14 TW/cm2 (b), and 23TW/cm2 (c). The electric field was
Fourier filtered to include only frequencies in the interval [4.2, 6.2] eV to suppress
the much stronger fundamental field at Vis–IR wavelengths. d The raw spectrum

I(ω) (black) and the Fourier filtered spectrum Ir(ω) (blue) at Ipeak = 14 TW/cm2. The
spectrumF fPðNLÞg calculatedwith the initial fundamental pulses at the beginning of
the crystal is shown in green for comparison. e The Fourier filtered spectrum Ir(ω)
as a function of intensity.

Fig. 5 | Optically thin calculations using 8-fs Gaussian pulses. The spectra of P(NL)

(a) and J (b) are calculated using the full SBEs. For comparison, the spectrumof P(NL)

with suppression of the electron motion is shown in (c). All pseudo-color plots are
normalized at each intensity to increase visibility. The third root of the sum of the
spectra of P(NL) before normalization (corresponding to the third root of the total
THG intensity) is depicted in (d) for the SBE calculationwith (red solid) andwithout
(black solid) Bloch electron motion. The red dotted line shows the iterative cal-
culation with 100 iterations that diverges for I > 18TW/cm2. For comparison, the
black dashed line shows the instantaneous response P(NL) = χ(3)E3, which is a straight
line in this diagram. The k-resolved contribution P(NL)(k) of the full-SBE calculation
summed over frequencies [4.5, 5] eV is displayed in (e).
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series expansionof perturbative nonlinear optics, this series diverges for
the latter. The transition region has attracted much attention for gases,
which is sometimes referred to as the regimeof nonadiabatic tunneling31

but has not yet receivedmuch attention for solids. The intensity rangeof
the interference structure (γ= 1.5 at 8TW/cm2 and γ= 1 at 18TW/cm2) is
below the regime of strong-field laser physics in the original sense.
Strong-field laser physics in the original sense is understood here to
mean that the power series expansion does not converge. To test the
convergence, the SBEs are solved iteratively (see the “Methods” section
and ref. 20). It has been shown before that the convergence criterion of
the iteration is fulfilled for γ> 120. The pseudo-color spectra produced
with 100 iterations are distinguishable from those of the time-domain
integration displayed in see Fig. 5a. Only the line plot of Fig. 5d reveals
deviations starting at 18TW/cm2 where γ= 1.

To finally reveal the mechanism that causes the modification of
the non-linear response in the almost-strong-field regime, a simpli-
fied calculation is performed neglecting the motion of the Bloch
electrons. This is achieved by omitting the coordinate transform
k→ k + A in Eq. (1). With the Bloch electron motion turned off, the
interference structure in P(NL) disappears. For lower intensities, dis-
played in the inset of Fig. 5d, the calculations with and without Bloch
electronmotion agree perfectly. Thus, Bloch electronmotion can be
neglected at moderate intensities. Moreover, the instantaneous
response P(NL) = χ(3)E3, which is a common simplification for theOKE in
transparent solids, is a very good approximation for these intensities.
In the almost-strong-field regime, the THG intensity deviates from
the instantaneous response model for both calculations with and
without Bloch electronmotion but only the full calculation generates
the interference structures. At 5 TW/cm2, where J exhibits inter-
ference, the electrons transverse up to 45% of the first Brillouin zone.
However, this is not observed in the experiment because the influ-
ence of J is still negligible at these low intensities. At 14 TW/cm2,
where P(NL) exhibits interference, the electrons transverse up to 75%
of the first Brillouin zone. The origin of the nonlinear polarization in
k-space is traced by omitting the k-summation in Eq. (2) resulting P(NL)

(k). In the almost-strong-field regime, theorigin is shifted through the
entire Brillouin zone (Fig. 5d). This underpins the interpretation of
Bloch motion that affects the interband polarization. At low inten-
sities, only the local band curvature is decisive which is highest at
k = 0.When the electrons start to explore the Brillouin zone, the band
curvature throughout the trajectorymust be considered both for the

interband and for the intraband contribution of the nonlinear
response.

The spectrograms (Fig. 6 and Supplementary Information Fig. 5)
show that while THG is temporally delocalized at low intensity, THG
and also higher frequency generation are localized within the optical
cycle at higher intensities. Some features are reminiscent of the three-
step model for HHG32. In particular, there are branches with positive
chirp, as typically associated with short electron trajectories, followed
by branches with negative chirp, as typically associated with long tra-
jectories. However, the three-step model would predict only photons
with energies of band transitions7,8, which are limited to [10.3, 13.3] eV
for the band structure used here. Furthermore, the highest photon
energies are found at the peaks of the generating field, but the three-
stepmodel predicts them near the zero crossings. It is remarkable that
the instantaneous responsemodel fits very well for low intensity but at
higher intensity both the P(NL) and J exhibit dents at the field crests.
These dents are clearly visible by comparing with the simplified cal-
culation that neglects the motion of the Bloch electrons (Supple-
mentary Information Fig. 6). These dents are reminiscent of the
current generated by a single Bloch electron in Fig. 1. This strengthens
the interpretation that Bloch electron motion can be regarded as a
mechanism of harmonic generation not only for real electrons, which
are the origin of J and which was considered from the beginning as a
possible mechanism for HHG but also for virtual electrons (coher-
ences), which are the origin of P(NL). In contrast to the original strong-
field regime (γ < 1), where optical components are very easily
damaged, the almost-strong-field regime is often reached in high-
power lasers and other optical instruments. The results of this work,
especially numerical pulse propagation at feasible computation times,
will be useful for the design of such instruments.

Methods
Calculations based on SBEs
The consistent treatment of the OKE requires at least three bands20.
Two valence bands (bands 1 and 3) and one conduction band (band 2)
are considered here. In a realistic band structure, valence bands have
typically a transition energy on the order of 1 eV, but resonance effects
with the Vis–IR pulse do not prevail becausemany valence bands exist.
To avoid resonance effects for only two valence bands, ωk

3 =ω
k
1 is

assumed. However, only band 1 is coupled to the conduction band.
Only the conduction band energy is considered to be k-dependent

Fig. 6 | The nonlinear polarization response in time domain. P(NL) is calculated
using the SBEs with Bloch electron motion at 0.2 TW/cm2 (a) and (c) and at
4 TW/cm2 (b) and (d). The blue lines in a and b show P(NL), the generating field is

displayed by the red curve. The spectrograms c and d show the smoothed pseudo-
Wigner–Ville distributions of P(NL). Before calculating the spectrograms, all fre-
quency components of P(NL) with ω < 3.5 eV were removed by Fourier filtering.
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with a tight-binding band shape:

ωk
2 =

1
2
b1ð1� cosðkaÞÞ ð5Þ

with bandwidth b1 = 3 eV and lattice constant a = 0.49 nm. The band-
gap is set to ωk =0

12 =ω12 = 10:3 eV,
The dipole matrix elements are matched to the OKE at low

intensities as described in ref. 20. The valence band transitions are
implemented with dk

13 =d
k
31 =d13 = 16. The valence to conduction band

transitions dk
12 =d

k
21 are implemented as1

dk
12 =d

k =0
12

ωk =0
12

ωk
12

: ð6Þ

with dk =0
12 =0:02. All other dipole matrix elements are set to zero.

Relaxation is implemented as phenomenological damping terms.
For the diagonal elements, the lifetime T1 and the collision time Tc are
considered.

∂tρ
k
nn

� �
relax

= � 1
T 1

ρk
nn �

1
2Tc

ρk
nn � ρ�k

nn

� �
: ð7Þ

The lifetime in conduction bands of dielectrics usually exceeds 100 fs,
justifying the assumptionT1 =∞. The termsproportional to 1/Tc cause a
decay of the currents, while the total band population is preserved.
The damping of the currents cannot be neglected, because Drude
collision times are in the few-femtosecond range. This is in accordance
with the qualitative picture of excited electrons that first undergo
rapid momentum relaxation and thereafter energy relaxation on a
longer timescale33. For the coherences,

∂tρ
k
nm

� �
relax

= � 1
T2

ρk
nm: ð8Þ

where T2 is the interband dephasing time. Here it is assumed that T2 is
identical for all coherences and independent of k. The relation
between the dephasing time T2 and the Drude collision time Tc is not
known. Here, T2 = 2Tc is assumed, following the phenomenological
picture that if scattering occurs to an electron at position k, its inter-
band- and intraband coherences are likewise destroyed.

The numerical calculations are performed on a k-grid with 27
points. The time-domain integration is performed using the 4th-order
Runge-Kutta (RK4) method. For the calculations with pulse propaga-
tion (Fig. 4 and Supplementary Information Figs. 1 and 2), a t-grid with
30,001 points in the interval [−250, 250] fs is used. For the calculations
without pulse propagation (all other figures), a t-grid with 70,001
points in the interval [−500, 500] fs is used.

Iteration of SBEs
For dielectrics, the population transfer into the conduction band is
only a small fraction of the valence band population when irreversible
material changes are avoided. This justifies the assumptions
ρk
11 � ρk

22 = 1; ρ
k
11 � ρk

33 = 0; ρ
k
33 � ρk

22 = 1, which effectively decouple the
diagonal and off-diagonal elements of the SBEs. With this approxima-
tion, the non-diagonal elements of Eq. (1) can be transformed to

F ρk +A
12

n o
=

F dk +A
12 E

n o
+D12

ω12 � ω+ i=T2

F ρk +A
32

n o
=

D32

ω32 � ω+ i=T2

F ρk +A
13

n o
=

D13

ω13 � ω+ i=T2

ð9Þ

with

D12 = F �eωk +A
12 ρk +A

12

n o
� d13F Eρk +A

32

n o

D32 = F �eωk +A
32 ρk +A

32

n o
� d13F Eρk +A

12

n o

D13 = � F dk +A
12 Eρk +A

32

n o*
∣
�ω

:

ð10Þ

Here, the time-dependent transition energy ωk +A
nm is separated into a

static part ωnm =ωk
nm and the dynamic part eωk +A

nm =ωk +A
nm � ωnm. The

elements Dnm are the corrections due to the nonlinearity. A recursive
method is used for their calculation: In the nth step of iteration, the
elements ρnm in Eq. (9) are calculated using the elements Dnm of the
(n−1)th step. Each step of iteration requires (inverse) Fourier
transforms and time-domain multiplications. Dnm = 0 is assumed
in step 0.

The iteration is equivalent to a power series expansion.
Accordingly, there is an upper limit for the electric field above
which the iteration does not converge. In the limit of a monochro-
matic field with frequency ω0, the convergence criterion is given
by γ > 130.

The linear susceptibility follows from Eq. (9) by setting D12 = 0:

χð1Þ =
F Pf g
F Ef g =

X
k

2ωk
12ðdk

12Þ
2

ðωk
12Þ

2 � ω2 + 1=T2
2 + 2iω=T2

δk ð11Þ

Pulse propagation
Macroscopic pulse propagation is calculated using the UPPE

∂z Ê = i
ω
u
� K

� �
Ê � 2πω

Kc2
iωP̂

ðNLÞ
+ Ĵ

� �
, ð12Þ

where the hat symbol indicates the Fourier transform in the dimen-
sions of time and transverse space. In addition to the propagation
direction z, one transverse dimension (the x-dimension) is included to
account for the noncollinear geometry with K =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2
R
ω2

c2 � k2
x

q
. Numer-

ical tables are used for the refractive index nR, c is the speed of light
and u is the group velocity of the Vis–IR pulse. The electric field is
treated as a scalar field because all pulses are polarized perpendicular
to the plane of incidence.

The UPPE is integrated numerically using the split-step method
with an x-grid with 81 points in the interval [−260, 260]μmand a z-grid
with 401 points in the interval [0, 100]μm.

Subsequent to the propagation inside the crystal, the light pro-
pagating collinearly to A with an emission angle � α

2 is calculated by

EðωÞ= Êðω,kxÞ ð13Þ

with tanð� α
2Þ=

kxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðω=cÞ2 + ðkx Þ2

p .

Data availability
The data generated in this study are provided in the Supplementary
Information. Source data are provided with this paper.
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