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Abstract 

“Can an examinee pass a multiple-choice (MC) exam by chance?” Many studies have tried to 

address this question. However, these studies ignore different types of position bias associated 

with picking an item from a list. Despite the presence of considerable evidence on the existence 

of position bias in guessing answers in MC exams, these studies assume an examinee chooses 

answers with equal probability. This paper seeks to fill this gap by quantifying the chance of 

success in MC exams due to guessing when different types of position bias and prior 

knowledge are taken into consideration. The paper proposes a probabilistic model for position 

bias and uses it to conduct a series of computer simulations for quantifying the chance of 

passing an MC exam. Results show that the chance of passing an MC exam by pure random 

guessing is generally negligible even for a poorly set MC exam. Furthermore, results show that 

chances for an examinee with a fair amount of prior knowledge passing an MC exam of 

acceptable standard are between very high and perfect. Since a typical examinee is expected to 

possess some amount of prior knowledge, these results imply that despite their popularity, MC 

exams should be avoided particularly in high-stake exams where they can lead to false 

positives.  

 

Keywords: Multiple-choice exams; multiple-choice questions; position bias; computer 

simulation. 

 

Introduction 

Multiple-choice (MC) exams are popular 

and play a key role as a tool of assessment at 

virtually all levels of education ranging from 

primary schools through universities (Moss 

2002, Parkes and Zimmaro 2016). However, 

despite their practical utility as assessment 

tools, MC exams have one major drawback: 

the possibility of an examinee to answer a 

multiple-choice question (MCQ) correctly 

due to partial prior knowledge or by random 

guessing (by chance) (Lee 2019). 

Consequently, it is theoretically possible for 

an examinee to pass an MC exam by random 

guessing, leading to what are known as false 

positives. 

This drawback undermines the value of 

MC exams as assessment tools especially in 

science, technology, engineering and 

mathematics (STEM) subjects in which 

creative thinking, rather than memorisation of 

facts is emphasized (Stanger-Hall 2012, 

Keinänen et al. 2018, Kleemola et al. 2022). 

Despite a great deal of efforts made to 

ameliorate this drawback (Burton and Miller 

1999, Dubins et al. 2016)—such as putting 

forward different guidelines for setting 

multiple-choice questions (MCQs)—

evidences from the literature show that 

setting MCQs of acceptable quality is so 

demanding and time consuming that these 

guidelines are usually not adhered to by 

majority of MC exam setters (Dehnad et al. 
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2014, Kilgour and Tayyaba 2016, Brown and 

Abdulnabi 2017). Therefore, it is not 

surprising that researchers have been 

extensively investigating this MCQ problem 

for a long time in an effort to quantify the 

extent to which an examinee   can pass an 

MC exam by random guessing (Burton 2001, 

Gu and Schwartz 2018, McKenna 2019).  

The fact that an increasing number of 

schools and universities around the world are 

now adopting e-learning to deliver their 

courses means that MC exams, due to their 

objectivity and simplicity of grading, will 

continue to be the means of choice for 

assessment in schools and universities for a 

long time to come. Moreover, the outbreak of 

COVID-19, for instance, has seen an 

unprecedented rate of adoption of e-learning 

by many universities and schools around the 

globe (Slade et al. (2022). Because 

assessment in e-learning courses relies 

heavily on MCQs, this increasing trend of e-

learning adoption calls for even more 

research on the suitability and robustness of 

MC exams against random guessing and 

other weaknesses (Kumar et al. (2021). 

The guessing problem in MC exams has 

been studied relatively extensively in the 

past, with most researchers focusing on the 

guessing behaviour of examinees when 

taking MC exams (Attali and Bar-Hillel 

2003, Lee 2019, Akyol et al. 2022) as well as 

quantifying the probability of passing an MC 

exam by random guessing (Burton 2001, Gu 

and Schwartz 2018, McKenna 2019). The 

former aspect tries to model or describe the 

guessing behaviour of an examinee with 

respect to attempting an MCQ, while the 

latter tries to estimate the pass rate 

attributable to guessing. 

The main limitation of previous studies 

aiming to quantifying the pass rate in MC 

exams is the fact that they do not take into 

consideration the examinees’ behaviour, 

particularly position bias. Position bias, 

which is a tendency of an examinee to prefer 

choice items at specific locations such as at 

the top, middle, or bottom of the choice list 

(Gu and Schwartz (2018) bias is used in 

modelling the behaviour of examinees who 

rely solely on random guessing when taking 

MC exams.  

Previous studies assume a naive (uniform) 

probability for each choice item in an MCQ. 

This assumption is inconsistent with the 

findings of many previous studies on 

examinee behaviour when attempting MCQs 

which indicate the presence of strong position 

bias towards certain positions in the choice 

item list (Clark 1956, Fagley 1987, Attali and 

Bar-Hillel 2003, Kuhn et al. 2020, Akyol et 

al. 2022). Another limitation is that the 

sample sizes used in many of these studies 

have been relatively small—something that 

makes generalising the results of these 

studies challenging. 

Ignoring position bias in these studies can 

be attributed to the fact that only few models 

of position bias exist (e.g., Blunch 1984), and 

that these models are both relatively old and, 

in some cases unwieldy, making it difficult to 

apply them in practical settings. In this paper, 

we fill this gap by quantifying the chance of 

success in MC exams when the effect of 

position bias is taken into consideration. To 

achieve this goal, we first develop a simple 

probabilistic model for position bias and use 

it to conduct a series of computer simulations 

for quantifying the chance of success in MC 

exams due to guessing. 

 

Materials and Methods 
In this section, the test data used in this 

study are described and a probabilistic model 

for position bias is developed. The developed 

model is then used in subsequent computer 

simulations for quantifying the chance of 

success attributable to guessing in MC 

exams. 

 

Test data 

The test data used in this study consisted 

of a real exam. The exam is a 2015 national 

standard VII mathematics exam administered 

by the National Examination Council of 

Tanzania (NECTA) annually as part of 

qualifying examinations for entering 

secondary education (NECTA 2022a). The 

exam consisted of 50 multiple-choice 

questions and each question had 5 choice 

items (A–E). This exam was used because it 
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was readily available to the author and it 

served the purpose of the study well. 

Additionally, so as to study the effect of 

position bias, a poorly set MC exam was 

needed. Here, “poorly set” means the 

distribution of answers in the answer key is 

not balanced—some answers have a much 

higher frequency than others. Since this kind 

of exam was not readily available, we 

resorted to modifying the original exam’s 

answer key by arbitrarily permuting the 

answers so that choice items C and E occur 

with a relatively higher frequency. The 

answer key for the original exam was 

CDDEABCEABEDEABDECEBDAABEAECBBDBEACDAEDDBCEABECEBE. 

while the answer key for the modified exam was 

ACECECCEECEBEECDECECDEACEAECCBDBEEADCECEBCCECECECE. 

 

Figure 1 shows the distribution of answers in these answer keys. As seen in the figure, 

modification of the original exam was performed so as to favour two specific types of position 

bias namely centre bias (choice item C) and lower edge bias (choice item E). 

 
(a) Original exam    (b) Modified exam 

Figure 1: Distribution of answers in the answer keys of the test exams. 

 

Modelling position bias 

The model for position bias proposed is 

based on the observation that there are 

generally two main types of position bias 

reported in the literature, namely edge bias 

and centre bias (Attali and Bar-Hillel (2003). 

An examinee with edge bias exhibits a 

tendency to prefer choice items located on 

the edges of the choice item list, while an 

examinee with centre bias prefers items 

located in the middle of the choice item list. 

For example, in a four-item MCQ (choices 

A, B, C, and D), an examinee exhibiting 

edge bias would prefer either choice item A 

or choice item B, while an examinee 

exhibiting centre bias would prefer either 

choice item B or choice item C. By contrast, 

an examinee without position bias would not 

have any particular preference. Here, prefer 

means that the probability that the examinee 

will choose items in those locations is much 

higher compared to the probability of 

choosing items in the other locations. 

Therefore, in light of this fact, we can treat 

the item chosen by an examinee who tries to 

answer an MCQ by random guessing as a 

random variable. In doing this, the problem 

of modelling position bias reduces to the 

problem of finding a suitable probability 

distribution for modelling each of the two 

types of position bias described above. 

For this purpose, we make use of the 

beta distribution (Forbes et al. 2011) for 

modelling each type of position bias. The 

probability density function of this 

distribution is given by 

                    f(x)  =  x
α−1

(1 − x)
β−1

 

                          B(α, β)     (1) 

 

where B(α, β) is the beta function with 

arguments α and β given by 

 𝐵(𝛼, 𝛽)  =  ∫ 𝑢𝛼−1(1 −  𝑢)𝛽−11

0
𝑑𝑢   (2) 
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The free parameters α and β in f(x) are 

called shape parameters—they control the 

shape of the beta distribution and they 

contribute to the versatility of this 

probability distribution. 

It follows that, by choosing suitable 

values for α and β we can obtain probability 

distribution functions (PDFs) with desired 

shapes to model the random variables that 

represent position bias. Figure 2 shows 

sample beta distributions tuned for 

representing the two types of position bias 

described above. In this paper, we distinguish 

edge bias into two independent biases that 

represent the upper and the lower edges of 

the MCQ choice item list. 

Since the PDFs shown in Figure 2 are 

continuous, whereas the random variables of 

interest are discrete, we need to derive 

probability mass functions (PMFs) from 

these continuous PDFs for modelling these 

variables. In the next section we show how 

these PMFs are derived from corresponding 

beta PDFs. After showing how to derive the 

PMFs for each type of position bias, we 

describe how to sample from the resulting 

PMFs. 

 
               (a) Upper edge bias               (b) Middle bias 

 
                     (c) Lower edge bias          (d) No bias (naive) case 

Figure 2: Beta distributions with parameters tuned to model common types of position bias 

shown when an examinee tries to answer an MCQ by random guessing (a–c) and 

a beta distribution tuned to model absence of position bias (d). 
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Deriving PMFs from beta distribution 

PDFs 

To derive PMFs from the beta 

distributions, we begin by partitioning the 

sample space of each beta distribution into N 

intervals of equal width where N is the 

number of choice items per MC question. 

For example, for a five-item MCQ (choices 

A, B, C, D, and E), each interval is going to 

be 1/5 in length. These intervals correspond 

to the choice items, i.e., the first half-open 

interval [0–1/5) corresponds to the first 

choice item (item A), the second half-open 

interval [1/5–2/5) corresponds to the second 

choice item (item B), and so on. Figure 3 

illustrates partitioning of the sample space of 

a beta distribution tuned for modelling 

centre-bias into five intervals that 

correspond to an MCQ with five choice 

items (A–E). 

The next step after partitioning the sample 

space is to compute the probabilities for 

guessing each choice item. This step is done 

for each type of bias shown in Figure 2. For 

example, the probability for guessing a given 

choice item k = A, B, ···, E in Figure 3, for 

example is given by 

 

pk(x) = ∫ 𝑓(𝑥)𝑑𝑥
𝑖+1/𝑁

𝑖
         (3) 

where i = 0, 1/N, ..., 1-1/N, and i+1/N are the 

start and end points of the interval for a 

choice item, respectively, and f(x) is the PDF 

corresponding to the beta distribution for a 

particular type of position bias. Table 1 and 

Figure 4 show the PMFs and probabilities, 

respectively, obtained after computing 

individual probabilities corresponding to each 

choice item for the example beta PDFs shown 

in Figure 2. 

 

Table 1: Probabilities of choosing a given choice item under different types of position bias 

 

Type of bias 

Choice item 

A B C D E 

upper 0.677877 0.291889 0.029499 0.000733 9.216e-07 

middle 0.001579 0.184513 0.627816 0.184513 0.001579 

lower 9.216e-07 0.000733 0.029499 0.291889 0.677877 

naive 0.200000 0.200000 0.200000 0.200000 0.200000 

 
Figure 3: Partitioning the sample space of a beta distribution into intervals of equal length 

and mapping those intervals to MCQ choice items. 
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The obtained PMFs are then used in the 

next step which is simulating the process of 

randomly guessing the correct answer of an 

MCQ. It turns out that simulating this process 

amounts to sampling from the derived PMFs. 

 
(a) Upper edge bias PMF                                 (b) Middle bias PMF 

 
  (c) Lower edge bias PMF                                  (d) No bias (naive) case PMF 

 

Figure 4: Final PMFs obtained after computing individual choice item probabilities for 

each Beta PDF shown in Figure 2. 

 

Sampling from derived PMFs 

The process of sampling from the derived 

PMFs simulates the process of randomly 

picking a choice item in an MCQ with a 

given type of position bias in mind. Thus, we 

consider a discrete random variable X whose 

PMF has been derived as described in the 

previous section and whose sample space is 

the set of choice items in the MCQ. 

Sampling from the derived PMFs can be 

achieved either through the use of existing 

software tools such as R and Python or 

through the use of existing sampling 

techniques such as importance and rejection 

sampling (Martinez and Martinez 2016). The 

latter method requires a PDF; hence we opted 

for sampling indirectly through the original 

beta density as described below. 

Sampling from the derived PMFs is done 

in two steps. First, we generate a sample y 

from the corresponding beta distribution. 

Second, we determine the value of X by 

assigning to it the choice item corresponding 

to the interval on which y lies (see Figure 3). 

Generally, if the sample space of the beta 

distribution is partitioned into N intervals of 
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equal width, we assign X the choice item 

corresponding to the half-open interval [i, 

i+1/N) in which the value of y lies. For 

example, in Figure 3 if y = 0.6 we assign the 

choice item C to X. 

 

Carrying out simulations 

The proposed model for position bias is 

meant to be used in modelling the behaviour 

of an MCQ examinee when randomly 

guessing answers. Consequently, the model 

can be used in simulating the probability of 

passing an MC exam due to random guessing 

when taking position bias into consideration. 

The probability of passing an MC exam 

estimated this way is generally more 

plausible than the naive one used in existing 

studies. This is due to the probabilistic 

behaviour shown by people when choosing 

items from a list (Kuhn et al. 2020). 

In carrying out the simulations, it was 

assumed that an examinee possesses varying 

levels of partial prior knowledge about the 

subject matter. This knowledge was 

expressed in percentages. With this 

assumption, for example, we assume an 

examinee with a 10% prior knowledge can 

score 10% in an exam (10 out of 100 

questions) either legitimately or through 

educated guessing (see e.g., Wu et al. 2019). 

To incorporate this prior knowledge, we 

adopted the strategy used by Dubins et al. 

(2016). Using the strategy, an examinee is 

awarded points according to their level of 

knowledge. For example, if an examinee has 

a 10% level of prior knowledge, we award 

the examinee 10% (5 questions) and the 

remaining 90% (45 questions) is obtained 

through simulation (guessing). We further 

assume that an examinee does not answer the 

questions in any particular order and the type 

of position bias the examinee possesses is 

consistent, that is, it applies to all questions in 

the exam. 

This setting somehow looks similar to 

Bernoulli trials except that the probabilities 

of success and failure change in each trial. 

For example, consider an examinee with 

middle bias; in guessing one question whose 

correct answer is A, the probability of 

success will be approximately 0.0016, while 

in answering the next question whose answer 

is, say C, the probability of success this time 

is approximately 0.6278 (see Table 1), which 

differs from that of the previous trial. 

Another factor that makes Bernoulli trials 

unsuitable for this problem is the sheer 

number of possibilities in answering the 

questions. For example, how many ways can 

an examinee answer ten questions correctly? 

What about fifteen? etc. Answers to these 

questions are easy to find, but the problem is 

that there are just too many cases like this to 

consider to get the desired outcome. 

We overcome these challenges by 

employing computer simulations. Computer 

simulations have been used in many contexts 

in education, including simulations aiming to 

study the effect of guessing in MC exams 

(e.g., Dubins et al. 2016). With the 

widespread availability of time-tested 

simulation algorithms and software tools, 

computer simulations have proven to be an 

indispensable tool when an analytic solution 

to a problem is either intractable or expensive 

to achieve, as it is the case with the problem 

being addressed in the present study. 

In this study, computer simulations were 

carried out in Python (version 3.6.9) running 

under Ubuntu GNU/Linux 18.04. Eight 

different cases corresponding to the four 

types of position bias (including the naive 

case) and the two test exams were 

considered. As the cases were independent to 

one another, simulations were ran in parallel 

using separate processes to speed up the 

simulation process and take advantage of 

multiple processor cores in the host 

computer. 

The simulation algorithm starts by 

initialising key parameters that control the 

simulation process. These parameters, their 

role in the simulation process and the values 

used in this study are shown in Table 2. The 

maximum number of simulation rounds to 

run (10000000) was determined 

experimentally by striking a balance between 

computing time and convergence of 

computed probability values. 
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Table 2: Global parameters used to control the simulation algorithm. Parameters shown with 

asterisks change as the algorithm progresses while the rest remain constant. 

Parameter Meaning Initial value used 

prior_knowledge Examinee’s percentage of 

prior knowledge 

5–50 at increments of 5 

exam_length Number of questions in the 

exam 

50 

num_simulations* Number of simulation rounds 

to run 

10000000 

 

For each type of bias, and for each level 

of prior knowledge, the algorithm then runs 

num_simulations simulations against the test 

exam. In each simulation round, the 

following are performed: (1) drawing 

exam_length samples from a corresponding 

PMF; (2) translating the samples to a key of 

item choices; (3) comparing the sampled 

answers to the respective exam answer key 

and incrementing by one all min_questions 

items for which at least their number of 

questions were answered correctly. For 

example, if we compare the two keys and 

find the number of questions guessed 

correctly is 13, we increment the counters for 

the 5 and 10 min_questions by one. The final 

value of the counters is used to compute 

relative frequencies in the next step; and (4) 

computing relative frequencies of scoring 

different number of questions in 

min_questions (the probability of achieving 

different scores). Upon converging the 

algorithm returns relative frequencies for 

scoring at least each number of questions in 

min_questions. 

Drawing samples from corresponding 

PMFs and translating the samples to an 

answer key was done as described in the 

previous section. Comparing the sampled 

answer key to the respective exam answer 

key was done by converting the answer keys 

to numeric vectors whereby the elements of 

the vectors became ASCII codes of the letters 

in the answer keys and then subtracting the 

two vectors. After subtracting the two vectors 

the number of zero elements, which denotes 

correct answers, was computed. Counter 

variables corresponding to each element of 

min questions were then incremented by one 

if the number of correctly answered questions 

was greater or equal to the corresponding 

element. 

Relative frequencies of scoring at least the 

number of questions in each of min_questions 

were computed by dividing the corresponding 

counter variable by the value of 

num_simulations giving a vector of relative 

frequencies. Algorithm 1 summarizes the 

steps taken in a single simulation process. 
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Results and Discussion 

Simulated joint PMFs for number of 

questions and level of prior knowledge for 

the two test exams and the four types of 

position bias (including the naive case) are 

shown in Figures 5 and 6. The general 

observation from the results is that the 

probability of passing an MC exam is higher 

than it might be anticipated. For example, to 

score 20 questions out of 50 an examinee just 

needs to have prior knowledge ranging 

between 25 and 30 percent even for a 

properly set exam (see Figure 5). This is an 

acceptable level of performance; for example, 

according to the National Examination 

Council of Tanzania (NECTA) (NECTA 

2022b), a score of between 30 and 44 percent 

at ordinary secondary level (form I to form 

IV) is considered satisfactory (grade D) and 

obtaining four D grades in any non-divinity 

subject qualifies the candidate for diploma 

studies at a university level. 
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Figure 5: Simulated joint PMFs showing the probability of scoring a given number of 

questions out of 50 (vertical axis) when possessing a given level of prior 

knowledge (horizontal axis) for the original test exam. 

 

The present study aimed to quantify the 

chances of success in MC exams using 

computer simulations. Unlike many previous 

similar studies which ignored the presence 

of position bias normally inherent in 

examinees when attempting MCQs, in this 

study we took into account position bias 

with the aim of studying its impact in 

success rate when guessing in both a well set 

and a poorly set MCQ exams. 
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Figure 6: Simulated joint PMFs showing the probability of scoring a given number of 

questions out of 50 (vertical axis) when possessing a given level of prior 

knowledge (horizontal axis) for the modified test exam. 

 

Typically, examinees would possess 

some partial knowledge that would give 

them an edge in the guessing process. 

Similarly, they can make use of educated 

guessing to eliminate some choice items as 

reported by Bailey et al. (2022). Thus, if we 

consider an average examinee to be the one 

with a 50% level of partial knowledge, these 

results show that an average examinee has 

an almost perfect chance of scoring 30 out of 

50 questions in a well set MC exam (see 

Figure 5). This is an above-average 

performance corresponding to a C grade 

(classified as good performance by 

NECTA). This observation, together with 

the findings of Lions et al. (2022) that shows 

MC exam answer key distribution is often 

biased, clearly expresses a concern on the 

reliability of MC exams.  

One way to alleviate this concern is to 

ensure that MC exams are set by following 

accepted standards and best practices to 

ensure their quality. Examples of such 

standards are given in Brame (2019) and 

Lions et al. (2022). Despite availability of 

such standards poorly constructed MCQs 

continue to make their way into the 

examination room. For example, a recent 

study by Kumar et al. (2021) analysed an 

MCQ bank meant for first year Bachelor of 

Medicine and Bachelor of Surgery 

Physiology students to determine its 

reliability found that 10% of questions in the 

bank were too easy with respect to their 

distractor effectiveness. 
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As expected, overall, the joint PMFs in 

Figure 5 show little variations compared to 

the ones in Figure 6. This observation 

exemplifies the effect of position bias. In 

the former case (the well set exam), 

position bias does not show a significant 

effect in the guessing process whereas in 

the latter case the effect is more 

pronounced. For example, looking at 

Figure 6 (b) and (c) we observe that it 

takes a relatively low level of prior 

knowledge to score the same score than is 

required in similar cases in Figure 5; for 

example, here an examinee can score more 

than 10 questions by pure guessing (0% 

prior knowledge) while it takes a higher 

level of prior knowledge to score the same 

number of questions in the original exam 

(Figure 5 (b) and (c)). This observation can 

be attributed to the fact that the modified 

test exam favours middle and lower edge 

bias, putting an examinee with other kinds 

of bias at a disadvantage (see Figure 6 (a)–

(b)). 

Several previous studies have reported 

relatively lower probabilities of passing MC 

exams through guessing than the ones 

reported in the present study (e.g., Dubins et 

al. 2016, Gu and Schwartz 2018). This 

difference is attributed to the fact that those 

studies assumed a naive (average) 

probability of picking an item choice. As 

reported in the literature (e.g., Attali and 

Bar-Hillel 2003), Kuhn et al. 2020), people 

usually tend to exhibit bias when choosing 

items from a list. The limitation of this 

assumption can be seen in Figures 5(d) and 

6(d) which are identical despite the large 

difference in the distribution of answers in 

the two test exams. 

 

Conclusion 

This paper has addressed the question “what 

is the chance of passing a multiple-choice 

exam by random guessing?” through the use 

of computer simulations. Unlike many 

similar studies which ignore position bias, 

this paper takes into account position bias. 

Results show that the chance of passing a 

multiple-choice exam by random guessing is 

considerable even with a well set multiple-

choice exam. A combination of pure chance 

and the partial/prior knowledge examinees 

possess makes this possible. Thus, though 

convenient in grading, multiple-choice exams 

can lead to false positives with regard to 

student understanding hence should be used 

with great caution especially in STEM 

subjects. The model for position bias 

developed in this paper can find uses in 

future similar studies, particularly those 

employing computer simulations. 
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