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 The most common and rapidly spreading disease in the world is breast cancer. 
Most cases of breast cancer are observed in females. Breast cancer can be 
controlled with early detection. Early discovery helps to manage a lot of cases and 
lower the death rate. On breast cancer, numerous studies have been conducted. 
Machine learning is the method that is utilized in research the most frequently. 
There have been a lot of earlier machine learning-based studies. Decision trees, 
KNN, SVM, naive bays, and other machine learning algorithms perform better in 
their respective fields. However, a newly created method is now being utilized to 
categorize breast cancer. Deep learning is a recently developed method. The 
limitations of machine learning are solved through deep learning. Convolution 
neural networks, recurrent neural networks, deep belief networks, and other deep 
learning techniques are frequently utilized in data science. Deep learning 
algorithms perform better than machine learning algorithms. The best aspects of 
the images are extracted. CNN is employed in our study to categorize the photos. 
Basically, CNN is the most widely used technique to categorize images, on which 
our research is based. 
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1. Introduction 

When the abnormal body's cells begin to separate and interact with normal cells, turning them malignant, 

cancer develops (Ghantasala et al., 2020a; Ghantasala & Kumari, 2021a). The most common and dangerous 

disease in the world is breast cancer. There are two types of breast cancer: invasive and non-invasive. 

Cancerous and malignant, invasive spreads to other organs (Ghantasala & Kumari, 2021b). Precancerous and 

non-invasive, it stays in the original organ. It ultimately progresses to aggressive breast cancer (Ghantasala 

et al., 2021a). The glands and milk ducts that transport milk are the area of the body where the breast cancer 

is located (Ghantasala et al., 2021b; Nozari & Sadeghi, 2021). Breast cancer frequently metastasized to other 

organs, turning them aggressive. Additionally, it spreads to other organs through the bloodstream. There are 

numerous forms of breast cancer, and each one grows at a distinct rate (Chandana et al., 2020). WHO reports 

that 627,000 women lost their lives to breast cancer in 2018 Ghantasala et al., 2021c). The biggest issue, 

which affects everyone in the world but is most prevalent in the United States of America, is breast cancer. 

Breast cancer comes in four different forms (Bhowmik et al., 2021). The first type of cancer is Ductal 

Carcinoma in Situ, a form of early-stage breast cancer that is detected in the covering of breast milk ducts. 

Up to 70-80% of cases of the second type of breast cancer are diagnosed. The third form of breast cancer is 

inflammatory breast cancer, in which the skin and lymphatic arteries of the breast are aggressively and swiftly 

penetrated by cancer cells (Nozari et al., 2022; Kishore et al., 2021). Breast cancer that has spread to other 

bodily areas is the fourth kind of breast cancer. 

Numerous diagnostic procedures, including mammography, ultrasound, MRI, and biopsies, produced the 

pictures needed for classification (CADe, 2020). X-rays are used in mammograms to detect breast cancer. If 

any questionable results are discovered during a mammography screening, the doctor will be informed and 

the tissues will be tested. After the mammography, an ultrasound is performed. When a suspicious area in 

your breast is found, a doctor will order an ultrasound. If the tests performed during a symptomatic 

examination are inconclusive, the doctor will prefer a breast MRI. It depicts your condition and viewpoint 

from that perspective. The primary diagnostic tool for determining whether a suspected area is carcinogenic 

is a biopsy. Thankfully, 80% of women who undergo a breast biopsy do not have a malignant growth. 

The classification of breast cancer benefits greatly from machine learning. There is numerous diagnosis 

procedures, which are illustrated by the photos presented above. Machine learning is used to classify these 

types of diagnostic images (Kwekha-Rashid et al., 2021). AI includes the subfield of machine learning. Many 

developers utilize machine learning to improve the performance of their models by retraining them. The 

linear data is processed using machine learning (Sreehari & Ghantasala, 2019). Machine learning produces 

better results when the data is small, but when the data is too large, it does not. The model is trained using 

one of three main types of machine learning. Machine learning under supervision uses known data and the 

supervisor's assistance to complete tasks (Pradeep Ghantasala et al., 2022). Machine learning that is not under 

supervision is called unsupervised. Less machine learning reinforcement is used. These algorithms pull the 

most relevant data from prior knowledge to make precise decisions (Sharma & Batra, 2020). 

Machine learning has a subfield called deep learning. Deep learning is an unsupervised method that gains 

knowledge from data. The data could be unlabeled or unstructured (Reddy et al., 2022). Deep neural networks 

are referred to as such if they include more than two hidden layers. In essence, the input layer is on the top, 

while the output layer is on the bottom (Krishna et al., 2019). When compared to a neural network, the 

intermediate layer, known as the hidden layer, has more layers. Neuron refers to the node that contains the 

layer. Deep learning differs from machine learning in that it is more likely to achieve its aim than machine 

learning is. Convolution Neural Network is utilized to classify the breast cancer dataset (Sharma et al., 2021). 

To classify the photos, a convolutional neural network is employed (Patan et al., 2020). The dataset of breast 

cancer picture inputs is used. The photos are provided to CNN along with the corresponding weights as input. 

To reduce mistake and improve performance, the weights are changed. Convolution layer, pooling layer, 
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ReLU layer, and fully connected layer are just a few of the many layers that make up CNN (Sharma, 2019). 

A feature map is used in the convolution layer to extract the given image's features and compress the original 

image. The image's dimensions are decreased by using a pooling layer (Ghantasala et al., 2020b). ReLU layer 

is employed as an activation function, determining whether the value of the activation function falls within a 

specified range. The model's final layer is the fully connected layer. It aggregates the findings from all layers 

and uses the softmax algorithm to assign probabilities to each output class. 

2. Literature Review 

The model was proposed by Rathi & Pareek (2016) and is based on a hybrid approach and machine learning. 

This method was put into practice using MRMR feature selection using four classifiers to determine the 

optimal outcomes. The four classifiers SVM, Naive Bays, Function tree, and End Meta were utilized by the 

author, and they were all compared. SVM was discovered to be an effective classifier to better understand 

results. Another hybrid model based on machine learning was proposed by Tahmooresi et al. (2018). That 

said, SVM was a good classifier that provided the highest accuracy of all. SVM, KNN, ANN, and decision 

trees had all been compared. It was applied to the blood and picture datasets. Aslan et al. (2018) suggested a 

machine learning model as a result, but they employed a different classifier. The author employed Extreme 

Learning Machine, SVM, KNN, and ANN as the classifier. To get better results, the classifier was slightly 

modified. That said, Extreme Learning Machine produced the best outcomes. Machine learning techniques 

have been compared by Bayrak et al. (2019). The Wisconsin breast cancer dataset and WEKA were used in 

the comparison. The author claims that SVM produced superior performance matrix findings. Deep learning 

techniques were created to address the issue with machine learning after that. 

The model for supervised machine learning was put forth by Shravya et al. (2019). This study used classifiers 

such as Logistic Regression, SVM, and KNN. The dataset was acquired from the UCI repository, and 

performance tests were run on the findings. This indicates that SVM was a successful classifier, with 92.7% 

accuracy on the Python platform. Model-based SVM and Grid search were proposed by Deshwal & Sharma 

(2019). Prior to using SVM with Grid search, the author first applied the research on SVM. The author 

conducted comparisons to determine which was best. Comparatively speaking, the new model was 

constructed. Grid search was used to attain the higher accuracy. The deep learning-based model was proposed 

by Vijayan & Lekshmy (2019). The author concentrated on CNN for classification and Lloyd's technique for 

clustering. The suggested strategies succeeded in achieving the 96% accuracy. It employed histopathological 

pictures for the purpose of diagnosis. Deep learning and image processing were also explained in this paper. 

It reached 81% accuracy by using CNN. However, accuracy increased to 89% when the photos were trained 

on a GPU. The deep residual neural network-based solution for IDC prediction was put forth by Chatterjee 

& Krishna (2019).The author used histopathology image data as her dataset. With an AUROC score of 

0.9996, the author's accuracy was 99.29%. In order to select the model with the best accuracy, Nguyen et al. 

(2019) increased the dataset for the deep learning model. A survey on deep learning-based picture 

identification was conducted by Sornam et al. (2017). It emphasized the deep learning application's key 

characteristics. It provided the fundamental knowledge about every topic and demonstrated why deep 

learning algorithms produced better results. Using a diagnosis procedure like a mammography, Rampun et 

al. (2018) classified breast masses. Convolution neural networks were utilised for categorization. According 

to his research, a straightforward adjustment could produce improved results. It worked on the modified 

AlexNet. It made use of the activation function PReLu, which produced superior outcomes to Relu. The 

author focused on information management and decision support system for breast cancer results from the 

past and current. The author used the CBISDDSM dataset. The research based on the unsupervised feature 

extraction approach that was based on deep learning was proposed by Xiao et al. (2018). This method was 

used solely for feature extraction. The author also employed stacked auto-encoder, which essentially 

decreased the dimensions and produced more compact versions of the original data. The author employed an 
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SVM classifier. University of California obtained the analyzed data. The SVM-based model was proposed 

by Murugan (2010). This study involved numerous processes, including picture enhancement, segmentation, 

feature extraction, and application of the SVM classifier. For that model, the MIAS database was utilised. 

Noise reduction techniques such as median filtering and segmentation techniques such as thresholding were 

applied. The concept based on the k-nearest neighbours was proposed by Medjahed et al. (2015). The study 

used the Wisconsin Breast Cancer dataset to analyze performance in relation to distance. The author 

employed two distance formulas and obtained accuracy using each formula's distance. For the Euclidian 

distance, the accuracy was 98.70%, and for the Manhattan distance, it was 98.48. The Decision Tree 

Classifier Breast Cancer Model was proposed by Mathew (2019). Decision trees were used to implement the 

Wisconsin breast cancer dataset. The naive Bayes tree and rotating forest for classification were also 

discussed in the paper. The WEKA environment served as the subject of the study. Additionally, it examined 

bagging, boosting, adaptive boosting, and REPtree and shown accuracy. The model was proposed by 

Priyanka (2021) and is based on classifier augmentations. The author employed a dataset related to breast 

cancer and applied classification methods to it. Both with and without the feature selection procedure, the 

author used the five classifiers. These feature selection techniques mostly rely on correlation and data. 

Finally, it demonstrated how accurate these five classifiers were using feature selection methods and without 

them. 

3. Deep learning's vast capabilities are revolutionizing the healthcare 

industry  

In recent years, artificial intelligence (AI) and machine learning have grown significantly in acceptance. The 

situation changed even further with the start of the Covid-19 pandemic. We observed a swift digital transition 

and the adoption of disruptive technology throughout various industries throughout the crisis. One 

prospective industry that benefited greatly from the introduction of disruptive technologies was healthcare. 

Deep learning, machine learning, and AI have become crucial components of the industry. Deep learning has 

a significant impact on the healthcare industry and has made it possible to enhance patient monitoring and 

diagnosis. The most innovative uses of deep learning in healthcare are listed below. 

a) Drug Discovery 

Deep learning plays a crucial role in discovering medication combinations. Disruptive technologies like AI, 

machine learning, and deep learning supported the development of vaccines and medications during the 

epidemic. Deep learning has the potential to simplify, accelerate, and reduce the complexity of the difficult 

work of drug discovery. Deep learning algorithms can generate a molecule with the desired qualities and 

anticipate pharmacological properties and drug-target interactions (Gadde et al., 2022). Genomic, clinical, 

and population data can be processed by deep learning algorithms with ease, and various toolkits can be used 

to find patterns in the data. Researchers can now define protein structures more quickly through molecular 

modelling and predictive analytics using machine learning and deep learning (Sharma, 2019). 

b) Medical Imaging and Diagnostics 

To make a diagnosis, deep learning models can decipher medical pictures like X-rays, MRI scans, CT scans, 

etc. In the medical photos, the algorithms can identify any risk and highlight irregularities (Kumari & 

Ghantasala, 2020). The detection of cancer makes heavy use of deep learning. Machine learning and deep 

learning were key enablers of the recent advancement in computer vision. Diseases are more quickly 

diagnosed by medical imaging, making treatment simpler. 

c) Clinical Trials Made Easier 

Clinical studies are difficult and costly. Scientists can pool participants from many data points and sources 

using machine learning and deep learning to do predictive analytics to find possible candidates for clinical 
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trials (Rupa et al., 2022). Deep learning will also make it possible to continuously monitor these trials while 

minimizing human mistake and interference. 

d) Personalized Therapy 

Deep learning models make it simpler to examine patient health information, medical records, critical 

symptoms, test findings, and other data. As a result, this makes it possible for medical professionals to 

comprehend each patient and offer them a customized course of treatment. These innovative technologies 

make it possible to identify numerous, effective therapy alternatives for various patients (Ghantasala et al., 

2021d). Machine learning models can employ deep neural networks to identify impending health issues or 

hazards and deliver particular medications or treatments with real-time data collecting from linked devices 

(Reddy et al., 2021). 

e) Improved patient monitoring and health records 

Both organized and unstructured data from the worlds of medicine and healthcare can be processed and 

analyzed using deep learning and machine learning models (Ghantasala et al., 2022). Manually classifying 

documents and keeping up-to-date medical records may become challenging. In order to keep smart health 

records, machine learning and its subset deep learning can be applied. Deep learning can assist in intelligently 

monitoring the patients and predicting hazards because of the development of telemedicine, wearables, and 

remote patient monitoring. There is now a wealth of real-time health data available. 

f) Fraud detection and healthcare 

Deep learning is effective at detecting insurance fraud and foreseeing potential problems (Mandal & 

Ghantasala, 2019 ). Deep learning gives health insurance providers another benefit because the models can 

forecast future trends and behaviour and recommend intelligent insurance policies to their customers. 

g) NLP and deep learning 

Deep learning methods are used in natural language processing (NLP) for classification and identification 

(Mandal et al., 2020). These two technologies can be used to categorize and identify health data, as well as 

to create voice and chatbots. Chatbots are essential in the present telemedicine context. It facilitates quicker 

and simpler communication with patients. Additionally, these chatbots were used to promote Covid-19 and 

respond to important questions 

4. Conclusion  

Given that breast cancer is the most common and dangerous disease, detecting it is a difficult task. There is 

reduced possibility to recover from breast cancer, which is increasing annually. Deep learning and machine 

learning approaches are utilized to diagnose breast cancer. According to past studies, machine learning 

algorithms produce superior outcomes in their particular field. The earlier study was carried out using 

numerous machine learning approaches, with modest improvement and Increasing the dataset will improve 

performance. However, it is determined that machine learning performs better on linear data. From earlier 

studies, it is also inferred that the system will malfunction when the data is in the form of images. An original 

method is employed to address the issue with machine learning techniques. Data science regularly uses the 

freshly discovered deep learning technique. CNN, a deep learning-based technique, is employed for the 

categorization of the breast cancer picture data. CNN mostly uses the picture dataset. The previous study also 

came to the conclusion that CNN performs better than machine learning methods. 
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