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#### Abstract

In many situations, the distribution of the error terms of a linear regression model departs significantly from normality. It is shown, through a simulation study, that an effective strategy to deal with these situations is fitting a regression model based on the assumption that the error terms follow a mixture of normal distributions. The main advantage, with respect to the usual approach based on the least-squares method is a greater precision of the parameter estimates and confidence intervals. For the parameter estimation we make use of the EM algorithm, while confidence intervals are constructed through a bootstrap method.
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## 1. Introduction

A basic assumption of the linear regression model is that the error terms have a normal distribution; most of the inferential procedures currently used are based on this assumption. A wide literature now exists on the detection of violations of this assumption on the basis the ordinary least-squares (OLS) residuals. The usual technique is based on the normal probability plot that allows us to compare the observed residuals

[^0]with those expected under normality; a more formal test, known as correlation test for normality, may be carried out through the Pearson correlation coefficient between these residuals (Blom, 1958; Looney and Gulledge, 1985). Other formal tests have been set up; most of them are tailored to the detection of skewness of the error terms, which naturally arises when measurements are based on extremes. Tests of this type are those of Anscombe (1961), based on the third moment of the OLS residuals, and Boos (1987); other tests have been proposed by Huang and Bolch (1974) and Quesenberry (1986). Obviously, departures from normality of the error terms may have negative effects on the inferential procedures. Cox and Hinkley (1968), for instance, showed that the variance of the OLS estimator is much larger than that of the maximum-likelihood estimator (MLE) when the error terms follow the extreme value distribution. In this situation, we also have an overestimation of the standard errors of the parameter estimates that leads to tests with significance level larger than the nominal one and to wider confidence intervals than necessary; a similar problem affects prediction intervals (see also, Boos, 1987, Section 1). The literature on remedial measures for departure from normality is not so developed as that on its detection, partially because, with large samples, the usual inferential procedures are approximately valid. A well-known method for dealing with non-normal errors is based on transformations of the response variables (Box and Cox, 1964). Also the Huber M-estimator (Huber, 1981) may be effectively used in some situations (Boos, 1987).

In this paper, we illustrate the use of mixtures as a remedial measure for non-normal errors. According to our approach, whenever we detect departure from normality, we will fit a linear regression model with the same structure as the original one, apart from the assumption that the error terms follow a mixture of normal distributions with a finite number of components. To detect departure from normality, we follow the approach of Looney and Gulledge (1985) based on the correlation coefficient between observed and expected residuals under normality (see also, Blom, 1958; Gan and Koehler, 1990; Gan et al., 1991). Note that the use of mixture models in the linear regression context is well-known, even if with other aims: to deal with two different regression functions, the so-called switching regression (see, for instance, Quandt and Ramsey, 1978), and to deal with outliers (Aitkin and Wilson, 1980). In this paper, instead, mixtures are exploited as a convenient semiparametric method, which lies between parametric models and kernel density estimators, to model the unknown distributional shape of the errors. In this perspective, the choice of a mixture of normal distributions seems to be a natural one, given its tractability and flexibility. An example of the use of normal mixtures to represent a wide variety of density shapes can be found in Marron and Wand (1992).

The paper is organized as follows. In Section 2 we introduce some preliminary notation and describe the correlation test for normality proposed by Blom (1958) and extensively investigated by Looney and Gulledge (1985). Then, in Section 3, we illustrate the proposed approach, based on a mixture model, to deal with non-normal errors and the estimation of the parameters of such a model through the EM algorithm. Finally, in Section 4, we illustrate the results of a simulation study that shows the advantages of the proposed approach.

## 2. Notation and preliminary results

The linear regression model is based on the assumption

$$
\begin{equation*}
Y_{i}=\mu_{i}+\varepsilon_{i}, \quad \mu_{i}=\beta_{0}+\sum_{j=1}^{p} x_{i j} \beta_{j}, \quad i=1, \ldots, n, \tag{1}
\end{equation*}
$$

where $Y_{i}$ represents the response variable for the $i$ th sample unit, $x_{i j}$ is the $i$ th observation of the $j$ th predictor variable and $\beta_{j}$ 's are regression parameters of the model. Finally, $\varepsilon_{i}$ is the error term corresponding to the $i$ th observation; under the assumption of normality, we have that $\varepsilon_{i}, i=1, \ldots, n$, are i.i.d. $N\left(0, \sigma^{2}\right)$.

The usual approach for detecting lack of normality of the $\varepsilon_{i}$ 's is based on the normal probability plot. A common method to set up this plot consists in the following steps:
(1) compute the residuals of the regression, $e_{1}, \ldots, e_{n}$, where

$$
e_{i}=y_{i}-\tilde{\beta}_{0}-\sum_{j=1}^{p} x_{i j} \tilde{\beta}_{j},
$$

with $y_{i}$ denoting the observed value of $Y_{i}$ and $\tilde{\beta}_{j}$ the OLS estimate of $\beta_{j}$;
(2) sort the residuals $e_{1}, \ldots, e_{n}$ in ascending order and let $e_{(i)}$ be the $i$ th smallest residual;
(3) plot the points of coordinates $\left(\hat{e}_{(i)}, e_{(i)}\right), i=1, \ldots, n$, where

$$
\hat{e}_{(i)}=\sqrt{s^{2}} \Phi^{-1}\left(\frac{i-3 / 8}{n+1 / 4}\right)
$$

is the expected value of $e_{(i)}$ under the assumption of normality,

$$
s^{2}=\frac{1}{n-p-1} \sum_{i=1}^{n} e_{i}^{2}
$$

is the unbiased estimate of $\sigma^{2}$ and $\Phi^{-1}$ denotes the inverse of the standard normal distribution.

It is clear that the closer the points are to a straight line, the more reliable the assumption of normality. A more formal assessment is based on the use of the correlation index between the observed and the expected residuals, namely

$$
r=\frac{\sum_{i=1}^{n} e_{(i)} \hat{e}_{(i)}}{\sqrt{\sum_{i=1}^{n} e_{(i)}^{2} \sum_{i=1}^{n} \hat{e}_{(i)}^{2}}} .
$$

A low level of this index indicates departure from normality. Critical values for $r$, which depend only on $n$, may be found through a Monte Carlo simulation. These have been tabulated, for several values of $n$, by Looney and Gulledge (1985).

## 3. The proposed approach

When, for a given sample, the $p$-value of the correlation test illustrated in the previous section is less than a certain level, say 0.05 , we propose to estimate a model based on the same regression function as the original one and on the assumption that the error terms follow a mixture of normal distributions. In a previous version of this paper we restricted the attention on location mixtures, for which all the components have the same variance. In this way, however, the paper naturally focused on the skewness of the errors as a departure from normality. Following the suggestion of a reviewer, we now consider a more general framework in which the components of the mixture are not constrained to have the same variance (location-scale mixtures). These normal mixtures with heteroscedastic components are expected to perform better than those with homoscedastic components when the error terms have a leptokurtic distribution. More precisely, the model considered is based on assumptions (1) and

$$
\begin{equation*}
\varepsilon_{i} \sim \sum_{h=1}^{k} \pi_{h} N\left(v_{h}, \tau_{h}^{2}\right), \tag{2}
\end{equation*}
$$

where $\pi_{h}$ 's are weights adding to 1 and the $v_{h}$ 's satisfy the identifiability constraint $\sum_{h=1}^{k} \pi_{h} v_{h}=0$. In the following, we illustrate how maximum-likelihood estimation of the parameters of this model may be carried out through the well-known EM algorithm (see, Dempster et al., 1977). For a gentle tutorial on the EM algorithm and its application to parameter estimation for mixture models see also Bilmes (1998).

First of all consider that the density of the $i$ th observation of $Y, y_{i}$, is

$$
\sum_{h=1}^{k} \pi_{h} \phi\left(y_{i} ; \mu_{i h}, \tau_{h}^{2}\right), \quad \mu_{i h}=v_{h}+\beta_{0}+\sum_{j=1}^{p} x_{i j} \beta_{j},
$$

where $\phi\left(y_{i} ; \mu_{i h}, \tau_{h}^{2}\right)$ denotes the density at $y_{i}$ of the normal distribution $N\left(\mu_{i h}, \tau_{h}^{2}\right)$. So, the log-likelihood of the model at issue is given by

$$
l=\sum_{i=1}^{n} \log \left[\sum_{h=1}^{k} \pi_{h} \phi\left(y_{i} ; \mu_{i h}, \tau_{h}^{2}\right)\right] .
$$

To maximize $l$ with respect to the parameters of the model we proceed through the EM algorithm, normally used in the presence of missing data. Let $z_{i h}$ be a binary variable equal to 1 when the $i$ th observation has been generated from the $h$ th component and to 0 otherwise. Obviously, the variables $z_{i h}$ 's are unknown, but, if they were known, the so-called complete log-likelihood would be, up to a constant factor,

$$
\begin{equation*}
l_{\mathrm{c}}=\sum_{i=1}^{n} \sum_{h=1}^{k} z_{i h}\left[\log \pi_{h}+\log \phi\left(y_{i} ; \mu_{i h}, \tau_{h}^{2}\right)\right]=l_{\mathrm{c} 1}+l_{\mathrm{c} 2}, \tag{3}
\end{equation*}
$$

where

$$
l_{\mathrm{c} 1}=\sum_{h=1}^{k} z_{\cdot h} \log \pi_{h} \quad \text { and } \quad l_{\mathrm{c} 2}=-\frac{1}{2} \sum_{h=1}^{k} z_{\cdot h} \log \tau_{h}^{2}-\frac{1}{2} \sum_{i=1}^{n} \sum_{h=1}^{k} z_{i h} \frac{\left(y_{i}-\mu_{i h}\right)^{2}}{\tau_{h}^{2}},
$$

with $z_{\cdot h}=\sum_{i=1}^{n} z_{i h}$. To maximize the first component simply let $\pi_{h}$ equal to $\hat{\pi}_{h}=z_{\cdot h} / n$, $h=1, \ldots, k$. Instead, to show how $l_{\mathrm{c} 2}$ can be maximized, it is convenient to express such a function in matrix notation; so, let $\boldsymbol{y}=\left(y_{1} \cdots y_{n}\right)^{\prime}$ be the vector of observed data and $\boldsymbol{\gamma}=\left(\boldsymbol{\alpha}^{\prime} \boldsymbol{\beta}^{\prime}\right)^{\prime}$ be the $k+p$-dimensional vector of identifiable parameters, where

$$
\boldsymbol{\alpha}=\left(\beta_{0}+v_{1} \cdots \beta_{0}+v_{k}\right)^{\prime} \quad \text { and } \quad \boldsymbol{\beta}=\left(\beta_{1} \cdots \beta_{p}\right)^{\prime}
$$

Moreover, let $\boldsymbol{z}_{h}=\left(z_{1 h} \cdots z_{n h}\right)^{\prime}$ and $\boldsymbol{\mu}_{h}=\left(\mu_{1 h} \cdots \mu_{n h}\right)^{\prime}$ and note that the latter may be expressed as $\boldsymbol{\mu}_{h}=\boldsymbol{X}_{h} \boldsymbol{\gamma}$, where $\boldsymbol{X}_{h}=\left(\boldsymbol{O}_{h} \boldsymbol{X}\right), \boldsymbol{O}_{h}$ is a matrix of dimension $n \times k$ with all the elements equal to 0 apart from those of column $h$ which are equal to 1 and $\boldsymbol{X}$ is the $n \times p$ matrix with entries $x_{i j}$; consequently, we have

$$
l_{\mathrm{c} 2}=-\frac{1}{2} \sum_{h=1}^{k} z_{\cdot h} \log \tau_{h}^{2}-\frac{1}{2} \sum_{h=1}^{k} \frac{1}{\tau_{h}^{2}}\left(\boldsymbol{y}-\boldsymbol{X}_{h} \gamma\right)^{\prime} \operatorname{diag}\left(\boldsymbol{z}_{h}\right)\left(\boldsymbol{y}-\boldsymbol{X}_{h} \boldsymbol{\gamma}\right)
$$

The first derivative of this function with respect to $\gamma$ is equal to

$$
\frac{\partial l_{\mathrm{c} 2}}{\partial \gamma}=\sum_{h=1}^{k} \frac{1}{\tau_{h}^{2}} \boldsymbol{X}_{h}^{\prime} \operatorname{diag}\left(\boldsymbol{z}_{h}\right)\left(\boldsymbol{y}-\boldsymbol{X}_{h} \boldsymbol{\gamma}\right)
$$

which, for fixed $\tau^{2}=\left(\tau_{1}^{2} \cdots \tau_{k}^{2}\right)^{\prime}$, is solved by

$$
\hat{\gamma}=M^{-1} \boldsymbol{N} \boldsymbol{y}
$$

where

$$
\begin{equation*}
\boldsymbol{M}=\sum_{h=1}^{k} \frac{1}{\tau_{h}^{2}} \boldsymbol{X}_{h}^{\prime} \operatorname{diag}\left(\boldsymbol{z}_{h}\right) \boldsymbol{X}_{h} \quad \text { and } \quad \boldsymbol{N}=\sum_{h=1}^{k} \frac{1}{\tau_{h}^{2}} \boldsymbol{X}_{h}^{\prime} \operatorname{diag}\left(\boldsymbol{z}_{h}\right) \tag{4}
\end{equation*}
$$

From $\hat{\gamma}$ we directly obtain $\hat{\boldsymbol{\alpha}}$ and $\hat{\boldsymbol{\beta}}$; we may also obtain $\hat{\beta}_{0}$ as $\frac{1}{k} \sum_{h=1}^{k} \hat{\pi}_{h} \hat{\alpha}_{h}$ and, for $h=1, \ldots, k, \hat{v}_{h}$ as $\hat{\alpha}_{h}-\hat{\beta}_{0}$. Finally, for fixed $\gamma$, the derivative of $l_{\mathrm{c} 2}$ with respect to $\tau^{2}$ is solved by $\hat{\tau}^{2}$ whose elements are

$$
\begin{equation*}
\hat{\tau}_{h}^{2}=\frac{1}{z_{\cdot h}}\left(\boldsymbol{y}-\boldsymbol{X}_{h} \boldsymbol{\gamma}\right)^{\prime} \operatorname{diag}\left(z_{h}\right)\left(\boldsymbol{y}-\boldsymbol{X}_{h} \boldsymbol{\gamma}\right), \quad h=1, \ldots, k \tag{5}
\end{equation*}
$$

The EM algorithm consists in iterating the following two steps until convergence:
(E) On the basis of the current estimate of the parameters, compute the expected value of the complete log-likelihood given the observed data, $\mathrm{E}\left(l_{\mathrm{c}} \mid \boldsymbol{y}\right)$. In practice, this consists in substituting to any $z_{i h}$ in (3) its conditional expected value

$$
p_{i h}=\mathrm{E}\left(z_{i h} \mid \boldsymbol{y}\right)=\frac{\pi_{h} \phi\left(y_{i} ; \mu_{i h}, \tau_{h}^{2}\right)}{\sum_{g=1}^{k} \pi_{g} \phi\left(y_{i} ; \mu_{i g}, \tau_{g}^{2}\right)}
$$

(M) Maximize $\mathrm{E}\left(l_{\mathrm{c}} \mid \boldsymbol{y}\right)$ with respect to the parameters of the model as follows:
(i) for any $h$ update the estimate of $\pi_{h}$ with $\frac{1}{n} \sum_{i=1}^{n} p_{i h}$;
(ii) iteratively update, until convergence, the estimates of $\gamma$ and $\tau^{2}$ through, respectively, (4) and (5) where any $z_{i h}$ has been substituted with $p_{i h}$.

A well-known problem is that the likelihood of a mixture of normal distributions with heteroscedastic components is unbounded. To avoid this problem, we constrained the variances $\tau_{h}^{2}$ so that the ratio between the largest and the smallest variance is less than a certain value, say 100 as in the simulation presented in the next section. Note however, that the algorithm above usually converges to a local maximum of the likelihood and so this bound is seldom reached in practice; this reduces the problem of the arbitrariness of the bound.

Since the log-likelihood may have more than one local maximum, a crucial point concerns the choice of the starting values of the EM algorithm. We suggest the following strategy. For $\boldsymbol{\beta}$ simply use the corresponding OLS estimate. For $\boldsymbol{\alpha}$ use the vector with elements $\tilde{\beta}_{0}+\tilde{v}_{h}, h=1, \ldots, k$, where $\tilde{\beta}_{0}$ denotes the OLS estimate of $\beta_{0}$ and $\tilde{v}_{h}$ the estimate of $v_{h}$ obtained by fitting the mixture model (2) to the OLS residuals, which also provides the initial values of the parameters $\tau_{h}^{2}$ and $\pi_{h}, h=1, \ldots, k$. This may be performed by using an EM algorithm similar to the one described in the previous section. We suggest to initialize this algorithm through a preliminary hierarchical clustering of the residuals based on the complete linkage distance measure between clusters (see Gordon, 1999, Section 4.2.2).

## 4. Simulation study

To assess the advantages of the proposed approach, we carried out a simulation study in which, apart from the standard normal, the standardized versions of the following distributions are considered for the error terms:

| Distribution | Density function | Skewness | Kurtosis |
| :--- | :--- | :--- | ---: |
|  | $f(\varepsilon)$ | $\gamma_{1}$ | $\gamma_{2}$ |
| Extreme value | $\exp [\varepsilon-\exp (-\varepsilon)]$ | 1.14 | 2.40 |
| Gamma $(\alpha=2, \beta=1)$ | $\varepsilon \exp (-\varepsilon)$ | 1.41 | 3.00 |
| Lognormal $\left(\mu=0, \sigma^{2}=1\right)$ | $\frac{1}{\varepsilon \sqrt{2 \pi}} \exp \left\{-[\log (\varepsilon)]^{2} / 2\right\}$ | 6.18 | 110.94 |
| $t(5$ d.f. $)$ | $\frac{2}{\Gamma(2.5) \sqrt{5 \pi}}\left(1+\varepsilon^{2} / 5\right)^{-3}$ | 0.00 | 6.00 |
| Mixture | $0.5 \phi(\varepsilon ;-1.75,1)+0.5 \phi(\varepsilon ; 1.75,1)$ | 0.00 | -1.14 |

We also considered two different regression functions. The first one, indicated hereafter by $R_{1}$, involves two non-random predictors $(p=2)$ defined as $x_{i 1}=t_{i}$ and $x_{i 2}=t_{i}^{2}$, $i=1, \ldots, n$, where $t_{i}=(2 i-1) / n-1$. The true values of the parameters are $\beta_{0}=-1$, $\beta_{1}=2$ and $\beta_{2}=3$. In the second case, instead, we have only one random predictor since the regression function, which will be referred to as $R_{2}$, is based on an autoregressive structure of order one (AR1). The true values of the parameters are $\beta_{0}=1$ and $\beta_{1}=0.95$. In summary, we have

$$
\begin{aligned}
& R_{1}: Y_{i}=-1+2 x_{i 1}+3 x_{i 2}+\varepsilon_{i}, \\
& R_{2}: Y_{i}=1+0.95 Y_{i-1}+\varepsilon_{i} .
\end{aligned}
$$

Table 1
Power of the test of Looney and Gulledge (1985) for regression function $R_{1}$

| Nominal level of significance | Normal |  |  | Extreme value |  |  | Gamma |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ |
| 0.50 | 0.498 | 0.518 | 0.502 | 0.782 | 0.924 | 0.996 | 0.886 | 0.992 | 1.000 |
| 0.25 | 0.257 | 0.261 | 0.253 | 0.582 | 0.841 | 0.981 | 0.760 | 0.975 | 1.000 |
| 0.10 | 0.112 | 0.101 | 0.112 | 0.396 | 0.725 | 0.954 | 0.592 | 0.922 | 0.999 |
| 0.05 | 0.059 | 0.043 | 0.067 | 0.310 | 0.640 | 0.907 | 0.477 | 0.864 | 0.999 |
| 0.01 | 0.015 | 0.016 | 0.014 | 0.155 | 0.408 | 0.783 | 0.267 | 0.660 | 0.983 |
| Nominal level of significance | Lognormal |  |  | $t$ |  |  | Mixture |  |  |
|  | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ |
| 0.50 | 0.987 | 1.000 | 1.000 | 0.688 | 0.755 | 0.918 | 0.714 | 0.909 | 0.995 |
| 0.25 | 0.970 | 1.000 | 1.000 | 0.470 | 0.605 | 0.827 | 0.461 | 0.748 | 0.984 |
| 0.10 | 0.933 | 0.999 | 1.000 | 0.305 | 0.464 | 0.745 | 0.193 | 0.499 | 0.939 |
| 0.05 | 0.888 | 0.995 | 1.000 | 0.217 | 0.359 | 0.682 | 0.085 | 0.328 | 0.857 |
| 0.01 | 0.761 | 0.993 | 1.000 | 0.102 | 0.206 | 0.491 | 0.007 | 0.081 | 0.529 |

Table 2
Power of the test of Looney and Gulledge (1985) for regression function $R_{2}$

| Nominal level of significance | Normal |  |  | Extreme value |  |  | Gamma |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ |
| 0.50 | 0.495 | 0.528 | 0.479 | 0.764 | 0.955 | 0.999 | 0.914 | 0.994 | 1.000 |
| 0.25 | 0.262 | 0.252 | 0.230 | 0.617 | 0.870 | 0.988 | 0.795 | 0.978 | 1.000 |
| 0.10 | 0.102 | 0.101 | 0.091 | 0.442 | 0.742 | 0.961 | 0.637 | 0.935 | 1.000 |
| 0.05 | 0.061 | 0.046 | 0.042 | 0.347 | 0.625 | 0.931 | 0.529 | 0.887 | 0.999 |
| 0.01 | 0.010 | 0.012 | 0.010 | 0.197 | 0.411 | 0.807 | 0.308 | 0.749 | 0.984 |
| Nominal level of significance | Lognormal |  |  | $t$ |  |  | Mixture |  |  |
|  | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ |
| 0.50 | 0.996 | 1.000 | 1.000 | 0.669 | 0.770 | 0.900 | 0.782 | 0.942 | 0.999 |
| 0.25 | 0.982 | 1.000 | 1.000 | 0.478 | 0.616 | 0.816 | 0.501 | 0.802 | 0.990 |
| 0.10 | 0.951 | 1.000 | 1.000 | 0.333 | 0.495 | 0.695 | 0.246 | 0.562 | 0.953 |
| 0.05 | 0.921 | 0.999 | 1.000 | 0.246 | 0.401 | 0.618 | 0.119 | 0.394 | 0.899 |
| 0.01 | 0.825 | 0.994 | 1.000 | 0.134 | 0.234 | 0.459 | 0.014 | 0.108 | 0.607 |

For each distribution of the error terms and each regression function, we generated 1000 samples of three different sizes $(n=25,50,100)$ from the resulting model. For any sample, the hypothesis of normality of the error terms has been assessed through the correlation test described in Section 2. The power of such a test (i.e. the relative frequency of times that the null hypothesis is rejected) is shown in Tables 1 and 2 for several nominal levels of significance.

Table 3
Comparison between OLS, ML and proposed estimator of the parameters for the regression function $R_{1}$


|  |  |  | Lognormal |  |  | $t$ |  |  | Mixture |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ |
| OLS | $\hat{\beta}_{0}$ | Bias | -0.0121 | 0.0069 | -0.0044 | 0.0081 | -0.0025 | -0.0002 | 0.0070 | -0.0028 | 0.0028 |
|  |  | MSE | 0.0746 | 0.0425 | 0.0211 | 0.0851 | 0.0483 | 0.0215 | 0.0843 | 0.0443 | 0.0239 |
|  | $\hat{\beta}_{1}$ | Bias | -0.0062 | 0.0010 | 0.0023 | -0.0064 | -0.0044 | 0.0029 | -0.0102 | -0.0026 | -0.0016 |
|  |  | MSE | 0.0873 | 0.0581 | 0.0261 | 0.1207 | 0.0586 | 0.0297 | 0.1099 | 0.0595 | 0.0310 |
|  | $\hat{\beta}_{2}$ | Bias | 0.0133 | -0.0045 | -0.0010 | -0.0142 | 0.0111 | -0.0105 | -0.0218 | 0.0022 | -0.0077 |
|  |  | MSE | 0.3683 | 0.2198 | 0.0988 | 0.4416 | 0.2340 | 0.1046 | 0.4572 | 0.2182 | 0.1143 |
| MLE | $\hat{\beta}_{0}$ | Bias | -0.0613 | -0.0297 | -0.0207 | 0.0032 | 0.0006 | -0.0026 | 0.0004 | -0.0021 | -0.0002 |
|  |  | MSE | 0.0309 | 0.0144 | 0.0070 | 0.0731 | 0.0388 | 0.0176 | 0.0447 | 0.0184 | 0.0090 |
|  | $\hat{\beta}_{1}$ | Bias | 0.0002 | -0.0016 | 0.0015 | -0.0136 | -0.0027 | 0.0025 | $-0.0053$ | -0.0009 | -0.0010 |
|  |  | MSE | 0.0070 | 0.0025 | 0.0008 | 0.1070 | 0.0514 | 0.0251 | 0.0805 | 0.0302 | 0.0128 |
|  | $\hat{\beta}_{2}$ | Bias | $0.0593$ | $0.0275$ | $0.0141$ | $-0.0041$ | $0.0047$ | $-0.0021$ | $-0.0038$ | $0.0042$ | $-0.0014$ |
|  |  | MSE | $0.0336$ | $0.0108$ | $0.0033$ | $0.3904$ | $0.1944$ | $0.0869$ | $0.3251$ | $0.1165$ | $0.0501$ |
| Mixture$(k=2)$ | $\hat{\beta}_{0}$ | Bias | -0.0184 | 0.0039 | -0.0042 | 0.0082 | -0.0006 | -0.0009 | 0.0062 | -0.0008 | 0.0046 |
|  |  | MSE | 0.0491 | 0.0263 | 0.0124 | 0.0840 | 0.0465 | 0.0213 | 0.0851 | 0.0421 | 0.0193 |
|  | $\hat{\beta}_{1}$ | Bias | 0.0062 | -0.0016 | 0.0008 | -0.0095 | -0.0014 | 0.0030 | -0.0106 | -0.0025 | 0.0000 |
|  |  | MSE | 0.0359 | 0.0157 | 0.0063 | 0.1206 | 0.0559 | 0.0281 | 0.1108 | 0.0558 | 0.0188 |
|  | $\hat{\beta}_{2}$ | Bias |  | $0.0042$ |  |  | $0.0053$ |  | $-0.0194$ | $-0.0039$ | $-0.0131$ |
|  |  | MSE | $0.1451$ | $0.0564$ | $0.0237$ | $0.4314$ | $0.2251$ | $0.1010$ | $0.4603$ | $0.2033$ | $0.0756$ |
| Mixture$(k=3)$ | $\hat{\beta}_{0}$ | Bias | -0.0222 | 0.0019 | -0.0056 | 0.0078 | -0.0019 | -0.0035 | 0.0058 | 0.0006 | 0.0053 |
|  |  | MSE | $0.0475$ | $0.0232$ | $0.0109$ | $0.0866$ | $0.0483$ | $0.0225$ | $0.0857$ | $0.0430$ | $0.0201$ |
|  | $\hat{\beta}_{1}$ | Bias | 0.0067 | -0.0009 | 0.0017 | $-0.0050$ | -0.0010 | 0.0003 | -0.0120 | 0.0008 | -0.0018 |
|  |  | MSE | 0.0360 | 0.0078 | 0.0032 | 0.1260 | 0.0620 | 0.0302 | 0.1116 | 0.0575 | 0.0227 |
|  | $\hat{\beta}_{2}$ | Bias | $0.0438$ | $0.0103$ | $0.0027$ | $-0.0135$ | $0.0091$ | $-0.0008$ | $-0.0184$ | $-0.0080$ | $-0.0151$ |
|  |  | MSE | 0.1444 | $0.0309$ | $0.0125$ | $0.4470$ | $0.2418$ | 0.1073 | 0.4640 | 0.2127 | 0.0858 |



Table 5
Comparison between OLS confidence intervals and confidence intervals computed according to the proposed approach for the regression function $R_{1}$

|  |  |  | Normal |  |  | Extreme value |  |  | Gamma |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ |
| OLS | $\hat{\beta}_{0}$ | Width Coverage | 1.164 | 0.829 | 0.589 | 1.146 | 0.820 | 0.585 | 1.161 | 0.824 | 0.585 |
|  |  |  | 0.929 | 0.944 | 0.953 | 0.921 | 0.940 | 0.957 | 0.942 | 0.942 | 0.955 |
|  | $\hat{\beta}_{1}$ | Width Coverage Width Coverage | 1.344 | 0.957 | 0.680 | 1.323 | 0.946 | 0.676 | 1.339 | 0.952 | 0.676 |
|  |  |  | 0.945 | 0.955 | 0.950 | 0.934 | 0.944 | 0.951 | 0.939 | 0.947 | 0.952 |
|  | $\hat{\beta}_{2}$ |  | 2.611 | 1.855 | 1.318 | 2.570 | 1.834 | 1.309 | 2.602 | 1.844 | 1.309 |
|  |  |  | 0.938 | 0.941 | 0.952 | 0.931 | 0.947 | 0.958 | 0.950 | 0.940 | 0.938 |
| Mixture | $\hat{\beta}_{0}$ Width Coverage <br> $\hat{\beta}_{1}$ Width Coverage <br> $\hat{\beta}_{2}$ Width Coverage |  | $\begin{aligned} & 1.166 \\ & 0.929 \end{aligned}$ | 0.8320.944 | 0.592 | 1.149 | 0.827 | 0.597 | 1.157 | 0.807 | 0.552 |
|  |  |  | 0.951 |  | 0.926 | 0.954 | 0.964 | 0.944 | 0.948 | 0.958 |
|  |  |  | $\begin{aligned} & 1.353 \\ & 0.945 \\ & 2.633 \\ & 0.937 \end{aligned}$ | $\begin{aligned} & 0.965 \\ & 0.955 \\ & 1.871 \\ & 0.944 \end{aligned}$ | 0.684 | 1.365 | 0.964 | 0.673 | 1.364 | 0.913 | 0.609 |
|  |  |  | 0.953 |  | 0.936 | 0.952 | 0.969 | 0.945 | 0.967 | 0.983 |
|  |  |  | 1.326 |  | 2.656 | 1.889 | 1.320 | 2.680 | 1.809 | 1.191 |
|  |  |  | 0.949 |  | 0.940 | 0.954 | 0.971 | 0.953 | 0.963 | 0.978 |
|  |  |  |  | Lognormal |  |  | $t$ |  |  | Mixture |  |  |
|  |  |  |  | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ | $n=25$ | $n=50$ | $n=100$ |
| OLS | $\hat{\beta}_{0}$ | Width |  | 1.028 | 0.734 | 0.535 | 1.135 | 0.830 | 0.580 | 1.178 | 0.827 | 0.588 |
|  |  | Coverage |  | 0.918 | 0.931 | 0.934 | 0.951 | 0.957 | 0.948 | 0.955 | 0.944 |
|  | $\hat{\beta}_{1}$ | Width | $1.186$ | 0.848 | 0.618 | 1.310 | 0.958 | 0.670 | 1.360 | 0.955 | 0.679 |
|  |  | Coverage | 0.955 | 0.954 | 0.958 | 0.943 | 0.946 | 0.925 | 0.944 | 0.941 | 0.945 |
|  | $\hat{\beta}_{2}$ | Width | 2.304 | 1.643 | 1.196 | 2.545 | 1.856 | 1.297 | 2.641 | 1.851 | 1.316 |
|  |  | Coverage | 0.941 | 0.942 | 0.960 | 0.935 | 0.941 | 0.943 | 0.948 | 0.945 | 0.942 |
| Mixture | $\hat{\beta}_{0}$ | Width Coverage | 0.888 | 0.593 | 0.422 | 1.141 | 0.837 | 0.587 | 1.176 | 0.807 | 0.537 |
|  |  |  |  | 0.910 | 0.937 | 0.943 | 0.953 | 0.955 | 0.949 | 0.952 | 0.942 |
|  | $\hat{\beta}_{1}$ | Width Coverage Width Coverage | $\begin{aligned} & 1.001 \\ & 0.959 \\ & 1.909 \\ & 0.964 \end{aligned}$ | $\begin{aligned} & 0.540 \\ & 0.984 \\ & 1.064 \\ & 0.976 \end{aligned}$ | 0.369 | 1.361 | 0.970 | 0.690 | 1.364 | 0.909 | 0.556 |
|  |  |  |  |  | 0.988 | 0.942 | 0.951 | 0.941 | 0.943 | 0.936 | 0.950 |
|  | $\hat{\beta}_{2}$ |  |  |  | 0.718 | 2.631 | 1.902 | 1.328 | 2.658 | 1.765 | 1.089 |
|  |  |  |  |  | 0.984 | 0.945 | 0.952 | 0.951 | 0.946 | 0.939 | 0.942 |

Obviously, when the true distribution of the error terms is the normal one, the power of the correlation test for normality is very close to the nominal level of significance. In the other cases the power is greater, especially for highly skewed and/or leptokurtic distributions such as the Gamma and the Lognormal. As we may expect, the power also increases with the sample size.

For any sample, the regression parameters ( $\beta_{0}, \beta_{1}, \beta_{2}$ for $R_{1}$ and $\beta_{0}, \beta_{1}$ for $R_{2}$ ) are estimated either through the mixture-based method described in Section 3 or the standard OLS method, according to whether the hypothesis of normality is rejected or not. We chose 0.05 as a level of significance for such a test. Tables 3 and 4 show the bias and the mean-square error (MSE) of the resulting estimator for a number of components of the mixture $(k)$ equal to 2 and 3 ; these tables also show the bias

Table 6
Comparison between OLS confidence intervals and confidence intervals computed according to the proposed approach for the regression function $R_{2}$

and the MSE of the OLS estimator as well as those of the MLE based on the true distribution of the error terms.
As we may expect, the MLE performs much better than the OLS estimator for any distribution we considered, apart from the normal one. In these situations also the proposed estimator performs better than the OLS estimator, especially when the true distribution of the error terms is highly skewed and/or leptokurtic. Obviously, our estimator generally performs worse than the MLE; the latter, however, requires the knowledge of true distribution of the error terms. Finally, note that the number of components of the mixture does not affect significantly the MSE of the proposed estimator of the regression parameters and so we suggest to use $k=2$ components. This is the most favorable situation from the point of view of the parameter estimation: the EM algorithm in Section 3 is fast and the problem of the choice of its starting values is negligible. A similar result has been obtained for the homoscedastic case $\left(\tau_{h}^{2}=\tau^{2}, \forall h\right)$ considered in the previous version of the paper (see tables available at http://stat.unipg.it/~luisa) in which we have taken into account mixtures with a number of components up to 5 .
For each simulated sample we also computed a $95 \%$ confidence interval for any regression parameter. When we reject the hypothesis of normality, these intervals are computed through a bootstrap method (Efron and Tibshirani, 1993) based on 500
subsamples; in this case, only mixtures of $k=2$ components have been considered. Tables 5 and 6 show the average width of these intervals together with the coverage probability.

Note that the actual coverage probability of the confidence intervals computed on the basis of the proposed approach is generally larger than that of the intervals computed, as usual, on the basis of the OLS estimates. In many situations, the latter ones are wider; the difference is clear for the Gamma and Lognormal distributions. These results confirm that, when the true distribution of the stochastic component of the regression model departs from normality, the inference on the parameters can significantly benefit from the use of mixtures of normal distributions to model such a component.
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