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Abstract

The data acquisition system of particle physics experiments is a mission-critical component responsi-

ble for the experiments’ success. The next generation of large-scale particle physics experiments will

have millions of sensors producing a large amount of data at high rates. The DUNE and Phase-II AT-

LAS experiments are expected to start taking data in the late 2020s. Data rates from both detectors will

reach orders of terabytes per second, posing a significant challenge to the data acquisition chain and,

especially, to the storage and dataflow system which will need to be designed accordingly. Therefore,

it becomes essential to investigate methods to collect, store and transport the data efficiently. This

thesis presents the work done on the performance characterization of different storage technologies

and dataflow methods that are suitable for implementing the storage systems of both the ATLAS and

DUNE experiments.

Persistent memory devices and novel solid-state devices have been investigated as a potential solu-

tion to implement the local storage system of the DUNE experiment. This was achieved using both

synthetic benchmarks with an emulated workload and integration testing for each storage technology.

Performance results obtained after carefully tuning the devices show that such technologies can sustain

the target rates required by the experiment.

A distributed high-throughput key-value store (DAQDB) was designed for the data acquisition task

and it was extensively tested as a solution for the large storage buffer of the ATLAS experiment. The

results show that the current implementation of DAQDB cannot sustain the target bandwidth required

by the ATLAS experiment. Therefore, the work was followed by the investigation of dataflow methods

that combine local storage management solutions as a possible means to achieve the target goals of the

experiment. An extensive study on the evolution of the storage system with discrete event simulations

was also done to understand the advantages and limitations of different data acquisition architectures.

The experimental research was also completed by investigating a novel algorithm (SparseNet) de-

signed to classify track and shower energy deposits across a liquid argon detector. The SparseNet

algorithm was extensively tested with both Monte Carlo data and beam data from a test setup of the

DUNE experiment available at CERN. Preliminary results show that the SparseNet outperforms the

currently adopted track and shower classification algorithm.
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1
Introduction

Large-scale modern particle physics experiments consist of millions of sensors, producing a

substantial amount of data at high rates. The ATLAS detector [1] at CERN and the planned

DUNE Far Detector [2] at the Sanford Underground Research Facility are two examples of

such experiments. In particle physics, the data acquisition (DAQ) is the system that is mainly

responsible for collecting and processing the signals produced by the various detectors (read-

out), selecting the most interesting information (data selection) and transferring and saving the

data on permanent storage (storage and dataflow system). The DAQ system is essential for the

operation of a particle physics experiment.

The planned upgrade of the ATLAS experiment and the start of the DUNE experiment are

both expected to take place in the late 2020s. Data rates from the detectors will reach orders

of terabytes per second, posing a significant challenge to the storage and dataflow system of

the data acquisition of the experiments. Therefore, such systems will need to be adapted to

accommodate the specifics of the various tasks: buffer, format, transport or store requested

data. This is done by combining local storage solutions and dataflow policies to orchestrate the

flow of data effectively.

In the case of the ATLAS experiment, a large persistent storage buffer is planned to decouple the

data processed by the readout system from the data selection. At high data rates, an intermediate

3



4 1. Introduction

high-performance storage system becomes particularly useful to dimension the data processing

part of the system for an average load without needing to sustain temporary peaks. In the case

of the DUNE experiment, one of the physics goals is to detect and store neutrino interactions

from core-collapsing supernova events. In this case, once the event has been detected, a high-

throughput data path is activated from the readout nodes to the storage system.

Although both the ATLAS and DUNE experiments have similar incoming data rates, similar

size for the data acquisition infrastructure and both plan to use high-performance storage solu-

tions, the specific technologies have to be carefully tuned for the task within the DAQ system

in order to best support the data taking needs of the experiments.

1.1 Motivation for this work

Emerging high-performance storage technologies are being used to design new architectures

where a large storage buffer is used to decouple data production and processing. This is mo-

tivated by the trend in industry where high-performance computing environments are experi-

encing a considerable increase in data volumes, making data consumption more difficult. Sim-

ilarly, in current data acquisition systems, high I/O rates are expected between data-producing

nodes (readout) and data-consuming nodes (data selection). Therefore, it becomes crucial to

investigate the use of scalable and high-throughput storage technologies in the context of the

next-generation DAQ system of particle physics experiments.

The storage system of a particle physics experiment is an essential component for the whole

experiment. The data from the detectors need to be safely archived in persistent storage media

in order to support the wide physics program of the experiment. In order to achieve this goal,

the storage system needs to cope with the high throughput and high data volume from the front-

end electronics. In this research work, several storage devices and software solutions have been

investigated (benchmarking, testing, and tuning) to evaluate their performance and feasibility

as local buffering solutions, e.g. local storage system for the DUNE supernova buffer.

1.2 Structure of the document

This thesis is organized into the following chapters:

• Chapter 2, Introduction to Neutrino Physics, reviews the neutrino physics with a focus on

the neutrino oscillations.
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• Chapter 3, The DUNE experiment, gives an overview of the DUNE experiment from the

physics objectives to the description of the detector components.

• Chapter 4, Particle identification in LAr detectors, proposes the use of an innovative

algorithm based on Deep Learning for the classification between track and shower energy

deposits for the DUNE experiment.

• Chapter 5, Data acquisition system of the DUNE experiment, presents the DUNE trigger

and data acquisition system.

• Chapter 6, ATLAS TDAQ system for the Phase-II upgrade, presents a description of the

ATLAS data acquisition system for the Phase-II upgrade.

• Chapter 7, High-performance storage buffer for supernova events, analyzes different stor-

age device technologies as a possible implementation for the DUNE local storage buffer.

The results from the synthetic benchmarks, testing with emulators and integration with

the DAQ are presented in detail.

• Chapter 8, Dataflow methods in particle physics experiments, proposes different solutions

to build a scalable, high-throughput storage system. Testing and integration is done in the

context of the ATLAS experiment.

• Chapter 9, Conclusion and future work, summarizes the main achievements of this re-

search work, including the list of contributions and future work activities.

1.3 Contributions

The author has contributed in several areas of the data acquisition system of particle physics ex-

periments. The novelty of this research work lies in investigating, benchmarking and integrating

modern storage and dataflow solutions for the data acquisition system of both the ATLAS and

DUNE detectors. The evaluation of different storage technologies has been done with synthetic

benchmarks and emulated workloads. This was followed by an in-depth evaluation of the fea-

sibility of such technologies with the data acquisition system. The physics objectives of the

experiment (e.g. storage buffer for supernova events) have always been prioritized; therefore,

the integration testing with the whole DAQ system and with the detector apparatus was favored

instead of relying solely on synthetic benchmarks.



6 1. Introduction

In the area of dataflow, the author has contributed to the development of the DAQ of both the

ATLAS and DUNE collaborations. A novel key-value object store based on cutting-edge hard-

ware platforms was extensively tested and later integrated with the ATLAS DAQ system. This

investigation aimed to understand the scalability, throughput performance and operation of such

a commercial off-the-shelf solution. In parallel, the author has also worked on developing local

storage solutions and dataflow strategies as a possible implementation of the storage system of

the ATLAS experiment. This was followed by an evaluation of the feasibility and cost-benefit

of the overall storage system as well as simulation studies of different features of the ATLAS

Dataflow system.

As part of the experimental research, an important activity of this work was also dedicated to

understanding the DUNE detector and, in particular, distinguishing between track and shower

energy deposits. These represent an essential signature for many physics signals. A new al-

gorithm based on Deep Learning has been evaluated in detail and tested in a prototype of the

DUNE experiment located at CERN.



2
Introduction to Neutrino Physics

The objective of this chapter is to provide an introduction to neutrino physics. In particular, the

focus is on neutrino oscillations because they are the main part of the DUNE physics program.

2.1 Neutrino particles

The Standard Model (SM) of particle physics describes neutrinos as elementary left-handed

particles electrically neutral and with zero mass. Neutrinos interact with the weak force; they

are mostly unaffected by the gravity interaction and do not participate in the strong interac-

tion. Therefore, neutrinos typically pass through matter without being detected and without

interacting, making them a very challenging elementary particle to investigate.

Extensive research is ongoing to further understand the properties of neutrinos and the short-

comings of their description in the SM:

• the mass value of the three neutrino flavors;

• evidence of lepton number violation such as in neutrino-less double beta decay

• evidence for charge-parity (CP) violation by studying the oscillations of neutrinos and

anti-neutrinos

7



8 2. Introduction to Neutrino Physics

2.2 Neutrinos in the Standard Model

According to the Standard Model, neutrinos are massless particles with no electric or color

charges. Neutrino particles are divided into three flavors states (also known as neutrino gener-

ations) that only undergo weak interactions and that can be observed experimentally: electron

neutrino (νe), muon neutrino (νµ) and tau neutrino (ντ ). The neutrino flavor is conserved due

to the massless nature of the particles.

Neutrinos interact with other particles via the exchange of Z0 or W± bosons. Interactions with

hadrons can be classified according to the boson exchanged between the lepton current and the

hadronic current. In charged-current (CC) interactions the exchange boson is a W± boson and

neutral current (NC) interactions occurs with the exchange of a Z0 boson.

Experimentally the neutrino flavor can be identified only in CC interactions by tagging the flavor

of the final state charged lepton. Specifically, the interaction

νe +Ar −→ e− +Ar + π+

is an example of CC interaction where in the final state an electron is observed and it allows to

determine the flavor of the incoming neutrino.

2.3 Neutrino oscillations

Neutrinos are also classified into three mass eigenstates (ν1, ν2, ν3) which determine how neu-

trinos propagate in time and in space. One of the properties of neutrinos is that they change

between flavor states in what is known as the neutrino oscillation phenomenon. This arises

since the weak interaction eigenstates (νe, νµ, ντ ) are not the same as the mass eigenstates (ν1,

ν2, ν3). The coefficients of the linear combination of the neutrino states define a 3×3 matrix (U)

known as the neutrino mixing matrix, leptonic mixing matrix or Pontecorvo-Maki-Nakagawa-

Sakata (PMNS) matrix [3].

Therefore, the wavefunction of a neutrino flavor can be expressed as a liner combination of

mass eigenstates:

|να⟩ =
3∑

i=1

U∗
αi |νi⟩ (2.1)
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where α can be any of the three neutrino flavors and U∗
αi are the complex conjugates of the

PMNS matrix elements. Similarly, the mass eigenstates can be expressed as a linear combina-

tion of the flavor eigenstates:

|νk⟩ =
∑
α

Uαk |νk⟩ (2.2)

The PMNS matrix U can be decomposed into a product of 3x3 matrices as illustrated in equation

2.3:

UPMNS =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3



=


1 0 0

0 c23 s23

0 −s23 c23




c13 0 s13e
−iδCP

0 1 0

−s13e
iδCP 0 c13




c12 s12 0

−s12 c12 0

0 0 1

 (2.3)

where sij = sin θij and cij = cosθij . The PMNS matrix is parameterized by three real mixing

angles (θ12, θ23, θ13) and a single CP-violating complex phase (eiδ). Therefore, the matrix in

equation 2.1 can be written as:

U∗
αk =


U∗
e1 U∗

e2 U∗
e3

U∗
µ1 U∗

µ2 U∗
µ3

U∗
τ1 U∗

τ2 U∗
τ3

 (2.4)

The evolution of the neutrino wavefunction is obtained by applying the time evolution opera-

tor to the mass eigenstates. Note that each of the flavor states evolves with a different phase

ϕi(x, t) = pi · x = (Eit− pi · x). Therefore,

|ν(x, t)⟩ =
∑
i

U∗
αie

−iϕi(x,t) |νi⟩ (2.5)

The probability of oscillation between two neutrino flavors can then be calculated as:
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P (να −→ νβ) = | ⟨νβ|ν(x, t)⟩ |2

= |
3∑
i

U∗
αiUβie

−iϕi |2

=
3∑
i

3∑
j

U∗
αiUβiUαjU

∗
βje

−i(ϕi−ϕj) (2.6)

By taking into account the ultra-relativist limit, the mass of the neutrinos becomes negligible

compared to the momentum. Thus, it is possible to translate the (ϕi − ϕk) terms into squared

mass differences which are the parameters used for the calculation of the neutrino oscillation

probabilities. In this context,

mi ≪ p

x ≃ ct

Thus, by using the Taylor expansion series and by using the fact that limm→+0E = p (in

natural units):

Ei =
√

|p|2 +m2
i = p

√
1 +

m2
i

|p|2
≃ p+

m2
i

2p
(2.7)

ϕi(x, t) ≃
m2

i

2p
x (2.8)

Therefore, equation 2.6 can be rewritten as:

P (να −→ νβ) =
3∑

i,j=1

U∗
αiUβiUαjU

∗
βj exp(−i

∆ij

2p
x) (2.9)

where ∆ij depends on the mass squared difference ∆m2
ij = m2

i − m2
j . Let L be the total

distance that has been travelled and Eν the neutrino energy:

P (να −→ νβ) =

3∑
i,j=1

U∗
αiUβiUαjU

∗
βj exp(−i

∆ij

2E
L) (2.10)

Equation 2.10 represents the probability of oscillation a neutrino with flavor α to flavor β. By

parametrizing the oscillation probability in terms of mass splittings, by using the mixing angles
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and the real and imaginary components of the PMNS matrix we obtain the following:

P (να −→ νβ) = δαβ − 4
∑
i>j

Re(U∗
αiUβiUαjU

∗
βj) sin

2(
∆2

ijL

4E
)+

+ 2
∑
i>j

Im(U∗
αiUβiUαjU

∗
βj) sin(

∆2
ijL

2E
) (2.11)

where the first term (δαβ) corresponds to the case in which there are no neutrino oscillations.

The middle term represents the flavor oscillations and it is given by the real components of the

PMNS matrix which define the amplitude of the oscillation and the mass splitting component

defines the phase of the oscillation. Finally, the last term takes into consideration the impact

of CP-violation which is the violation of both the charge and parity symmetries. The resulting

probability is used by neutrino experiments to determine the expected rates of oscillations for

neutrinos in vacuum.

A very interesting property that arises from the oscillation probability of two neutrino flavors is

that if the phases were all the same then there would be no oscillation. Flavour oscillation is,

therefore, possible only with massive neutrinos. Although neutrinos are described as massless

particles in the SM, neutrino flavor oscillation measurements, like in the T2K experiment [4],

have given direct evidence that the mass difference between two flavors of neutrinos is not

zero [4].

Note that from equation 2.10 the neutrino oscillation becomes appreciable when ∆ijL
2E is O(1).

Therefore, an oscillation experiment becomes sensitive to a mass difference between neutrino

flavors when the following condition between the neutrino energy Eν and the source-detector

distance L is satisfied:

∆m2 ∼ E[GeV ]

L[km]
(2.12)

Therefore, the design of neutrino experiments is done by carefully selecting the energy of the

incoming neutrinos and the distance where the detector apparatus is placed. Table 2.1 shows the

characteristic values of L and E for different neutrino sources and for both Short Baseline (SBL)

and Long Baseline (LBL) neutrino experiments. The corresponding mass splitting |∆m2| is also

included.



12 2. Introduction to Neutrino Physics

Experiment L (m) E (MeV) |∆m2| (eV 2)
Atmospheric 104 − 107 102 − 105 10−1 − 10−4

Reactor SBL: 102 − 103

LBL: 104 − 105
1

10−2 − 10−3

10−4 − 10−5

Accelerator SBL: 102

LBL: 105 − 106
103 − 104

104 − 105
≥ 0.1

10−2 − 10−3

Table 2.1: Characteristic values of L and E for different neutrino sources and for both Short
Baseline (SBL) and Long Baseline (LBL) neutrino experiments [5].

Finally, note that in equation 2.11 the ∆2
ij values and the mixing angles θ are known parame-

ters, therefore by measuring the oscillation probabilities between neutrino flavours it is possible

to evaluate, for example, the CP-violation term. It is also worth mentioning that with neu-

trino oscillation experiments only the differences of the squared neutrino masses (∆m2
ij) can be

studied. Absolute mass measurements can be found, for instance, in nuclear experiments by in-

vestigating the electron energy distribution of the β-decay of tritium (KATRIN experiment [6]).

2.4 Overview of the DUNE oscillation analysis

At its core, an oscillation analysis is a counting experiment in which neutrino interactions are

divided according to the flavor of the neutrino produced in the interaction and the total energy

released in the interaction. These samples are collected in two different sites (near and far) along

the neutrino beam and a comparison between the spectra between the different sites allows the

extraction of the oscillation parameters. There are two types of oscillation analyses: appearance

and disappearance. A disappearance analysis focuses only on a single neutrino flavor and it aims

at measuring the reduced rate for that flavor in the far site because of the oscillation into another

neutrino flavor that may not be detected by the far site. The disappearance analysis corresponds

to the situation when α = β in equation 2.11. On the other hand, an appearance analysis

focuses on the detection of a flavor in the Far Detector that is different from the initial one. In

order to measure the CP-violation, an appearance experiment is necessary since the oscillation

probability (equation 2.11) is independent on the CP-phase if the two neutrino flavors are the

same.

DUNE aims to measure the CP-violation mainly using the νµ to νe channel. In order to achieve

this it is necessary to have the capability to distinguish electrons and muons from the final state

as well as to separate them from the hadronic background of the interaction. In addition to the

particle identification requirement, it is necessary to be able to reconstruct the energy released
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in the interaction.

In the DUNE experiment, the physics requirements for the neutrino oscillations analysis are

achieved by having a detector that is capable of acting both as a tracker and as a calorimeter.

Tracking is necessary for separating tracks originating from electrons and muons, whereas a

calorimeter is necessary for reconstructing the energy released in the interactions. A liquid

argon time projection chamber (LArTPC) is the ideal candidate for achieving the targeted ob-

jectives of the DUNE experiment.





3
The DUNE experiment

3.1 Introduction

As discussed in the previous chapter, many questions in neutrino physics are still unanswered.

The Deep Underground Neutrino Experiment (DUNE) is an international experiment dedicated

to neutrino science [3], and that is expected to start taking data by the end of this decade.

The objective of DUNE is to study mainly neutrinos originating from both accelerators and

supernova events. Two detectors are planned for DUNE: a Near Detector (DUNE-ND) and a

Far Detector (DUNE-FD). The former will be placed near the source of a high-intensity neutrino

beam at the Fermi National Accelerator Laboratory (FNAL) in Batavia (Illinois). The neutrino

beam source originates from the interaction of high-energy protons with a target material. The

PIP-II accelerator complex is a 215 m long machine that is responsible for accelerating protons

to an instantaneous power of approximately 1 MW . In contrast, the DUNE-FD will be installed

at the Sanford Underground Research Laboratory (SURF) in South Dakota more than 1300 km

from the neutrino source. This chapter provides a general introduction to the DUNE physics

program, a description of the DUNE Far Detector experimental setup, and an overview of a

prototype setup available at CERN (ProtoDUNE-SP experiment).

15
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3.2 DUNE’s Physics objectives

The primary objectives of the DUNE physics program can be summarized in three categories:

• High sensitivity measurements of neutrino oscillation parameters

• Physics beyond the Standard Model (BSM)

• Neutrinos from core-collapse supernova events in the Milky Way galaxy

3.2.1 Neutrino oscillation

One of the primary goals of the DUNE physics program is the measurement of the oscillation

of νµ and νµ in a range of energies between 0.1 MeV and 10 MeV [3]. In fact, the 1300 km

DUNE baseline design offers the possibility to study the potentially large asymmetry in the

oscillation between νµ −→ νe and νµ −→ νe. This is further highlighted in figure 3.1 which

shows the appearance probability of the νµ −→ νe and νµ −→ νe as a function of the neutrino

energy assuming the detector is located 1300 km away from the source. As can be noted, the

value of the phase δCP of the PMNS matrix (equation 2.11) has an impact on both the amplitude

and the phase of the neutrino oscillation. In addition, from figure 3.1 it can also be noted that

the amplitude of the oscillation probability is higher for neutrino energies less than 1.5 GeV.

Figure 3.1: Appearance probability of νµ −→ νe and νµ −→ νe as a function of the neutrino
energy and phase δCP for both neutrinos (left) and antineutrinos (right). Figure taken from [3].
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3.2.2 Physics Beyond the Standard Model (BSM)

As an additional physics research line, the DUNE experiment will also be dedicated to investi-

gating the proton decay and other baryon-number violating process [3] which are only possible

with a physics description beyond the Standard Model. This is possible thanks to the large liquid

argon active volume and the high-intensity neutrino beam. In the case of the proton decay, the

experimental signature that DUNE is looking for is given by the process p −→ K+ + ν. Current

estimates suggest that it will be possible to improve the lower limits of the proton lifetime. In

fact, DUNE sensitivity studies indicate that with a 30% detection efficiency the 90% CL lower

limit estimate for the proton lifetime is 1.3× 1034 years (assuming a 400-kt year exposure) [3].

Other BSM processes that may be relevant for the DUNE detector consist in investigating sterile

neutrinos1 with the ντ appearance or studies on the Dark Matter annihilation from the core of

the sun: typically resulting in both a low and high energy neutrino component. More details on

BSM studies with the DUNE detector can be found in [3].

3.2.3 Core-collapse Supernova

Another objective of the DUNE detector will be the study of the νe flux originating from a core-

collapse supernova [3]. As confirmed by the SN1987a supernova observation, neutrinos from

core-collapse events can reveal rich information about the structure and properties of exploding

stars which are not typically available from electro-magnetic (EM) signatures. A massive star

will lose energy by neutrino emission originating from the pair annihilation process during the

end of its life. This event happens when the temperature of the star reaches T ∼ 1010 K and

the density ρ ∼ 1010 g/cm3. Therefore, the star’s iron core cannot sustain the equilibrium

condition because nuclear fusion is no longer favored. As a result, when the mass of the star

reaches the critical value of 1.4M⊙, it will collapse, releasing 1053 ergs and over 1058 neutrinos

with an energy spectrum peaked around 10 MeV [7].

The detection principle of supernovae neutrinos is based on the interaction with argon nuclei,

outlined in equation 3.1:

νe +
40Ar −→ e− + 40K∗ (3.1)

More details on the detection of supernova neutrino events is provided in chapter 7.

1Sterile neutrinos are a hypothesized class of neutrinos that interact with only the gravitational force.s
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3.3 Overview of a liquid argon TPC detector

The DUNE experiment is based on a LArTPC (liquid Argon time projection chamber) detector

whose detection principle is to collect the charge produced by ionization electrons and scin-

tillation light from charged particles passing the liquid argon volume. The argon in the TPC

acts both as a detection medium and a target from which the photons and charged particles

are produced and detected. The operating principle of a LArTPC based on the horizontal drift

technology, illustrated also in figure 3.2, consists of liquid argon placed between an alternat-

ing set of wires (anodes) and wire mesh (cathode). Each pair of anode and cathode generate a

uniform electric field along which ionization electrons drift: electrons move from the cathode

to the anode wires. Ultimately, the charge of the electrons produced by the drifting ionization

process is collected to process the signal. The wire configuration of the DUNE-FD LArTPC is

to have three planes of wires to measure the ionization: two induction planes (U and V planes)

and one collection plane (Y plane). Bipolar signals are formed on the induction planes as the

electrons drift first towards the two wires and then away from the wires as they are collected

on the collection plane. By positioning the induction plane wires in two different directions

with respect to the collection plane, it is then possible to obtain a 2D projection of the charged

particle position as it traverses the liquid argon volume. The third spatial dimension can be

calculated by measuring the time for the ionizing electron to finish drifting. In fact, the drift

velocity of electrons in a given electric field is constant, and thus:

x = tdrift ∗ vdrift = (tf − t0) ∗ vdrift (3.2)

where x is the third coordinate, tf is the final time after the electron finished drifting, t0 is the

time at the start of the charge drift and vdrift is the known drift velocity in liquid argon.

Figure 3.2 illustrates the signal formation process in a LArTPC detector. In particular, it de-

picts a neutrino interaction that produces two charged particles that ionize the liquid argon and

produce electrons that drift towards the anode, in the direction opposed to the electric field. An

overview of the V induction plane and the Y collection plane is also shown in the figure.

Furthermore, charged particles produced because of the neutrino interactions lose energy by

ionizing the liquid argon medium of the TPC. Therefore, measuring the amount of ionization

makes it possible to estimate the energy lost by the charged particles as they traverse the detec-
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Figure 3.2: Illustration of signal formation in a LArTPC detector. Overview of the V induction
plane and the Y collection plane. Figure taken from [8].

tion volume. This is done by measuring the size of the signals produced on the wires. By doing

so, LArTPC detectors offer great discriminating power between electron and photon showers,

which is important in accelerator neutrino experiments where photons are often background

signals for electron neutrino interactions. In fact, photons that convert through pair production

into an electron and positron pair can be distinguished from single electrons by measuring the

energy deposited at the beginning of the shower. An electron-positron pair usually deposits

twice the energy lost by a single electron through the ionization process in the liquid argon.

In addition to ionization, another process that is produced by charged particles in LArTPC is

the scintillation light. This is produced by the excitation of argon nuclei and their subsequent

decay. Scintillation light in liquid argon is produced isotropically at around 128 nm and it is

divided into two components: slow and fast. The former has a decay time of approximately 5 ns,

whereas the latter has a decay time of approximately 1.3 µs. Note that liquid argon is transparent

to its scintillation light. Therefore, photon detectors placed at the edges of the apparatus can be

used to detect the photons produced by the charged particles. From an experimental point of

view, scintillation light is typically used for timing and triggering in the operation of neutrino

experiments.
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Signal degradation

One crucial effect that occurs in LArTPC detectors is the recombination of ionized electrons

with Ar nuclei and the subsequent production of positive Ar+ ions. The result of this process

is that part of the energy induced by the charged particle is not being collected as the electron

thermalizes with the argon nuclei. Note that this is usually taken into account in the calibration

of the detector and by using theoretical models to treat the recombined electrons.

Ionization attenuation refers to the process to which some of the ionization electrons are cap-

tured by impurities in the liquid argon during the drift towards the anode plane. In fact, im-

purities in the LAr such as water and oxygen (O2) can reduce the total collected charge. The

ionization attenuation is modelled with an exponential decay as detailed in equation 3.3:

QC = Q0e
−td/τ (3.3)

where QC is the collected charge, Q0 is the initial charge deposited, td is the drift time and τ

is the electron drift time which takes into account the presence of impurities in the LAr. In the

case of the DUNE experiment, it is expected to have a contamination of the argon no greater

than 100 ppt O2-equivalent and 25 ppm N2 [9]. This is done to ensure an electron lifetime that

is sufficient for the length of the detector and to have enough light yield.

Space Charge Effect

As a charged particle traverses the LAr, the ionized electrons drift towards the anode and the

positively charged argon Ar+ ions drift towards the cathode. However, the drift velocity of

the positive ions is much smaller than the electron drift velocity. The consequence of such

an imbalance results in an accumulated positive charge that can distort the electric field. This

phenomenon is known as Space Charge Effect (SCE) and it is especially relevant for LArTPC

detectors operated on the surface. This is due to the significant rate of cosmic mouns that leads

to a non-negligible accumulation of positive charge. In addition, by altering the electric field the

SCE leads to both a distortion in the reconstructed trajectories of the charged particles and the

energy reconstruction measurements. Therefore, when operating a LArTPC detector is highly

crucial to take into account the SCE.
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3.4 The DUNE Far Detector

The DUNE experiment relies on two detectors: the Near Detector (DUNE-ND) and the Far

Detector (DUNE-FD). The DUNE-ND provides constraints on the neutrino flux and measures

neutrino cross sections at the beam source, whereas the DUNE-FD is the apparatus mainly

responsible for measuring the neutrinos after traversing the oscillation distance. At the time of

writing, the design of the DUNE-ND detector has been finalized, although some implementation

aspects still need to be confirmed. This research work has been focused only on the DUNE-FD.

Therefore, the remaining sections of this chapter will be dedicated only on the description of

the DUNE-FD.

The DUNE-FD will consist of four liquid argon TPC (LArTPC) modules placed more than a

kilometer underground. Many TPC technologies have been evaluated for the DUNE-FD mod-

ules. The planned first two modules will be placed in liquid argon and they will operate with

a horizontal and vertical drift. The technology of the two remaining modules still needs to be

confirmed at the time of writing. Nonetheless, the data acquisition system of all the modules is

going to be the same. This thesis work was done in the context of the DUNE-FD first module

based on the horizontal drift TPC technology which is going to be described in detail in the next

sections.

Assembly and installation of the first DUNE-FD module are expected for 2024 and 2025. This

ensures that the detectors are ready to take data by 2028 as a long integration and commissioning

process is needed to test the detectors and the electronics. Figure 3.3 shows an illustration of

the experimental cavern at SURF for the Far Detector. The large areas marked in red represent

the location of the first two modules and the central area in between represents a smaller cavern

dedicated for the data acquisition and the cryogenics.

Horizontal Drift

A DUNE-FD module based on the Horizontal Drift LArTPC technology (also known histor-

ically as Single Phase or SP) will consist of a total mass of 17.5 kton, with a fiducial mass

of 10 kton for the active volume. As mentioned in section 3.3, the first DUNE-FD LArTPC

detector module is divided into an alternating set of five cathode and anode wire walls inside

which particles can drift. The total TPC size is 12 m (height), 14 m (width) and 58.2 m (lon-

gitudinal). The dimensions of the detector providing a 3.5 m drift length. Each cathode wall
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Figure 3.3: Illustration of the experimental cavern at SURF. The two large areas in red represent
the location of the two detector modules. The central area represents the service cavern for the
data acquisition and cryogenics. Figure taken from [9].

is called cathode plane assembly (CPA) array and it is made by three rows of 50 CPA units of

size 1.2 m and 4 m. On the other hand, the anode walls are made of two rows of 25 Anode

Plane Assemblies (APAs) for a total number of 150 units of 6 m and 2.3 m in size. Figure 3.4

shows the schematic representation of a DUNE-FD Horizontal Drift module, highlighting the

alternating sets of APA walls (3 in total) and CPA walls (2 in total).

The LAr used inside the TPC is cooled at a temperature of approximately 87 K and must have

a very high purity. As discussed in the previous section, oxygen contamination impacts the

total ionization process. Therefore, oxygen contamination in the liquid argon must be kept to a

value below 100 ppt. To maintain a high purity level, the LAr is continuously cycled through a

purification system.

Anode Plane Assemblies

The APAs consist of large stainless steel frames on which multiple planes of wires are in-

stalled. The signals from the wires are extracted with electronics that are either placed on the

top or bottom edges of the anode walls. In addition, the wires are made from 152 µm diameter

copper-beryllium (CuBe) alloy, which has been specifically selected for its high durability and

yield strength. This means that the wires can sustain high stress before deformation occurs.
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Figure 3.4: Illustration of the DUNE-FD Horizontal Drift module, showing the alternating
layers of APA walls (A) and cathode walls (C). The drift areas are surrounded by the top and
bottom field cages. Figure taken from [9].

Tests show that CuBe wires have a yield strength of more than 1100 MPa. Furthermore, the

wire planes are assembled with an angle of ±35.7◦ to the vertical as shown in the schematic

representation of an APA in figure 3.5 where the green and pink lines represent the two induc-

tion planes and the blue one represents the collection wires. This is to ensure that each induction

wire crosses only once a collection wire.

Cathode Plane Assemblies

The successful operation of a LArTPC detector relies on the uniformity of the electric field

used for the transport and collection of the ionization charge. For this reason, CPA arrays

are kept at a constant voltage of -180 kV by using external power supplies to provide a nominal

uniform electric field of 500 V/cm across the drift volume. In these conditions, the drift speed of

electrons is 1.6 mm/µs. Note that the electric field strength is chosen to maximize the trade-off

between precision in the measurements and operation of the detector. For example, the number

of scintillation photons is inversely proportional to the electric field strength whereas the dE/dx

measurements are affected by the electron-ion recombination effect, which decreases for high

values of the electric field strength. Therefore, by setting a high value of the electric field,

the energy measurements may be very accurate at the expense of having a small amount of
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Figure 3.5: Schematic representation of an APA. Three wire planes are shown: two induction
wires (U and V) and one collection plane (X). The induction wires are pictured in green and
pink whereas the collection wires are in blue. The blue boxes on the right edge represent the
readout electronics. Figure taken from [9].

scintillation light which, in turn, leads to an increasing difficulty in evaluating the starting time

t0 for the reconstructed particles. The nominal voltage of -180 kV and, thus, the electric field

of 500 V/cm has been tuned with a trade-off between several parameters: signal to noise ratio,

amount of charge collected or signal detection thresholds. This task is done by the DUNE

High-Voltage system which is in charge of the operation of the detector apparatus’ voltage. In

addition, the tuning of the system is also based on the successful operation of other LArTPC

detectors (e.g. MicroBoooNE) where an adequate signal to noise ratio was achieved [2].

3.5 The ProtoDUNE-SP experiment

The ProtoDUNE Single Phase (ProtoDUNE-SP) experiment [11] was a prototype detector

available at CERN whose objective was to test and validate the technologies for the first DUNE-

FD module based on the Horizontal Drift LArTPC technology. At the time of writing, the de-

tector is being upgraded for the next data-taking phase. ProtoDUNE-SP is a 1 kton cryostat with

an active volume of 7.2m x 6.0m x 6.9m (figure 3.6). The detector consists of 6 APAs separated

by a central CPA wall. Figure 3.7 shows a schematic representation of the top down view of

the ProtoDUNE-SP detector. The detector is split into three sections: upstream, midstream and

downstream. The upstream section comprises the two APAs that are close to the beamline. In

addition, the x, y, z coordinate system has the origin placed at the bottom corner of the upstream

section, on the edge of the central CPA wall. The x coordinate increases with the beam’s left

side and the z coordinate increases towards the downstream section. The y coordinate increases

vertically upwards. Finally, note that the beamline is also slightly angled (approximately 13°)
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Figure 3.6: Diagram of the TPC components of the ProtoDUNE-SP detector. Figure taken from
[10].

towards the beam right side in both the x-z and y-z planes.

ProtoDUNE-SP started taking data for the first time in 2018. It provided successful insights into

the design and evaluation of large-scale LArTPC detectors in view of the much larger DUNE-

FD detector. In particular, ProtoDUNE-SP represents a successful prototype for the DUNE-FD

because it was designed to have similar drift lengths and operation conditions expected in the

DUNE-FD Horizontal Drift module.

Note that other promising detector technologies, alternative to the Horizontal Drift, are being

tested in the ProtoDUNE area at CERN. Examples of these LArTPC consist in detectors where

a vertical drift of the ionization charge occurs compared to the typical horizontal drift across

the active volume of liquid argon. Extensive research and development is being carried out at

the time of writing to assess the suitability and the operation of such technologies for the other

DUNE-FD modules.
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Figure 3.7: Schematic representation of the top down view of the ProtoDUNE-SP detector.

Cold Electronics

The drift field chosen for the ProtoDUNE-SP detector is 500 V/cm and each detector section

provides two drift volumes with a distance of approximately 3.6 m. Each APA has a total of

2560 wires resulting in 15360 channels to be read out. Front End Mother Boards (FEMBs)

are used to read out the signals from the wires of the APA. Each APA has 20 FEMBs located

directly on top of the detector in order to be close to the wires and reduce the noise recorded

by the electronics. The Cold Electronics (CE) system is responsible for collecting the signals

from the APA wires and, then, amplifying, shaping and digitizing them before transmitting the

processed signals to Warm Interface Boards (WIBs). These devices are interface electronics

that handle the transmission of the signals to the data acquisition system. Further details on the

data acquisition system of ProtoDUNE-SP will be illustrated in chapter 5.

Photon Detectors

Each APA frame is coupled with photon detectors used to collect the scintillation light produced

by charged particles in the LAr. The scintillation light (photons with approximately 128 nm in

wavelength) is converted into visible light by using wavelength shifters. Subsequently, the

visible light is collected and converted into an electrical signal by an array of silicon photomul-

tipliers. Note that in ProtoDUNE-SP different photon detector technologies have been tested to

evaluate the best options to use in the DUNE Far Detector modules. The photon detectors are

crucial elements because they allow the experiment to measure the start drift time t0 (equation

3.2) and, therefore, they aid in the reconstruction of the neutrino interaction.
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Cosmic Ray Tagger

A cosmic ray tagger (CRT) is a device used to provide triggers from cosmic rays. It is placed

both upstream and downstream (along the z coordinate or beamline direction) of the ProtoDUNE-

SP detector. In practice, the CRT is a scintillation counter that measures the x and y position

of cosmic muons. By taking into consideration the coincidence hits registered by the CRT up-

stream and downstream it is possible to form tracks that are also matched with the reconstructed

tracks from the TPC. In this way, the CRT can provide triggering capabilities and provide means

to calibrate the detector.





4
Particle identification in LAr detectors

This chapter deals with the work carried out in the event reconstruction field and, in particular

in the use of an innovative algorithm for track/shower hit classification based on Deep Neural

Networks. Improving the track and shower hit classification is an important task in the event

reconstruction chain that may have a crucial impact on the analyses. The ProtoDUNE-SP ex-

periment was used as a testing platform to exercise the reconstruction algorithm in view of the

future DUNE experiment.

4.1 Neutrino interactions in LAr

At the energies expected for the DUNE beam (few GeV), the dominant final state topology of

a neutrino interaction with the argon will consist of a lepton, some mesons (e.g. pions, kaons)

and possibly a number of baryons. These output particles have to be properly identified and

their energies need to be measured in order to perform an accurate oscillation analysis.

As introduced in chapter 2, in an oscillation analysis dedicated to CP-violation it is important

to distinguish the incoming neutrino flavor. Therefore, there is the need to separate electrons

and muons from the hadronic backgrounds originating from all possible events. The typical

example is the decay of neutral mesons (e.g. π0) produced from NC interactions: they produce

EM showers that can mimic the signature expected from νe-CC interactions. This kind of mis-

29
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reconstruction introduces a systematic error in the measured rate of the neutrino flavors in the

Far Detector.

The identification and reconstruction of EM showers becomes then crucial for the analysis.

From an experimental perspective, this translates into being able to correctly identify hits in the

detector and determine if they originate from a particle producing a track or a shower. Having

a good discrimination at the hit level is also important for the shower energy reconstruction

which is largely based on measuring the total number of energy deposits, i.e. counting number

of hits associated to a shower. Therefore, having an algorithm that is optimizing the efficiency

of the shower hit identification can improve the energy resolution of the shower and, thus, of

the event.

4.2 Neutrino event reconstruction and track/shower hit classifica-

tion

Neutrino event reconstruction represents a critical task in oscillation physics analysis. In liquid

argon TPC detectors (LArTPC), event reconstruction is usually accomplished by combining

multiple algorithms to achieve the most accurate result.

Pandora is a general-purpose framework introduced for pattern recognition and is now used

mainly in LArTPC experiments [12]. Pandora’s approach consists of breaking the event re-

construction chain into smaller and well-defined tasks that specifically designed algorithms can

handle. The complexity of such algorithms varies from simple energy cuts to more advanced

machine learning tools. Examples of the tasks performed by Pandora consist in hit classifica-

tion, hit clustering, vertex identification, track identification. For the DUNE Horizontal Drift

detector, the hit is defined as the energy deposition collected by a single wire.

One critical component of the event reconstruction chain is the separation between track and

shower hits. In ProtoDUNE-SP, the classification task of different particle types is done with

Convolutional Neural Networks (CNNs) [13] where sections of the detector are converted into

2D images and then classified. However, one of the challenges of LArTPC detectors is that they

produce a large amount of sparse and locally dense data, which becomes challenging to handle

for larger detector volumes. The following sections will discuss the usage of an innovative

algorithm specifically designed to handle sparse data on three-dimensional space points.
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Figure 4.1: Distribution of particle types in the simulated MC dataset that is used for the feature
evaluation. Most of the shower hits originate from electrons and positrons. Tracks are asso-
ciated to muons, pions and protons. Number of hits on the y-axis expressed in a logarithmic
scale.

To distinguish and classify track and shower hits a set of features were extracted from simulated

Monte-Carlo (MC) ProtoDUNE-SP data. This was done taking advantage of the 3D nature of

the problem to achieve the classification between hits originating from a track or a shower

particle. The ultimate goal is to utilize as many relevant features as needed to train a Deep

Learning model specifically designed for the classification task.

4.2.1 Dataset evaluation

The MC data samples used for the feature extraction consist of ProtoDUNE-SP datasets. More

than 7M hits have been processed with events containing a mixture of track-producing particles

(muon, pion, proton and kaon) and EM shower-producing particles (positron and electron).

Note that a modified version of the code of the DUNE Convolutional Visual Network [13] was

used to process the necessary features from the simulated data.

Figure 4.1 shows how the number of hits for the various particle types are distributed in the

input dataset (number of hits expressed in a logarithmic scale). As it can be noted, most of

the shower hits originated from positron and electron particles whereas track hits are mostly

associated with muons, pions, and protons. There is also a small contribution of positive kaons

(K+) and negative pions (π−) in the dataset.
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Figure 4.2: Charge distribution of the track and shower hits in the simulated MC dataset.

4.3 Feature extraction

The first feature that was considered is the charge deposited by individual hits. The rationale

for using the charge is that track hits (pions and protons) are expected to lose more energy as

they traverse the detector volume compared to the shower hits (electrons, positrons). Figure 4.2

shows the charge distribution for both track and shower hits in the simulated MC dataset.

The following two features that have been selected refer to the properties of hits based on their

proximity to other neighboring hits. Specifically, the angle and the dot product were computed

between the relative positions formed by connecting the selected hit with the two closest hits.

Figure 4.3 shows the angle distribution between a hit and the two closest ones for both track

(red) and shower (blue) hits. The angle is a useful discriminating feature between track and

shower hits. This is because shower hits are more isotropically distributed compared to track

hits that are closely aligned with each other. This behaviour is reflected in figure 4.3 where

track hits are peaked at angles of 0 and π, suggesting that neighboring hits are aligned with

each other.

Figure 4.4 shows the distribution of the dot product between a given hit and the two closest

ones. The figure suggests that the distribution of track hits (red) is wider than the shower hits

(blue) distribution. Therefore, the dot product distribution can also be another useful feature
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Figure 4.3: Distribution of the angle between a hit and the two closest ones for track and shower
hits from the simulated MC dataset.

used in the classification task. Finally, note that the angle (θ) and the dot product between two

vectors a and b are two properties not necessarily correlated with each other as it may seem at

first glance given that a · b = ∥a∥∥b∥cos(θ). This is because the magnitude of the two vectors

a and b are not related to the angle θ between the two vectors. Therefore, both the angle and

the dot product can be useful for distinguishing between track and shower hits. Note that events

have been pre-selected with at least 3 hits to be able to evaluate both the angle and the dot

product features.

The next set of features that was used in the classification task is the number of hits within a

certain configurable distance. The rationale for using this discriminating feature is that shower

hits tend to have a wider distribution than track hits. Three distance ranges (3 cm, 10 cm, 30 cm)

have been selected as they yield the best discrimination for track and shower hits (further details

in section 4.4). Figures 4.5 shows the ratio of the distributions of the number of neighboring

hits at a distance of 3 cm and 30 cm. The two figures highlight that shower hits have a wider

distribution than track hits. These, in particular, are centered at a value of 0.1 which represents

the ratio of the number of neighboring track hits between 3 cm and 30 cm.

Finally, the last set of features that was computed is the total charge deposited by the hits within

a spherical distance R. The reason why the charge over distance represents an interesting feature
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Figure 4.4: Distribution of the dot product between a hit and the two closest ones for track and
shower hits from the simulated MC dataset.

Figure 4.5: Ratio between the distribution of the number of neighboring hits at a distance of
3 cm and 30 cm for both track and shower hits.
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Figure 4.6: Distribution of the charge deposited by track and shower hits within a distance of
30 cm .

for discriminating track hits from shower hits is because it is a property very similar to the

commonly used dE/dx for particle identification. In fact, the charge released by the incoming

particles in the detector volume is proportional to the energy deposited. Figure 4.6 shows the

distribution of the charge deposited by track and shower hits within a distance of 30 cm. There

is a clear separation between the peaks for both track and shower hits which suggests that the

charge over a certain distance is another useful parameter for the classification task.

In total, nine quantities were selected for the classification task: charge deposition of each hit;

angle and dot product between two neighboring hits; the number of neighboring hits as well as

the total charge within a distance of 3 cm, 10 cm and 30 cm. The distribution of these quantities

offers discriminating power between track and shower hits and, therefore, they were used as

input into a Deep Learning model. Note that processing the number of neighboring hits is a

computing-intensive task. Therefore, for convenience, both the number of neighboring hits and

the charge deposition within a certain distance were computed with the same set of lengths.

4.4 Submanifold Sparse Convolutional Neural Network

Submanifold sparse convolutional neural networks (SparseNet) [14] are a class of Deep Learn-

ing methods primarily designed for 3D image reconstruction, image completion or semantic

segmentation problems. In [14], the SparseNet has proved to be quite effective when dealing
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with sparse data and potentially minimal resource utilization compared to other classes of Con-

volutional Neural Networks. The three-dimensional hits produced in ProtoDUNE-SP are well

suited for the SparseNet algorithm as they are locally dense and sparsely located in the detec-

tor volume. Moreover, the computational benefit of utilizing the SparseNet may also be more

relevant for larger LArTPC detectors such as the planned DUNE experiment.

4.4.1 Architecture

Submanifold Sparse Convolutional Neural Networks (SparseNet) are convolutional neural net-

works that use generalized convolution operations on sparse tensors [14]. In the case of the

SparseNet used for this research, the input tensor is a 3x3 grid that is associated with a 9-

dimensional feature vector containing the features for the classification task.

For this research, the SparseNet was used to perform a two-label classification task for distin-

guishing between track hits and shower hits. A softmax activation function and a Stochastic

gradient descent (SGD) optmizer have been used in the SparseNet. The network’s output is a

score ranging from 0 for track objects and 1 for shower objects. In addition, the Minkowski

Engine [15] was used to support the operations of convolution and pooling that are needed by

the computation with sparse networks.

4.4.2 Data samples - MC and data

The ML training and validation was performed on a MC dataset of approximately 2.5M hit

entries. Each entry contains the 3-dimensional coordinate position of the hits (x,y,z), the hit

truth value (i.e. the PDG value of the particle originating the hit) and the selected nine features

as discussed in the previous sections. Note that the PDG value of the particle, in principle, can

also be used to train the network for different tasks such as performing particle identification

(e.g. classify only hits originating from photons and electrons). For the classification task, the

PDG values of muons, pions, protons and kaons have been assigned to a track output because

they typically produce a track in the detector. Similarly, electrons, positrons and photons have

been assigned to a shower output. Finally, a smaller and independent data sample of 500k hits

was also produced for the inference process.

The ProtoDUNE-SP dataset used for the evaluation consists of two runs from ProtoDUNE-SP

taken with a 1 GeV/c beam momentum: run 5387 and run 5809. The selected runs contain both

cosmic rays and charged particles from the incoming beam. In particular, run 5387 was taken
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with a trigger where positrons were vetoed. As a consequence, the dataset contains primarily

π+, µ+ and protons. On the other hand, run 5809 was taken with a beam trigger which in

turn results in a dataset consisting of mainly beam positrons. A total of more than 300k hits

were processed with the same nine features used for the MC datasets. Overall, the selected

ProtoDUNE-SP runs provide a balanced dataset containing both shower particles from the beam

positrons and track particles mainly from pions and cosmic ray muons.

4.4.3 Evaluation of the SparseNet classification model

The first step of the ML evaluation consists in splitting the MC dataset. Three sets were pre-

pared: training (60% of the total), validation (20% of the total) and testing (20% of the total).

The training dataset was used for fitting the model, the validation dataset was used to provide

an unbiased evaluation of the model while training and finally the testing dataset was used to

assess the performance of the model after the training process. The objective was to use most

of the dataset for training task and the remaining sample of hits for validation and testing. In

addition, the training process of the SparseNet was done for a total of ten epochs (one complete

pass through the training data) to avoid overfitting the model.

One of the scores commonly used in classification problems is the accuracy which represents

the ratio of correct predictions with respect to the total number of predictions. For a binary

classification problem (positive vs negative classes), the accuracy is given as:

accuracy =
TP + TN

TP + TN + FP + FN

where TP, TN, FP and FN represent respectively the number of True Positives (number of ele-

ments correctly labeled as belonging to the positive class), True Negatives (number of elements

correctly labeled as belonging to the negative class), False Positives (number of elements in-

correctly marked as belonging to the positive class) and False Negatives (number of elements

incorrectly labeled as belonging to the negative class). In the case of the SparseNet used for

this evaluation, the positive class refers to the track particles and the negative class refers to the

shower particles.

Figure 4.7 shows the accuracy of the model as a function of the number of epochs for both

the training and validation steps. After the training processes, the overall accuracy reached

is more than 95% which demonstrates good discrimination power between track and shower
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Figure 4.7: Accuracy as a function of the number of epochs for the SparseNet model for both the
training and validation steps. Statistical uncertainty on the accuracy is in the orders of 0.01 %.

hits. The statistical uncertainty on the accuracy is calculated as following assuming a binomial

distribution for the hits belonging to the true or negative classes:

σ2
A =

A(1−A)

N
(4.1)

where A is the accuracy and N is the total number of hits used in the evaluation. Note that

the scale of the plot in figure 4.7 does not allow to appreciate the statistical uncertainty on the

accuracy which is in the orders of 0.01%. The accuracy obtained for the SparseNet shows that

the algorithm is capable of outperforming the currently deployed CNN in ProtoDUNE [16]. In

fact, the results for the CNN show that on MC data the accuracy obtained is 87.3% [16].

The accuracy result is not sufficient for a good classification model because it does not indi-

cate how small are the number of incorrectly identified classes. Therefore, more performance

metrics are needed to fully evaluate the classification algorithm.

Purity and efficiency are the other two performance metrics commonly used when evaluating a

classification model. The purity for the positive class represents the fraction between the num-

ber of true positives with the total number of instances labeled as belonging to the positive class.

On the other hand, the efficiency for the positive class is defined as the number of true positives



4.4 Submanifold Sparse Convolutional Neural Network 39

Table 4.1: Table summarizing both the purity and the efficiency of the SparseNet on the MC
inference dataset.

Class Purity [%] Efficiency [%]
Track 96.8 97.8

Shower 93.5 90.7

divided by the total number of instances that belong to the positive class. By combining the in-

formation given by both the purity and the efficiency, it is possible to understand more in detail

if a classification algorithm can correctly identify the right classes and provide a lower number

of misidentified instances.

purity (positive class) =
TP

TP + FP

efficiency (positive class) =
TP

TP + FN

Table 4.1 shows the purity and the efficiency of the SparseNet for the track and shower classes

when applied to the testing dataset. The results show that the purity of the two classes is above

90%, indicating that the percentage of misidentified hits belonging to a track (or shower) object

is low. In addition, having an efficiency of over 90% also suggests that the algorithm can select

most of the relevant hits belonging to a track (or shower) class. Uncertainty on these results

can be safely ignored for the classification metrics as they are computed on a large dataset

comprising millions of entries.

4.4.4 Tuning of the classification threshold

As mentioned above, the output of the SparseNet is a value between 0 and 1. A selection

threshold is a value, between 0 and 1, used to separate the two classes under investigation. When

developing a classification algorithm, it is important to select the threshold that maximizes the

selection of the true classes and that minimizes the number of misidentified instances. This

can done by varying the classification threshold value, retraining the model, performing the

inference and counting the number of true and misidentified elements in the dataset.

One way to study the classification threshold is shown in figure 4.8 which represents the mul-

tiplication of the purity and efficiency for both track and shower classes. This is obtained by

modifying the classification threshold and counting the number of true and misidentified ele-

ments and computing the purity and efficiency for each class and for each threshold. The figure
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Figure 4.8: Multiplication of the purity and efficiency for both track and shower classes as a
function of the classification threshold.

illustrates that a threshold cut of 0.5 represents the value that maximizes the selection of hits that

belong to either a track or a shower while at the same time keeping the number of misidentified

hits low. Note that the selection threshold used for the accuracy, purity and efficiency metrics

discussed in the previous section was set to 0.5.

4.4.5 Particle-based performance metrics for the network evaluation

The ML performance metrics described in the previous sections can only be applied to the hits

on which the model is used and do not consider the particle that produces the hits. Therefore,

an average score was also computed by grouping all the hits belonging to a single track (or a

single shower) object. In this way, it is possible to compute how well the network can correctly

classify tracks (or showers) rather than relying solely on the hit classification. These quantities

are called track and shower scores and they are computed as following:

1. Identify all the hits belonging to a single track (or shower)

2. Count the number of hits correctly identified by the network
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3. Compute the efficiency by taking the ratio between the number of correctly identified hits

and the total number of expected hits for a given track (or shower)

4. Repeat the steps above for all the particle objects in the dataset

5. The score is given by computing the arithmetic mean of the efficiencies obtained for all

the track (or shower) particles in the dataset

The MC truth information for each hit was used to ensure that the given hits belonged to a

specific track or shower. Specifically, a track identifier was used to match the hits originating

from the same track and a particle identifier was used to match the hits originating from a

shower-producing particle.

The inference dataset was used for the track and shower score evaluation. This is a dataset

produced in the same way as the training and validation samples and it was used to provide an

unbiased evaluation of the model after it has been trained.

The average track and shower scores obtained for the inference dataset:

Track score: 0.852± 0.008

Shower score: 0.829± 0.008

Note that the uncertainty on the scores is given by the variance of the mean: σµ = σ√
N

where

N is the total number of tracks (or showers) and σ is the standard deviation of the efficiencies

computed for each track (or shower). Specifically, the standard deviation of the efficiencies for

the track hits is approximately 0.245 and for shower hits is approximately 0.157. Figure 4.9

shows the distribution of the efficiencies calculated for the track score. As it can be noted,

most of the tracks have a track efficiency closer to 1, showcasing the good performance of the

SparseNet in correctly identifying most of the hits that belong to a single track.

The newly introduced average scores provide a useful indicator of how the network is perform-

ing in the classification of the entire track and shower objects: if the score is closer to 1 then

the network has correctly identified most of the hits belonging to a track or a shower particle.

It is also interesting to investigate how the track and shower score change as a function of the

minimum number of hits that constitute a track or a shower particle. This is due to the fact

that a particle that has deposited, for example, only three hits in the detector does not represent
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Figure 4.9: Distribution of the track score efficiency.

an interesting track or shower but may lead to a lower score if the network did not correctly

identify all the hits. Figure 4.10 shows how the track score is affected by the minimum number

of hits per track. As it can be observed, the track score increases from approximately 85% to

more than 92% by requiring at least ten hits for each track. In addition, this also means that

there are many short tracks (i.e. tracks with a small number of hits) where not all of the hits

have been correctly identified by the network. Finally, for completeness, figure 4.11 shows the

distribution of the shower score efficiency for all the shower events in the dataset. Contrary to

the behavior for the track score efficiency (figure 4.10), in this case, the shower score tends to

decrease when requiring a minimum number of hits per shower. This is because the network is

more likely to correctly predict all the hits belonging to a shower with a small number of hits

compared to a shower with, for example, ten hits.

The track and shower scores represent interesting particle-based metrics that are very useful

when evaluating the track/shower hit classification algorithm. In fact, they give an insight into

the network’s overall performance when applied to all the hits of a particle producing a track or

shower event. By considering the track and shower scores, the evaluation of the network training

as a function of different input features was also conducted. Table 4.2 shows the summary

of the track and shower scores for different training scenarios for the SparseNet model. Not

surprisingly, including all the features in the training process yields the best scores when using

the testing dataset. Excluding just the charge over distance features or both the charge over

distance and the number of neighboring hits over distance leads to a reduction of the track score

up to 7% and the shower score up to 8%.
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Figure 4.10: Track score as a function of the minimum number of hits that make a track.

Figure 4.11: Distribution of the shower score efficiency for all the shower events in the dataset.
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Table 4.2: Summary of the track and shower scores for different training scenarios for the
SparseNet model. Using all the nine features for the training yields the best results in terms of
both track and shower scores.

Model type Track score Shower score
9 features (all included) 0.875± 0.003 0.813± 0.008

6 features (exclude charge over distance) 0.866± 0.003 0.804± 0.007

3 features (exclude both charge over distance
and number of neighboring hits over distance)

0.807± 0.002 0.732± 0.009

4.5 Evaluation of the SparseNet in ProtoDUNE-SP MC events

Beyond testing performance metrics, it is also equally important to evaluate the response (or

the score) of the network in a machine learning model. This is done by applying the network

on a dataset where the truth of both classes (track and shower hits) is known. In this way, it

is possible to evaluate if some hits have been incorrectly identified as belonging to one or the

other classes. As outlined in section 4.4.1 the SparseNet gives in output a value between 0 and

1 which represent respectively the track and shower classes. In reality, since the network was

designed for a binary classification problem, the output for each hit are two scores, both between

0 and 1, that represent whether the hit belongs to a track or shower class. Figure 4.12 shows

the distribution of the SparseNet score for the shower class when the network is applied to the

inference dataset. Two distributions are shown: track (red) and shower (blue) hits. Two peaks

are observed, one at around 0 for the track hits and one at around 1 for the shower hits. This

reflects the fact that the network has correctly classified the majority of the track and shower

hits and it has associated them with the correct class labels. Interestingly, for the distribution

of the track hits there is a smaller peak at around 1, more than two orders of magnitude lower

than the one at zero, which reflects that some of the track hits have been incorrectly labeled as

shower hits.

An analysis of the network’s output was also performed on track and shower hits originating

from different particles. Figure 4.13 shows the distribution of the SparseNet score for the shower

class for both track and shower hits originating from pions, muons, positrons and electrons.

As an example, the distribution of the SparseNet score for the shower class for positron (violet

curve) and electron (light blue) hits is peaked at a score of 1, which is the network representation

of a shower. On the other hand, the distribution of the SparseNet score for hits originating from

pions and muons have the opposite behavior. In fact, pions and muons produce a track-like

energy deposit inside the detector and, therefore, they are observed with a SparseNet score
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Figure 4.12: Distribution of the SparseNet score for the shower class for both track and shower
hits.

Figure 4.13: Distribution of the SparseNet score for the shower class for both track and shower
hits from different particles. Pion, muon, positron and electron hits are shown.
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Table 4.3: Table summarizing both the pseudo-purity and the pseudo-efficiency of the
SparseNet on the ProtoDUNE-SP dataset.

Class Pseudo-purity [%] Pseudo-efficiency [%]
Track 97.7 97.8

Shower 95.6 95.3

distribution (figure 4.13) peaked at zero.

4.6 Evaluation of the SparseNet in ProtoDUNE-SP data events

Preliminary results show excellent performance of the SparseNet model when it is applied to

data runs from the ProtoDUNE-SP detector (runs 5387 and 5809). In this case, the prediction

of the network is compared with the results from the event reconstruction software (Pandora)

since the truth information is not available for the ProtoDUNE-SP dataset as compared to the

MC samples. Therefore, the presented performance metrics are not true purities and true effi-

ciencies because they assume that Pandora is 100% efficient. To distinguish between the metrics

used for the MC evaluation and the ones used for the ProtoDUNE-SP data evaluation, in this

section the metrics will be referred as pseudo-purities and pseudo-efficiencies. This is a reason-

able approach considering that Pandora’s efficiency is greater than 95% for track and shower

particles made of more than 100 hits [17]. The efficiency of Pandora reaches 99% for tracks

made with more than 400 hits.

The psuedo-purities and pseudo-efficiencies obtained with the ProtoDUNE-SP data are illus-

trated in table 4.3. The results show that both the track and shower classes have values for the

purity and efficiency greater than 95%.

Figure 4.14 shows the distribution of the SparseNet score for the shower class when the network

is applied to the ProtoDUNE-SP dataset. Two distributions are shown: track (red) and shower

(blue) hits. As it can be observed track hits have been correctly classified by the network and

with very few misidentified hits that have been classified as showers. On the other hand, there

is a peak at zero in some shower hits, which suggests that these hits have been incorrectly

classified as track-like hits.

Overall the SparseNet algorithm provides a satisfactory separation between track and shower

hits. A visual illustration of the use of the SparseNet on ProtoDUNE data is shown in figures

4.15 and 4.16 which represent a ProtoDUNE-SP dataset from Run 5809 before and after ap-
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Figure 4.14: Distribution of the SparseNet score for the shower class for both track (red curve)
and shower hits (blue curve) using the ProtoDUNE-SP dataset. Most of the track and shower
hits have been correctly identified (peaks at 0 and 1). A small peak at zero on the blue curve
suggests that a fraction of the shower hits have been incorrectly classified as track hits.

plying the SparseNet. The natural next step of the SparseNet is to integrate the classification

algorithm into the ProtoDUNE-SP analyzer framework and test its performance on an end-

to-end analysis. At the time of writing the SparseNet model has been integrated within the

ProtoDUNE analysis framework.

4.7 Conclusion

This chapter has shown the development and testing of a classification algorithm between track

and shower hits. This is a crucial step in the neutrino event reconstruction and for the oscillation

analysis. Initially, a set of input parameters was carefully selected for the classification task by

studying their distributions and comparing their behaviour on track and shower hits. The se-

lected parameters were the hits charge; angle and dot product between two closest hits; number

of hits and charge deposition across a range of three distances.

In particular, this work has shown the advantages of using a novel Deep Learning model that

leverages convolutions on sparse data (SparseNet). The SparseNet has been designed for the
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Figure 4.15: Dataset from ProtoDUNE-SP Run 5809.

Figure 4.16: SparseNet when applied on a ProtoDUNE-SP dataset from Run 5809.
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classification task and it has been evaluated in detail on both MC and ProtoDUNE-SP data. An

analysis was also performed to understand the response of the SparseNet on different particle

types.

Results for both the track and shower class show purities and efficiencies greater than 90% when

using the SparseNet on data collected by ProtoDUNE-SP during Run 1. The accuracy metric for

track and shower hits also shows promising results, outperforming the currently adopted algo-

rithm in ProtoDUNE-SP. Therefore, such novel classification algorithm represents a promising

solution for the larger DUNE-FD detector modules. Finally, the SparseNet has been integrated

into the ProtoDUNE-SP analyzer framework and further tests are needed to completely evaluate

the performance of the model.

Summary of contributions:

• Feature extraction: selection of the most relevant quantities for discriminating between

track and shower hits

• Model testing and validation

• Tuning of the classification threshold

• Development of particle-based performance metrics for the network evaluation

• Evaluation of the SparseNet model on MC and ProtoDUNE-SP data

• Integration of the SparseNet model into the ProtoDUNE Analyzer software package
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Data acquisition system of the DUNE

experiment

The scope of this chapter is to introduce the design and the architecture of the data acquisition

system of the DUNE experiment. This chapter aims at introducing the relevant elements of the

data acquisition system, covering in particular the readout, storage and dataflow aspects which

represent the main topic of this research work. In terms of data acquisition components, more

details are given to the readout system of both the ProtoDUNE DAQ and the DUNE DAQ which

are further discussed in chapter 7. Note that most of the material in this chapter has been taken

from the DUNE technical design report for the single phase detector [9] and the Trigger and

Data Acquisition System Specifications [18] report for the DUNE experiment.

5.1 The DUNE trigger and DAQ system

The role of the DUNE-FD trigger and data acquisition (DAQ) system is to receive, process,

filter and store the data produced from the different detectors. The data acquisition system is

designed so that all Far Detector modules will use the same design. The individual modules are

serviced independently and loosely coupled together through a cross-module triggering system.

The DUNE DAQ system will be hosted into two sites: the underground central utility cavern

51
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(CUC) and the control room at the Sanford Underground Research Facility (SURF). The former

is responsible for the interface with the detector and some pre-processing, while the latter is

responsible for the buffering, monitoring and the run control.

Overall, the DAQ is composed of the Readout responsible for receiving data from detectors,

buffering them and extracting features, so called trigger primitives. A Data Selection (DS)

system is then responsible for selecting the most interesting information by using the trigger

primitives. This leads to a trigger decision command which is forwarded to the Dataflow (DF)

system whose task is to orchestrate the flow of data from the memory buffers of the Readout to a

persistent storage system (Output Storage). A further selection is also performed by the Trigger

to keep only the most relevant physics data. The final step is transferring to the offline storage,

located inside the Fermilab computing center. Figure 5.1 shows the conceptual design of the

DUNE-FD data acquisition architecture for a single 10 kton module. The figure also highlights

which components of the system are hosted in the underground facility and which ones inside

the on-surface control room. In terms of distances, the Central Utility Cavern is located right

across the detector, wehereas the On-surface Control Room is 1.5 km from the detector cavern.

Figure 5.1: High-level conceptual design of the DUNE-FD data acquisition system for a single
10 kton module.
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5.1.1 Physics constraints on the DAQ

The physics goals of the DUNE experiment heavily drive the DAQ design. The experiment’s

DAQ system must support the data-taking of events relevant to the wide physics program: mea-

suring neutrino oscillations from the beam from Fermilab; measuring the properties of atmo-

spheric neutrinos; searching for baryon-number violating processes; studying neutrino burst

events from core-collapse supernovae.

From the detector perspective, the DAQ system processes the data originating from mainly two

different sources: the time projection chamber (TPC) and the photon-detectors (PD). In the

case of the TPC, the signals are produced by ionization charge measurements and require a data

recording over a time window between 1 ms and 10 ms. This is due to the electron drift speed

in liquid argon and the size of the detectors. Typically, the drift time value is set to 4.25 ms

by taking into account a drift electric field of minimum 450 V/cm as well as a factor for the

production of the ionization electrons. For the DUNE detector, the maximum time window is

set to be at least twice the drift speed, hence the 10 ms of readout window. Further details can

be found in the technical design report of the experiment [9]. For the case of the PD system

the detection principle is based on the scintillation light emitted in liquid argon which usually

happens over a timescale between 1 ns and 1 µs. Thus PD signals need high sampling rates

(62.6 MHz) compared to the TPC data that are sampled and digitized at a slower rate (2 MHz).

However, by applying zero-suppression and by taking into account the expected production

rates the contribution from the PD has a significantly lower impact compared to the TPC data.

The large physics program of the DUNE experiment results in the study of many different types

of events. The expected activity rates as a function of the signal energy for a single 10 kton

detector is shown in figure 5.2. As it can be noted, the most significant activity originates

from low energy (less than 10 MeV) events, typically due to the radiological background of the

detector. There is also a minor contribution to the rate at low energy due to the solar neutrino

interactions. Supernovae burst (SNB) events typically span an energy range between 10 MeV

and 30 MeV with an expected rate in the galaxy of one per century [2]. At energies higher

than 100 MeV the activity is dominated by beam, atmospheric and cosmic ray interactions. The

consequence on the DAQ system is that the signals associated to the several physics activities are

localized in both space and time across the detectors. This is valid for most of the interactions

at the exception of SNB events which, typically, have a signature characterized by many low-

energy neutrino interactions over an extended period of time.
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Having signature rates spanning different orders of magnitude means that the DAQ data selec-

tion system has to handle mainly two different scenarios: short localized high-energy interac-

tions and many low-energy extended activities. The first case is typically associated with events

whose energy is higher than 100 MeV while the second case corresponds to energy deposits

of approximately 10 MeV. The DUNE data selection system has been designed to be deployed

in a hierarchical way to provide, at each triggering level, enough processing power and time to

form the data selection decision.

The DAQ triggering system will need to be able to cope with multiple constraints driven by

the DUNE physics mission. A self-triggering mechanism is needed to identify the many low

energy deposits for supernovae burst events. In addition, the data taking must be carried out

with a very high detector uptime since the some of the target events (e.g. SNB events) are rare

and require the collection of sufficient data to provide a statistically relevant sample.

Figure 5.2: Expected event rates as a function of the energy for a single FD module. Figure
taken from [9].

5.1.2 DAQ System Design

The DUNE DAQ is composed by many different subsystems: Readout, Data Selection (DS),

Dataflow system (DF), DAQ Timing and synchronization, Output Storage (OS) and Control,
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Configuration and Monitoring (CCM). Figure 5.3 shows an overview of the DAQ architecture

for a FD module. It is also worth noting that there are also many other external components

(depicted in grey) that the DAQ needs to interface with: these include the TPC Cold Electronics,

the Photon Detector readout system, the offline computing infrastructure, the cryogenic instru-

mentation, the slow control and the calibration system. The different subsystems must interact

in a coordinated manner for successful data taking and to reduce possible failures. In general,

the role of the DAQ system begins with the raw digital information from the detector electronics

and it concludes with the network transfer of the collected data to the offline computing centers.

Figure 5.3: General overview of the DAQ architecture of a FD module. External systems are
depicted in gray, whereas the remaining elements are either software and hardware components.
Figure taken from [9].

5.1.3 Readout

The Readout (also known as Upstream DAQ) is the closest system to the detector electronics. Its

task is to interface the detector front-end with the DAQ processing units. This is accomplished in

both hardware and software. Figure 5.4 shows a conceptual overview of the Readout subsystem.

This is composed of many readout units (RUs) that act as a data receiver, a buffer, and a low-

level data selection system. Each readout unit consists of two high-performance input/output (or

I/O) devices and storage hardware equipped in a commercial off-the-shelf (COTS) server. The

readout unit is physically connected to the detector electronics with optical fibers and serves the
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data to the other DAQ subsystems via a switched network.

Figure 5.4: Conceptual overview of the Readout system. Figure taken from [9].

The modular nature of the DUNE apparatus enables splitting the Readout system into 150 iden-

tical I/O devices (per detector module) operating in parallel. A single I/O device is used to

readout a single APA. In the current baseline design the plan is to have 75 readout units to

extract all the data from TPC detector and 8 for the PD system.

The high-performance I/O device planned for the DUNE readout is a general-purpose device,

initially developed by the ATLAS collaboration and known as FrontEnd Link eXchange (FE-

LIX) system [19]. The FELIX system was developed as a generic solution for routing custom

serial detector links from front-end ASICs and FPGAs to data collection and processing com-

ponents via a commodity switched network. Figure 5.5 shows an image of a FELIX-712 PCIe

card used at present, highlighting the main components of the system. In practice, a FELIX

device is a shared software/firmware solution hosted on a COTS server. An FPGA-based PCIe

I/O card is used to stream the input data from the detector front-ends into a circular memory

buffer in the host server using continuous DMA transfer. Finally, the host server runs software

to route the data to multiple output destinations (several network clients).

There are several tasks that the Readout needs to perform. These are summarized below:

• Detector interface: the FELIX readout cards are designed to handle an optical link band-

width of approximately 10 GB/s. The front-end electronics of each TPC anode-plane



5.1 The DUNE trigger and DAQ system 57

Figure 5.5: Image of FELIX-712 PCIe card used at present.

assembly are, in fact, connected to the card through ten links of 1 GB/s using the 8b/10b

encoding scheme. Note that the FELIX board, firmware and software were initially de-

signed for the Phase-I upgrade of the ATLAS experiment. However, the functionality of

the FELIX technology has been adapted in the context of the DUNE experiment and has

been extensively tested in ProtoDUNE [19].

• Primitive generation: the firmware of the readout system is also designed to perform

primitive generation for both the TPC and PD subsystems. This is accomplished by a real-

time reorganization of the incoming data and by applying noise filtering algorithms. The

result of this initial processing is a trigger primitive (TP) which describes time periods

in which the waveforms are noise-free. The Data Selection system then uses trigger

primitives to form a trigger decision to keep the data from a specific regions of interest.

• Local storage buffer: the Readout acts also as a buffering stage for the detector data.

This ensures that the information is safely stored while waiting for a trigger decision

from the DS system or while waiting for the transfer to the DF system. It is crucial to

make sure that size of the buffer is sufficiently large to allow both localized and extended

triggers. Extended triggers are primarily used to record Supernova Burst Events.

Incoming data must be real-time processed and temporarily buffered for several seconds in

the readout system in order to extract the interesting data regions for trigger decisions. One

particular decision (Supernova Burst event or SNB) includes the permanent storage of the full

complement of the raw data stream for over 100 seconds. This is because the SNB events require

data access to the information stored on a longer time scale as compared to more localized
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events. More details on the implementation and characteristics of readout system for SNB

events will be described in detail in chapter 7.

5.1.4 Data selection

The Data Selection (DS) or Trigger System is mainly a software system designed to filter the

data collected by the DUNE detectors (TPC and PD). The DS provides a trigger decision sent to

the other DAQ subsystems in the form of a trigger command. For example, when the Readout

receives the trigger signal, it will then send the collected data to the Dataflow System.

The tight physics requirements of the DAQ have significant consequences on the Data Selection

system. In fact, a very high selection efficiency (>95%) needs to be sustained for all types of

neutrino interactions (beam, atmospheric, radiological processes, etc.). In addition, the DS also

needs to reduce the data rates to a maximum output of 30 PB/year to the offline computing

center. Therefore, trigger algorithms have to be tuned accordingly.

The trigger decision is formed in a hierarchical scheme as illustrated in figure 5.6. First, low-

level decisions are computed based on hits on the single channels. These are known as Trigger

Primitives and are computed within the Readout in an FPGA. In a second step, a high level

decision is formed (Trigger Candidates) by analyzing clusters of hits. The final step is the

trigger command which can be a localized activity in the detector or, in the case of an SNB

interaction, it can be an extended low-energy event across the whole detector volume. The

recorded events from a trigger command are subject to a final data filtering selection before

being sent out to the offline storage system.

Figure 5.6: Conceptual overview of the DUNE data selection strategy. Figure taken from [9].



5.1 The DUNE trigger and DAQ system 59

5.1.5 Dataflow system

The responsibility of the Dataflow System (DF) is to move the data selected by the DS from

the Readout to the Output Storage system. In general, the DF accepts trigger commands and it

forwards the query to the relevant buffers in the readout system in order to receive the selected

data entries.

The DF system has two main components: the Data Flow Orchestrator (DFO) and the Event

Builder (EB). The role of the DFO is to accept the trigger commands and forward their execution

to many EB processes. This is done to make sure that the target rate is achieved and provide

redundancy to the system. In addition, the DFO is also responsible for collecting operational

metrics (status, the health of the system, capacity of the buffers, etc.) of all the DF processes

to be able to promptly act on them in case of failures. The EB processes are responsible for

querying the appropriate Readout nodes, requesting the data as indicated from the DS system.

The last step is to process and aggregate the chunks before sending them to the Output storage

system.

5.1.6 Output storage system

The Output storage system is a large storage buffer whose task is to receive the filtered data

from the DF system before transferring them to the Fermilab offline computing center. The

system is designed to provide a storage buffer of one week of data taking, approximately 1 PB.

This is the result of a trade-off between the required I/O rate and the storage needed in case

of problems in both the DAQ system as well as in the optical link connection with Fermilab.

Finally, the Output storage will also send the data flow status and other relevant statistics to the

operational monitoring system.

5.1.7 Control, configuration and monitoring

The control, configuration and monitoring (CCM) software of the DUNE DAQ manages both

the DAQ system and the components of the detector that participate to the data-taking. The

CCM is responsible for many tasks:

• Provide a central access point for controlling the DAQ components in a hierarchical man-

ner. Steer the data acquisition in a coherent way (Run Control)

• Configure the DAQ components and the detector front-end electronics by providing a
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description of system components, ability to modify configurations and graphical user

interfaces for configuration accesses

• Provide error handling and recovery mechanisms to provide a smooth, robust and fault-

tolerant data-taking

• Provide operational monitoring and message logging during data-taking periods. This is

achieved by aggregating in a scalable manner the messages originating from the detector

sub-components and the DAQ processes

All of the tasks performed by the CCM have the main goal of maximizing the overall system

up-time, keep a high data-taking efficiency and ensure good data quality standards.

5.1.8 Experimental challenges for the DAQ system

By design the DAQ architecture is a scalable system. It is designed for a single DUNE-FD

module but it can serve all the other detectors that will be installed over time. In addition,

the DAQ’s goal is also to record and store all the data produced with a very high data-taking

efficiency and with zero dead time. This creates constraints on the filtering, data selection and

compression. Finally, it is also worth noting that the DAQ system will also change with time.

For example, the design is very conservative on the amount of data transferred and recorded

but these will be relaxed with more experience from both the detector operation and the physics

analysis. This approach is very similar to the one adopted for the LHC experiments during their

first years of operation.

There are many challenges that the DUNE DAQ needs to deal with. Having a very uptime

(larger than 95%) requires the system to be redundant and reliable. As a consequence, the DAQ

system needs to be fully controllable and configurable without the need to be based in a control

room. This ensures that the overall downtime is kept as low as possible. As a comparison,

the typical uptime of collider experiments is in the orders of 30% because of the continuous

interventions, upgrades or accelerator cycles. Finally, remote monitoring of the operational

data taking parameters (e.g. data rates, buffer sizes, storage capacity, network throughput, etc.)

and automated recovery mechanisms will also be put in place to make the system fault tolerant.

This is motivated by the need to minimize errors during data taking and, therefore, ensure high

data-taking efficiency. Considering the wealth of physics sources the DAQ system must be very

robust and flexible. This is because the wide range of readout windows and trigger rates require
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the system to cope with large events (SNB) and localized (space and time) events.

It is important to mention that operating a large and complex detector underground also creates

many challenges for the DAQ system. The infrastructure’s installation, operation, and mainte-

nance will be heavily affected by the limited accessibility to the site and the lack of available

power and cooling. This means that, whenever it is possible, it is best to move the hardware

components at the surface site. For this reason, the Dataflow machines, the large storage buffer

and the event filtering systems will be placed inside the control room on the surface of the

DUNE site.

5.2 ProtoDUNE DAQ: readout system

The ProtoDUNE-SP DAQ relies heavily on the design of the DUNE-FD DAQ. The software

and hardware used in ProtoDUNE-SP has been in constant evolution to prepare the system for

the DUNE experiment. The idea behind the DUNE-DAQ software is to be able to develop

and deploy the software for the DUNE data acquisition system and test it (with some minor

modifications) on the ProtoDUNE-SP setup.

Front-end Electronics

As outlined in chapter 3, the ProtoDUNE-SP TPC consisted of six Anode Plane Assemblies

each with 2560 wires and readout with 20 Front End Mother Boards (FEMBs). The two main

data producers of ProtoDUNE-SP are the TPC and the PD subsystems. The TPC wire planes

and the photon detectors are read out via digitization electronics that are placed on top of the

cryostat. Specifically, the TPC is read out via Warm Interface Boards (WIBs) that assemble the

charge data from the TPC wires originating from four FEMBs into a fixed-sized packet to the

DAQ. Therefore, a single APA is readout via five WIBs and a total of 30 WIBs are used for the

ProtoDUNE-SP detector.

The photon detector is read out via Silicon Photo-multiplier Signal Processor modules (SSPs).

SSPs contain a waveform digitizer and a discriminator that is used to trigger on light signals. In

addition, four SSPs are used to read out the data originating from a single APA, totaling in 24

SSPs for the whole detector. Both the WIBs and the SSPs are coupled with optical connections

to and from the DAQ system to minimize the electrical noise on the front-end electronics.
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5.2.1 TPC readout and data volume

In the ProtoDUNE-SP detector, the APAs of the TPC are readout with the FELIX I/O card.

The 5 WIBs of a single APA send data at 2 MHz frame rate per optical link to the FELIX

readout. Each WIB multiplexes the data to two lines of 9.6 Gb/s. Therefore, 10 optical links are

needed to fully read out a single APA with the FELIX system. Additionally, each WIB frame is

accompanied by a CRC20 checksum (generated by the WIB firmware) that is evaluated by the

FELIX firmware to verify the integrity of the data. In case of CRC errors, the recorded data are

marked with an error flag. Note that each WIB frame contains 120 32-bit words (size of WIB

frame without encoding is 464 bytes), leading to a total payload data rate of approximately

7.68 Gb/s. Combining the payload data rate with the 8b/10b encoding and the transmission

protocol headers, the total line rate for a single WIB link reaches the nominal bandwidth of

9.6 Gb/s.

5.2.2 FELIX hardware and firmware

The FELIX I/O interface card used in the ProtoDUNE setup is the FELIX hardware platform

(FLX-712) developed by the ATLAS collaboration. This consists of a PCIe Gen3 card based

on a Xilinx UltraScale FPGA (XVKU115) capable of sustaining 48 bidirectional high-speed

optical links via MiniPOD transceivers installed on the device (see figure 5.5).

The readout node hosting the FELIX I/O card is subjected to a challenging load that requires

a lot of processing power (load on the host CPU) to sustain the high rate of incoming frames

(2 MHz) and the high payload data rate (74 Gb/s). Therefore, modifications to the original

FELIX firmware were introduced to reduce the overall flow of data. This is done by grouping

the incoming frames to minimize the processing operations (e.g. memory copies) and the total

number of network calls (e.g network I/O operations). The resulting aggregated frames are sent

as a single network message. In addition, the size of the DMA transfer between the FPGA

and the host memory has been tuned to allow the optimization of frame parsing (reduce as

much as possible potential split data blocks) and to ease the serialization of data for network

transmission. Note that by increasing the grouping factor of the WIB frames and the DMA

payload size, the total rate of operations decreases at the cost of an increased time needed from

the host node for memory access. The system has been tuned with a grouping factor of 12 WIB

frames and a DMA payload size of 4 KB. Therefore, the rate of each link transferring data from

the WIBs to the FELIX system is: WIB size of 5568 bytes (superchunk block size) at a rate of
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166 kHz (exact throughput of 881 MiB/s1).

5.3 DUNE-DAQ software and readout system

The DUNE-DAQ software is the collection of applications, plugins and packages that, at the

time of writing, is being developed to support the DUNE data acquisition system. Multiple

challenges had to be solved when designing the DUNE-DAQ software. For what concerns the

Readout system, the main challenges are:

• Wide number of front-end electronics components (e.g. TPC electronics, silicon photo-

multipliers, etc.)

• Support many I/O devices: the Readout system is made of COTS servers that are equipped

with PCIe FPGA boards (FELIX system), network interface cards (NICs), storage devices

(e.g. SSDs)

• Support different combinations of arrival rate and payload sizes

• Quasi real-time performance: high-throughput (approximately 10 GB/s) I/O cards, pro-

vide a low latency response and scalability to hundreds of servers

The design of the DUNE-DAQ Readout system has followed a number of key requirements.

First of all, the Readout system needs to support all possible front-end types which also may

have different data rates and payload sizes. In addition, data must be buffered for a certain

amount of time that can last from a few seconds to a few minutes for debugging purposes

or because of special data selection requests (e.g. supernova neutrino burst trigger). Another

requirement is to be able to respond to data requests with time-windows that may very from

microseconds to seconds. Therefore, the system must be able to provide data indexing to ease

the search for the requests. Finally, the Readout system also needs to be perform data processing

on the incoming data for error and consistency checks or for performing custom algorithms for

data selection (e.g. hit-finding).

Based on these requirements, the Readout system has been designed by keeping the core func-

tionalities fully generic to support all the data taking needs of the experiment and to avoid code

duplication. Figure 5.7 illustrates the data-flow diagram of the design of the Readout system.

As it can be noted, the Readout system is divided into four main domains: front-end, data pro-

1The mebibyte (MiB) is a unit of computer data storage. It is equal to 1024 KiB or 2 to the power of 20 bytes.
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cessing, buffering and storage, data request/response. The front-end domain is responsible for

coupling the DAQ system with the detector electronics whereas the data processing domain per-

forms a combination of pipelines, both pre-processing and post-processing, on every raw data

frame (e.g. check for error, check for debug/calibration flags or hit-finding feature extraction).

The buffering and storage domain (also known as latency buffer) is responsible for storing the

data and for providing a lookup routine based on a unique identifier (e.g. timestamp). The la-

tency buffer also provides custom memory allocation policies such as NUMA-aware allocation2

or data aligned allocation. Finally, the Readout system needs to respond to data request (data

request domain) from other DAQ subsystems (e.g. event builder, data quality monitoring). The

default approach in this case is to copy the data from the latency buffer and send it to the target

application. A periodic cleanup routine is also activated to remove the non-requested data.

Figure 5.7: Data-flow diagram of the design of the Readout system within the DUNE data
acquisition system. Figure taken from [18].

2NUMA (Non-Uniform-Memory-Access) is the method of configuring a multi-socket architecture (e.g. dual
socket server) such that multiple processes can share memory locally.
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ATLAS TDAQ system for the Phase-II

upgrade

The objective of this chapter is to introduce the relevant elements of the data acquisition system

for the Phase-II upgrade of the ATLAS experiment [1] which is expected to start taking data

from the late 2020s. Compared to chapter 5 where a greater level of detail is given to the DUNE

detector, the ATLAS data acquisition system is described only in view of the Phase-II upgrade

focusing in particular on the storage and the dataflow components which will be relevant for

chapter 8. The evolution of the TDAQ architecture is also discussed in chapter 8. Similarities

and differences between the data acquisition systems of both the DUNE and ATLAS detectors

are also illustrated. Most of the material for this chapter is taken from the ATLAS technical

design report for the Phase-II upgrade of the TDAQ system [20].

6.1 Introduction

The ATLAS experiment is going to upgrade the detectors and the trigger and data-acquisition

(TDAQ) system in order to take advantage of the full potential provided by the HL-LHC up-

grade expected to start producing collisions in 2028. In particular, for the Phase-II upgrade the

TDAQ system will be completely redesigned as a consequence of the harsher environment and

upgraded detectors. The initial baseline architecture foreseen for the Phase-II upgrade consists

65



66 6. ATLAS TDAQ system for the Phase-II upgrade

of a single-level hardware trigger operating at 1 MHz within a fixed latency of 10 µs. This is fol-

lowed by the Readout system which will receive front-end electronics data at the L0-trigger rate

(1 MHz) before sending them to the Dataflow system for an estimated data traffic of 5.2 TB/s.

The task of the Dataflow system is to buffer, transport and format the event data. It acts as

an interface between the Readout and the Event Filter systems. Once the data are buffered in

the Dataflow (DF) system a more refined selection is executed by the Event Filter (EF) system.

The EF is processing farm of commodity servers whose task is to select the most interesting

events to send to the Dataflow system. It is expected that the total request bandwidth (i.e. read

throughput) from the Dataflow to the EF is 2.6 TB/s. Once events are accepted and formatted,

they are then sent to permanent storage at a throughput of approximately 50 GB/s (average rate

of 10 kHz). Figure 6.1 shows a schematic representation of the main functional blocks of the

DAQ architecture for Phase-II [20].

Figure 6.1: Schematic representation of the DAQ architecture for Phase-II. Figure taken from
[20].

6.2 Readout system

The Readout system receives data from the ATLAS detector front-end electronics (FE) at a rate

of 1 MHz. This corresponds to the output rate from the first level of triggering (L0 trigger)

which filters incoming data from the initial 40 MHz collision rate. The Readout system also

performs basic processing before transmitting data to the Dataflow system. The detector data

are sent via a custom serial link to the Front-End Link eXchange (FELIX) subsystem which



6.3 Dataflow system 67

provides a common interface to the custom detector front-ends. This will need to sustain a total

bandwidth of 5.2 TB/s at 1 MHz. The data is then sent to the Data Handler (DH) nodes via a

dedicated network. The task of the DH is to perform detector specific formatting, providing a

monitoring interface to the Readout system and routing the data to the Dataflow system.

From an implementation point of view the FELIX system will be built on top of approximately

300 commodity servers with custom FPGA boards and with more than 15000 links connected.

The Data Handler will be implemented on more than 500 servers each connected to both the

Readout network and the Dataflow network. On average the output fragment size from each

Data Handler is approximately 10 KiB.

6.3 Dataflow system

The Dataflow system is a key element of the ATLAS DAQ architecture. It is divided into three

components: Event Builder, Storage Handler and Event Aggregator.

6.3.1 Event Builder

The Event Builder (EB) is the logical interface between the Readout and the Dataflow system.

It is responsible for mapping the event data with the corresponding accept message originating

from the L0 trigger. This information will later be used by the Event Filter farm to perform a

more refined selection. The Event Builder is also in charge of overlooking the data movement

across the whole system and for communicating the back-pressure from the Dataflow to the

Readout systems.

6.3.2 Storage Handler

The Storage Handler is a large buffering system which will need to sustain an aggregated I/O

throughput of 7.8 TB/s. This corresponds to 5.2 TB/s of data input from the Data Handlers and

2.6 TB/s of data output to the Event Filter farm. The Storage Handler will also hold the data

of the Event Aggregator at a rate of approximately 50 GB/s, negligible to the total I/O of the

system. The main advantage of having a large storage buffer is to decouple the Readout from

the Event Filter. This, in turn, will allow a trade-off between processing power and storage

resources. In fact, it will be possible to take advantage of the time used to refill with proton

bunches the LHC accelerator (inter-fill time between data taking sessions or runs) and process

some of the recorded events. In this way it is possible to make sure that the Event Filter farm is
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always being utilized. Moreover, the large buffering system can also provide robustness in the

Event Filter farm in case of varying operational parameters due, for example, to changes in the

trigger configuration.

6.3.3 Event Aggregator

Another component of the Dataflow system is the Event Aggregator. This is the system that

formats, groups and compresses the selected events from the EF before sending them to per-

manent storage at an output rate of approximately 50 GB/s. The Event Aggregator shares the

storage hardware with the Storage Handler system and, thus, it acts as a logical component of

the Dataflow system. As required by CERN-IT department, the Event Aggregator needs to pro-

vide buffering capabilities for up to 48 hours, leading to a buffering system of approximately

8 PB. As for the current architecture, this buffering system will decouple the online data taking

from the offline systems which in turn will make the design more robust in case of disruptions

on the data transfer to the IT permanent storage. Other tasks of the Event Aggregator consist in

ensuring that event data is sent to Tier-0 with the proper output stream.

6.4 Event Filter

The last component of the data acquisition chain before storing the data in the Event Aggregator

is the Event Filter (EF) selection. The EF system takes as input the data from the Storage

Handler system and it selects the most interesting events according to a menu-driven event

selection. The EF is a multi-threaded processing farm of commodity servers (approximately

3000 nodes) that will produce, after selection, an average output throughput of 50 GB/s. This

corresponds to an average rate of approximately 10 kHz which is a reduction by a factor 100

with respect to the previously selected data events stored in the Storage Handler system.

6.5 Implementation of a sliced system

From an implementation perspective, the Dataflow system is designed in a sliced structure with

several independent networks. Considering the number of detector readout channels and the

available ports on the switches it is foreseen to have approximately 35 slices which will all be

interconnected by one core routing system. This will also provide the interconnection to the EF

farm. Therefore, multiple DH nodes are connected to the SH nodes which, in turn, are accessi-

ble by the Event Filter via central routers. Figure 6.2 shows a diagram of the ATLAS Phase-II
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Figure 6.2: Diagram illustrating the ATLAS Phase-II architecture. Figure taken from [20].

architecture highlighting in particular a single Dataflow slice. The figure also illustrates the net-

work interconnection speeds between the data acquisition components: Data Handler, Storage

Handler, Event Aggregator, Event Filter farm or CERN permanent storage. In addition, figure

6.2 shows that only the Data Handler nodes will be located underground inside the ATLAS

cavern. This is because of the latency constraints due to the high input data rates. Therefore,

the Data Handler servers need to be close to the detector front-end electronics. The remaining

computing farm (transient storage, Event Filter farm, etc.) will be located on the surface of the

ATLAS site.

The Dataflow design originates from the network topology. In fact, the system is divided into

two networks: one for the sliced networks and one for the global aggregation of the events

from the Storage Handlers to the EF farm. The whole Dataflow system has been designed to

accommodate only once data transfer through the router: data will be sent from the Dataflow

system to the EF once and upon the decision of the trigger only metadata information is sent

to the router for the event building or for rejecting events. In this way, it is possible to reduce

the total throughput that the Core Router cluster will need to sustain. Finally, the advantage

of having a sliced architecture is the modularity that comes with its design. In fact, it will be

possible to include more slices in case additional bandwidth will be needed.
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6.6 System sizing

To summarize the constraints, the Dataflow system and, in particular, the Storage Handler will

need to be able to sustain at 1 MHz an input data rate of 5.2 TB/s and an output rate of ap-

proximately 2.6 TB/s, which corresponds to a total aggregated I/O throughput of 7.8 TB/s. In

order to implement such a system approximately 1800 NAND-based solid state drives (SSD)

will be needed. This is based on the assumption that the storage devices are based on the fourth

generation of the PCIe technology and, therefore, a total write bandwidth of 5 GB/s will be

available. Therefore:

Number of SSDs =
7.8 TB/s
5 GB/s

≈ 1800 (+15 % margin included)

In terms of sizing, the total input throughput is given (write clients) by approximately 500 read-

out nodes whereas the storage system is implemented on a pool of approximately 300 nodes.

The system must be able to serve 3000 nodes from the Event Filter farm (read clients). There-

fore, each Storage Handler node will host 6 SSD drives. In terms of throughput, this corresponds

to roughly 20 GB/s for writing and 1 GB/s for reading per Storage Handler node. In addition,

assuming a 10 TB SSD drive, the total transient storage system size is 18 PB. Such a storage

system can buffer, at the ATLAS Phase-II write throughput, more than one hour of data.

6.7 Comparison between the DUNE and ATLAS DAQ systems

Although the goals of the DUNE and ATLAS detectors are very different, the data acquisition

system of the two experiments has some similarities. First of all, the total data throughput that

both experiments will need to sustain is a few TB/s. Both experiments, in fact, make use of a

PCIe-based readout (FELIX system) to extract the data from the optical fiber links originating

from the front-end electronics. However, there are minor differences between the two FELIX

systems, even if the hardware for both experiments is the same. In the case of the DUNE

experiment, data are streamed into physical memory and kept there for processing, whereas in

the ATLAS experiment data are published by the FELIX system through a switched network for

access by the clients (Dataflow nodes). In practical terms, the readout in DUNE is performed

by a single physical unit containing the FELIX system, whereas in ATLAS the FELIX system

is separated from the readout nodes (Data Handlers).
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Moreover, from a readout perspective, it is also worth noting that the DUNE-FD module adopts

a continuous readout strategy in which the front-end electronics send data to the readout system

at a fixed rate for the TPC detector, regardless of the data content. On the other hand, the

ATLAS experiment takes only the data that has successfully passed the first level of filtering. In

addition, collider experiments always have front-end data organized into fragments belonging

to a certain event identifier, usually corresponding to the proton bunches crossing inside the

detector. This is quite different from the DUNE experiment where there is no indication for

the readout system on how to group front-end data into fragments corresponding to the same

physical event.

Finally, both the DUNE and ATLAS experiments use high-performance storage buffers in the

DAQ architecture. In the case of the DUNE detector, the objective is to provide a local storage

system within the readout nodes for a high-throughput application that needs to be active once

a rare trigger signal is received. In the case of the ATLAS detector, a large distributed storage

buffer is planned to decouple the live data-taking from the event filtering. Despite the fact

the technologies planned for both storage systems may be the same, their use-case in the data

acquisition system is different. Therefore, extensive research is needed to investigate storage

technologies and dataflow techniques for the development of the data acquisition system in the

context of both the ATLAS and DUNE experiments. These topics will be discussed in detail in

the following chapters.





7
High-performance storage buffer for

supernova events

7.1 Introduction

Emerging high-performance storage technologies are being used to fill the gap between mem-

ory and traditional storage. An example of these technologies is the 3D XPoint which provides

high-performance storage media in the form of of innovative persistent memory devices and

storage devices (e.g. Micron® X100 SSDs). The objective of this chapter is to showcase the

performance characterization of different high-performance storage technologies as a potential

application for the supernova storage buffer (local storage) of the DUNE data acquisition sys-

tem. Note that, unless otherwise stated, DUNE is referred within the context of the Far Detector

horizontal drift module. The material used for this chapter is mostly taken from [21] and [22].

7.2 Physics use-case: a storage buffer for supernova events

One of the physics objectives of the DUNE experiment is to study neutrinos originating from

galactic sources. It has been shown in [23] that liquid argon TPC detectors are capable of

detecting neutrino bursts from core-collapse supernovae, also known as supernova burst events

(SNB). The neutrinos from cosmic sources are expected to have an average energy less than

73



74 7. High-performance storage buffer for supernova events

30 MeV. From the experimental perspective, the detection principle is based on the elastic

scattering on electrons from the different flavours of neutrinos (νx + e− −→ νx + e− where

x = e, µ, τ ). It is also possible to detect events from de-excitation of γs in the absorption

process of νe on argon nuclei (νe + 40Ar −→ e− + 40K∗; ν̄e + 40Ar −→ e+ + 40Cl∗). Note that

this last process is sensitive to only the νe neutrino species.

Figure 7.1 shows the cross section of different interactions as a function of the neutrino energy

for several processes relevant to supernova events. Note that the ν-e cross section, main sig-

nature of neutrinos from supernovae, is several orders of magnitude lower than the ν-Ar cross

section. Therefore, detecting events from cosmic neutrino sources is quite challenging and large

detector volumes are needed in order to produce enough interactions to record a statistically sig-

nificant sample of events. This is because the expected experimental signature of a supernova

burst event is characterized by multiple low energy deposits distributed across the whole active

detector module. As an example, a 3 kt experiment such as ICARUS will be able to detect

approximately 250 events from a supernova burst event originating from a distance of 10 kpc

[23].

Figure 7.1: Relevant cross sections for supernova burst events for several interactions in argon.
ν-e cross sections represent elastic scattering interactions, whereas ν-Ar represent absorption
interactions. Figure taken from [3].

From the data acquisition perspective, a longer trigger latency is needed to identify an SNB
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event because neutrino interactions are accumulated over a certain amount of time across the

detector. It is expected that to fully reconstruct an SNB event, the entire detector must be read

out for up to 100 seconds [9].

The trigger selection in DUNE is typically based on clustering hits from the TPC collection

wires of the DUNE-FD Horizontal Drift module. To claim a neutrino interaction from a su-

pernova, a hit finder algorithm is applied to select only the hits that have deposited a charge

above a certain threshold. Such hits are then grouped in clusters. The supernova trigger selects

only clusters that satisfy the requirements of being on consecutive channels (wires) and close

in time [24]. The efficiency of this triggering technique was studied in different configurations

of signal-noise ratio to satisfy the DAQ requirements and have the least amount of fake SNB

events as possible. The current best estimate for a fake SNB event is one per month. Further

details on the triggering of SNB events can be found in [25].

7.3 Supernova storage buffer: objective and requirements

As discussed previously, the data acquisition of the DUNE-FD Horizontal Drift module will

consist of a large-scale distributed system designed to handle a total of 1.5 TB/s of incoming

data from the readout system. The DUNE baseline design for the readout system consists of

approximately 80 server nodes with installed 150 custom PCIe cards (FELIX I/O devices), each

receiving data over ten 10 Gb/s optical links and streaming data into the host memory at a rate

of 1 GB/s per link. Data are buffered in physical memory (DRAM) for about 10 s to allow a

sufficient readout window ranging in the past for SNB triggers. This is done in order to identify

also the start of the neutrino flux which may not have triggered. Data are kept in memory until

either a trigger signal is received and selected data are sent out to the event builders over the

network or data have aged beyond 10 seconds and, thus, they are discarded.

Upon the arrival of the supernova trigger, a high throughput data path to storage is activated in

the readout units (RUs). This allows to save in the order of 100 s of continuous data, which then

will be forwarded at a slower pace to the event builders. Persistent data buffering is required

because of the value of those data (rare physics signals) and because their transfer over the

network will take several hours. A subsequent power cut, a server reboot or an application

crash will not cause any data loss if the events are locally stored in the readout nodes.

Finally, the trigger is configured with thresholds such that statistical fluctuations will fire the
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Figure 7.2: Image of a DCPMM device.

supernova burst trigger in the order of once per month. A recording time of 100 s of data

correspond to 1 TB for each CPU socket of the RU. The baseline requirement is to be able to

store up to two such data complements. Therefore each CPU socket of the RU will need a total

of 2 TB of usable local storage space for the supernova buffer.

7.4 Persistent memory modules

Given the importance of the data being recorded, DRAM technology is not a viable solution for

the DUNE local storage buffer as it cannot provide storage persistence. In addition, the total

buffer size needed for each server would make the system too costly with only DRAM modules.

One possible way to achieve the target objective for the system is to use fast storage media: an

example of such devices are the Intel® Optane™ Data Center Persistent Memory Modules

(DCPMMs or PMEMs) which leverage the 3D XPoint technology. Figure 7.2 shows an image

of a DCPMM device.

7.4.1 3D XPoint memory technology

3D XPoint™ is a memory (NVM) technology that has been jointly developed by both In-

tel® and Micron® Technology Inc.®. This is a type of non-volatile technology that offers

approximately 10 times higher bandwidth compared to traditional NAND-based storage media

[26]. Intel® Optane™ devices are based on the 3D XPoint™ memory technology. They have

been built both as memory module devices and as solid-state drives (SSDs).

Non-volatile memory (NVM) is an emerging and innovative technology which uses the memory

bus, like commonly available DRAM modules. DCPMMs are non-volatile memory devices

that use the 3D XPoint™ technology. They offer memory-like performance at a lower cost
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per gigabyte compared to DRAM and provide higher disk writes per day DWPD compared

to other storage media (further details are provided in chapter 8). Therefore, DCPMMs are

good candidates to fill the performance gap between memory and storage devices. In addition,

contrary to storage media where data access is usually done with a 4 KiB block size, DCPMMs

fetch the data with 4 cache lines of 64 bytes. This results in a 256 bytes load/store instruction

that provides a lower latency, similar to memory devices.

7.4.2 Operation modes of DCPMMs

From an operational point of view DCPMMs can be configured into three modes:

• Memory mode: in this mode the DCPMMs act as a large memory pool alongside the

physical memory modules. DCPMMs are seen by the operating system as a large volatile

memory space

• App Direct mode: in this mode the DCPMMs provide in-memory persistence. Therefore,

they act as storage devices rather than memory devices. The memory controller maps

the DCPMMs to the physical memory address space of the machine so that the software

layer can directly access the devices

• Mixed mode: in this mode it is possible to use a percentage of the DCPMMs capacity as

both memory and storage devices (mixed Memory and App Direct modes)

In addition, in the App Direct mode the DCPMMs can be configured into two ways:

• Interleaved region: all the DCPMMs relative to a CPU socket are seen as a single block

device as if the modules are used in a RAID 0 configuration

• Non-interleaved region: each DCPMM is seen as a separate block device and, therefore,

each module can be accessed independently

Finally, depending on the configuration, it is possible to mount the DCPMMs with a direct

access file system (DAX). This provides byte-addressable access to the storage without the

need to perform an extra copy on the page cache and, thus, it yields higher read and write

bandwidths.
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Table 7.1: Overview of the test machine used for the DCPMM evaluation.

CPU

Intel® Xeon® Platinum 8280L
2.70 GHz (Cascade Lake), dual socket, 28 cores
L1 cache 32K
L2 cache 1024K
L3 cache 3942K

DRAM DDR4 DRAM 16 GB, 2666 MT/s, 12 slots
Product number: Kingston KSM26RS4

DCPMM DDR-T 512 GB, 2666 MT/s, 12 slots
Product number: Intel®NMA1XBD512GQS

OS CentOS 7, Linux Kernel 4.15.01

SW ipmctl v.01.00, PMDK v.1.9

7.4.3 System description

Testing environment

Table 7.1 summarizes the specification of the machine node used for the evaluation. The test

machine is a dual CPU socket system with 28 physical cores on each processor and one memory

controller per socket. Each memory controller has 6 memory channels composed by both a

DDR4 DRAM device (16 GB) and a DCPMM (512 GB). The total DRAM size of the machine

is 192 GB whereas the total DCPMM size is 6 TB. Finally, the node has a CentOS 7 operating

system with kernel version 4.15.

Testing strategy

The raw performance of the persistent memory devices was obtained by executing a synthetic

benchmark evaluation with the DCPMMs used as a storage device in App Direct mode and

mounted with a DAX-enabled ext4 file system. Instead of relying on low-level benchmarking

tools that are highly customized for storage devices, the DCPMMs were tested with a C++

application. This was developed in order to control the tuning parameters and to perform the

testing in a realistic environment which resembles as much as possible a production-ready ap-

plication. In the evaluation, the throughput was measured as a function of both the block size

and the number of threads. The resulting performance was obtained in terms of request rate and

in terms of total throughput. The objectives of such testing was to understand the limitations of

the underlying storage hardware and to identify the optimal tuning parameters that maximize

the sequential write throughput. Sequential write is, in fact, the ideal access pattern for the

implementation of the DUNE local storage buffer because a SNB event can be translated into a

large continuous file (at least 150 TB) that is extracted from the memory buffers of the readout
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node and written to adjacent locations on the storage media.

The results obtained were reproducible across several runs. However, a complete analysis of

the uncertainty on the individual measurements was not computed as it was not relevant for the

objectives of this research because the goal was to assess the suitability of the DCPMMs as a

possible technology candidate for the DUNE storage buffer. Therefore, the interest was focused

on the scaling of the system and the observed minimum/maximum values.

The benchmarks executed on the system refer to the 6 DCPMMs (App Direct mode with in-

terleaved configuration) connected to the same CPU socket unless otherwise stated. This is to

ensure that the results are compatible with the requirement of sustaining the data rate of a single

FELIX card per CPU socket.

7.4.4 Benchmarks of DCPMMs

Synthetic benchmarks of the DCPMMs are a good tool to test their feasibility as possible tech-

nology for the DUNE supernova buffer. In fact, they give a quick indication whether the devices

under investigation are capable of sustaining the required data rates.

Figure 7.3 represents the request rate as a function of the I/O block size for different writing

threads. This was obtained by measuring the number of I/O operations per second for a given

workload in terms of block size and number of threads. Increasing the block size results in

a smaller request rate due to the increased latency to fetch and store the requested block. The

maximum rate sustained by a single writing thread and I/O block size of 4 KiB is approximately

250k operations per second per thread. This showcases the small time needed to request data

with DCPMMs. Interestingly, the figure highlights that in order to achieve the highest rate from

the DCPMMs it is necesary to tune both the number of threads as well as the block size.

Figure 7.4 shows the throughput as a function of the number of threads in the case of both

the reading and writing access pattern. The block size used for the benchmark is 256 bytes

because it represents the lowest access granularity for DCPMM devices. These results were

obtained by executing a writing (or reading) thread on all the DCPMMs (12 modules in total)

using an interleaved region and measuring the time taken to write (or read) the selected data

block size (synthetic testing). Note that CPU affinity2 was set up on the host in order to re-

strict the executing threads to the physical cores of the same NUMA node of the DCPMMs.

2The CPU affinity is the binding of one or multiple processes to a specific CPU core.
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Figure 7.3: Request rate as a function of the I/O block size for different writing threads. In-
creasing the block size results in a smaller request rate due to the increased latency to fetch and
store the requested block.

This was done to avoid any cross-NUMA access that leads to an increased latency and, there-

fore, lower performance. The configuration adopted for this synthetic benchmark resembles

the workload expected for the DUNE local storage buffer. In fact, the ideal application for

the supernova storage would need to sustain the data output from ten optical links. Therefore,

writing to ten separate threads represents the ideal configuration. In addition, in the synthetic

benchmark the writing thread was executed by memory mapping the block of data and then

using the MOVNTI [27] non-temporal SSE instruction [28] provided by the CPU processor. In

this way, the operation has no overhead from the file system because it invalidates the cache

line and therefore results in a pure device operation. This feature is possible because it is al-

lowed by DAX-enabled file systems. In this way, it is possible to achieve higher bandwidths.

Figure 7.5 shows a schematic representation of the difference between running an application

on a traditional file system compared to a DAX enabled file system. As it can be noted, on a

DAX file system there is no page caching within the kernel-space as compared to the behaviour

of a traditional file system.

From figure 7.4, the maximum write throughput obtained from the benchmarking application is

approximately 8.9 GiB/s. The maximum write throughput is obtained with 12 threads, suggest-
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Figure 7.4: Throughput as a function of number of threads for a block size of 256 bytes in the
case of both sequential reading and sequential writing.

Figure 7.5: Schematic view of an application running on DCPMMs with a traditional file system
and with a DAX-enabled file system.

ing that the DCPMMs have reached their maximum rate limit. More threads will not increase

the throughput as the devices have become latency-bound (or limited by their rate). In the case

of the reading access pattern, the throughput is higher and it has not reached a plateau even

when testing with 16 threads. This is because DCPMMs also behave as memory devices and,

thus, have lower reading latencies compared to the writing operation. Therefore, it is possible
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Table 7.2: Bandwidth for a 100% sequential read and 100% sequential write workload for both
a NAND-based SSD and DCPMMs.

Bandwidth
NAND-SSD [GiB/s]

Bandwidth
DCPMMs [GiB/s]

Sequential read 3.2 40
Sequential write 1.9 8.9

to achieve higher bandwidths. As shown in [29], in the best case configuration, the maximum

achieved throughput for a read workload is approximately 40 GiB/s.

Finally, a comparison between the maximum bandwidths provided by both DCPMMs (12 mod-

ules) and a NAND-based SSD is illustrated in table 7.2. The NAND-based SSD is a PCIe Gen

3 Intel® SSD DC P4510 (2 TB) which was benchmarked with a similar approach to the DCP-

MMs using a C++ application performing a reading or a writing operation. The results obtained

for the NAND SSD are also confirmed on the device’s technical data-sheet [30]. Note that the

sequential read bandwidth for DCPMMs is taken from [29]. This shows that in order to achieve

a write bandwidth similar to the one provided by the DCPMMs it would be necessary to use al-

most 5 NAND-based SSDs. It is also worth mentioning that the new generation of SSD devices

utilizing the PCIe Gen 4 interface [31] are capable of sustaining higher bandwidths, therefore

fewer devices are needed to match the performance of DCPMMs. However, the potential use

of such technology, i.e. using multiple SSDs together, has to be carefully evaluated with the

availability of PCIe lanes on the host server. In fact, employing four or five 4-lane PCIe based

devices may have a considerable impact on the total number of available PCIe lanes on the host

server.

7.4.5 Emulator for the ProtoDUNE data acquisition

The ProtoDUNE-SP experiment is used as a testing platform in view of the future DUNE Far

Detector. As mentioned previously, the readout system of ProtoDUNE uses a FELIX I/O card

that generates approximately 10 GB/s, per CPU socket, from ten optical links and, upon re-

ceiving a trigger signal, data need to be stored for 100 seconds. In addition, data from the

FELIX system are kept in volatile memory until a trigger signal is issued. This means that the

storage buffer for the DUNE data acquisition system needs a technology candidate capable of

sustaining a writing rate of approximately 10 GiB/s to avoid over-sizing the physical memory

of the host nodes. Figure 7.6 shows how the size of the (volatile) memory buffer would need

to increase as a function of time depending on different writing bandwidths (output rate) of a
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generic storage solution. For example, suppose the writing bandwidth of the selected storage

technology is only 5 GiB/s. In that case, the total physical memory of the system needs to be

increased to 500 GiB to keep up with the input rate and for the total time of 100 s. Therefore, it

is crucial to find a suitable storage solution capable of sustaining the target rate to minimize the

extra volatile memory needed to keep the data.

Figure 7.6: Amount of DRAM as a function of the Data Recording time for different output
rates. Decreasing the output rate requires an increased memory size. A vertical line representing
the target of 100 s is also included.

Based on the synthetic benchmarks, the DCPMMs represent a good candidate for the DUNE

supernova storage system. To test the feasibility of the DCPMMs for such a system, an em-

ulator of the readout workload was developed and used for testing. From an implementation

perspective, the testing setup consists in multiple sequential writing threads using a block size

of 5568 bytes. This is the superchunk block size used by the FELIX card after grouping 12

WIB frames and it represents the smallest access size used for transferring and storing the data.

In addition, only six DCPMMs were configured in the interleaved mode to check whether the

devices under investigation can sustain the emulated workload. Finally, the test application has

been written using the Persistent Memory Development Kit (PMDK) [32] which is a collec-

tion of libraries and tools that ease the development of high-performance applications that use

persistent memory devices.
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Figure 7.7 illustrates the performance obtained with the emulated workload application. The

figure shows the average throughput for an increasing number of threads and a block size of

5568 bytes. The result obtained in the test application is satisfactory up to four threads be-

cause the average throughput per thread can sustain the target bandwidth (per link) of 1 GB/s.

However, as the threads number increases, the application cannot keep up with the incoming

rate because the total throughput decreases to 870 MiB/s which is less than the target value.

As a consequence, the software stack of the workload emulator was optimized in order to fully

exploit the performance provided by DCPMMs. It was noticed that the libpmemblk library

of the PMDK tool was adding extra overheads to the application because of features such as

block-level atomicity in case of errors or power failures which are not needed for the DUNE su-

pernova storage buffer. Similar to the benchmarking evaluation of the DCPMMs, a lower-level

application was developed by creating memory-mapped files and then persisting them using the

MOVNTI CPU instruction. In this way, there is no extra overhead from the file system and the

performance obtained is higher. By optimizing the software stack of the storage application,

the throughput obtained in the emulator application (figure 7.7) increased by approximately

17% when the PMDK library was not used. With such an optimization the DCPMMs can be

considered suitable devices for the implementation of DUNE local storage buffer.

Figure 7.7: Average write throughput per thread as a function of the number of threads for the
ProtoDUNE test application with six DCPMMs. Results obtained with and without the PMDK
software.
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7.4.6 Integration in the ProtoDUNE data acquisition

A second application was also developed and integrated with the data acquisition system of the

ProtoDUNE experiment. The objective is to have an application resembling as much as pos-

sible the DUNE workload: a traffic pattern is generated by memory copying data into volatile

memory (emulating the behavior of the FELIX device) and then, upon receiving a command,

persisting the data into the storage media (emulation of the supernova trigger). All the mem-

ory DCPMMs available on the system on both sockets have been deployed in the App Direct

mode. Figure 7.8 illustrates the throughput obtained as a function of the number of executing

threads for both the interleaved and the non-interleaved DCPMM configuration. The system

saturates the available bandwidth with a throughput of more than 7.5 GiB/s starting from 4

threads. Therefore, with the current DCPMMs available today it is possible to sustain, per CPU

socket, only 75% of the target throughput required for the DUNE supernova storage buffer.

The non-interleaved configuration of the DCPMMs was also tested because it represents a good

match for the DUNE supernova workload. In fact, the ten writing threads can be considered

independent as they refer to different optical links and, therefore, can be configured to write

to 10 separate block devices. However, as shown in figure 7.8 the throughput obtained in this

operational mode is much lower compared to the interleaved configuration. For example, in the

case of 5 writing threads the throughput in the non-interleaved configuration is approximately

60% lower than in the corresponding interleaved DCPMM region. In addition, in the case of

the non-interleaved configuration the maximum throughput that the DCPMMs can sustain has

not been achieved with 10 threads. This behavior confirms that the interleaved configuration

is the most suitable for high-performance applications3 and it suggests that DCPMMs in this

configuration have internal mechanisms to optimally balance the I/O operations to achieve the

best performance.

7.4.7 Integration with the DUNE-DAQ software

Another testing platform is the integration of the high-performance storage buffer with DCP-

MMs within the DUNE-DAQ software. As introduced in chapter 5, the Readout system of the

DUNE-DAQ is designed with a buffering and storage domain responsible for storing the data

frames. The latency buffer of the Readout system is designed to temporarily store the data in

physical memory. However, a local data store is also included for recording the full stream of

3This is also confirmed in the technical sheet document of DCPMMs
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Figure 7.8: Write throughput as a function of number of threads for both interleaved and non-
interleaved DCPMM configuration for a DUNE-like application. Maximum throughput is ob-
tained at 7 GiB/s starting from 4 writing threads.

raw data frames in persistent storage media.

The Data Recording feature of the DUNE-DAQ software provides a high-performance memory-

aligned file writer application. This is a generic implementation that can support different me-

dia for the local data store such as a RAID of NMVe SSDs or Non-Volatile Memory Modules

(DCPMMs). In particular, the DCPMMs have been been mounted with the interleaved oper-

ation mode and configured as the target data store of the Data Recording application within

the DUNE-DAQ readout package. Therefore, no specific code for DCPMMs was used for this

integration testing. In fact, the DCPMMs were used only as storage devices without deploying

custom applications that use specific instructions for DCPMMs.

The integration consists of three testing phases. The first phase includes a fake readout applica-

tion that emulates the behavior of a FELIX I/O card in the same way that has been done when

testing the DCPMMs in section 7.4.5. In the second phase, a FELIX I/O card was mounted on

the same server hosting the DCPMMs and it was configured in emulator mode. In this config-

uration, the FELIX I/O card is able to generate packets with a total aggregated throughput of

8.8 GB/s for 10 data links. Finally, the last phase of the integration testing consists of using a
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FELIX I/O card that is connected to the WIBs of the ProtoDUNE-SP detector. This makes it

possible to test the system’s behavior in a realistic scenario. During the three integration steps

all the relevant DUNE-DAQ applications (e.g. dataflow, DQM, data selection, run control, etc.)

were executed concurrently to investigate if the Data Recording application is capable of run-

ning concurrently with the other DUNE-DAQ applications in a realistic scenario expected for

the DUNE detector.

The objective of the testing is to investigate whether the DCPMMs can be a viable solution

for the local storage buffer when using the latest version of the DUNE-DAQ software4 and by

running the whole data acquisition chain: raw data generation, data recording, data request. For

this integration, a test is considered successful if there is no back-pressure in the system5 or no

rate drops are observed because of potential failures during the data taking. In addition, the data

recording has to be executed for at least 100 seconds for it to be successful.

The testing with the emulated FELIX card showed the same throughput results obtained in

section 7.4.5 and it confirmed that the DCPMMs are suitable devices for the DUNE local storage

buffer. The integration testing with the FELIX I/O card (either in emulated mode or connected

to the WIBs) was also successful: no rate drops or errors were observed during the testing.

This means that DCPMMs are capable of fully sustaining the target throughput of 8.8 GB/s for

at least 100 seconds. This is in fact close to the maximum bandwidth provided by DCPMMs.

It is worth mentioning that a lot of effort was invested into separating the running threads of

the several DAQ applications to the available cores of the host server. In particular the data

recording application and its threads were carefully set to isolated physical cores where no other

thread is running and they were set on the same NUMA node of the DCPMMs. In addition, the

data recording application (file writer) used in the DUNE-DAQ integration tests uses memory-

aligned allocations and performs I/O operations asynchronously bypassing the operating system

page cache (O_DIRECT kernel flag). Thanks to the several optimizations in place, the file

writer of the DUNE-DAQ software represents a high-performance application that fulfills the

requirement of the Readout system to persist the full raw data stream for at least 100 seconds

(supernova storage buffer).

4DUNE-DAQ version 2.9.0 was used at the time of writing.
5Condition that occurs when a sub-system/buffer gets saturated and the incoming load is transferred to another

sub-system or other buffers become saturated.
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Table 7.3: Overview of the test machine used for the evaluation.

CPU
AMD® Epyc® 7302

Dual socket, 16 cores

DRAM DDR4 DRAM 16 GB, 3200 MT/s, 32 slots

OS Centos 7, Linux Kernel 5.10

Storage Micron® X100 SSD (750 GB)

SW FIO v3, AIO library

NOTE All CPU cores have been set to performance mode

7.5 A novel high-performance NVMe drive

The 3D XPoint™ technology has also been developed for PCIe-based NVMe SSDs. The Mi-

cron® X100 is an example of such a device and it was selected for the evaluation because it

provides a nominal bandwidth closer to the one needed for the DUNE supernova storage buffer.

As for the DCPMMs, a first synthetic evaluation of the Micron® X100 devices was performed

and, subsequently, a testing application was integrated into the prototype software of the DUNE

DAQ.

7.5.1 Description of the setup and the tools used

The test machine used for the synthetic benchmarks is characterized by a dual-socket CPU

processor (16 cores) and 32 DDR4 DRAM DIMMs, each of 16 GB. The storage device used

for testing is a Micron® X100 SSD drive based on the PCIe Gen. 3 (16 lanes).

Proper server configuration setup was needed in order to achieve the highest performance from

the storage devices. This was achieved by setting a proper thermal management system (e.g.

setting maximum fan speed from the BIOS) and setting all the CPU cores to performance mode.

Table 7.3 summarizes the specification of the machine node used for evaluation.

For the synthetic benchmarks, a first evaluation was done using the flexible-IO (FIO) tool[33].

This is a standard tool used to benchmark storage devices as it allows users to tune the tests

to achieve an emulated workload as close as possible to the final application. In addition, fio

also provides access to low-level parameters (e.g. access pattern, size of the storage queues,

inflight operations, etc.) that make it easier to tune and achieve the highest performance from

the storage hardware. Note that this tool is generally used to benchmark block devices and,
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therefore, it cannot be readily adopted for the DCPMM devices.

Another tool that was used in the evaluation is the libaio library [34]. The main motivation for

using this tool, in addition to fio, is to have a slightly more realistic, higher-level application

that resembles the workload expected in the DUNE data acquisition system. The main reason

to use libaio compared to other tools is motivated by the need to have a high-performance

storage library capable of efficiently writing data to NVMe devices. The libaio library performs

asynchronous file operations by relying on the native kernel AIO interface and thus it appears

to be closer to the hardware device rather than performing operations from user-space. The

asynchronous nature is achieved by using the O_DIRECT kernel flag which allows to bypass

the operating system page cache. In this way, the write operation inserts the data directly into

the storage device’s queue which can then process the input.

Figure 7.9: Schematic representation of the libaio workflow highlighting the separation between
user-space, kernel-space and hardware domains.

Figure 7.9 shows a schematic representation of the typical workflow when using libaio, high-

lighting in particular the separation between the tasks in user-space, in kernel-space and in

hardware. Another high-performance I/O library is POSIX AIO: this library uses blocking I/O

with multiple threads in user-space to create an asynchronous pattern. The main disadvantage

is that POSIX AIO may lead to a considerable large memory footprint [35]. In addition, POSIX

AIO cannot support multiple AIO requests on a single file descriptor and, therefore, is not a

good tool for developing the application for the DUNE supernova storage buffer.

7.5.2 Synthetic benchmarks

In this section, the performance evaluation of the Micron® X100 SSD is illustrated in terms of

its achieved sequential write throughput in view of its application for the DUNE local storage



90 7. High-performance storage buffer for supernova events

buffer. The novelty of this research lies in evaluation of a newly-introduced device which was

tested from an application perspective without relying only on low-level benchmarking tools.

As in the case of the DCPMMs, the synthetic evaluation of the Micron® X100 device was

performed by carefully setting the CPU affinity of the executing thread to the corresponding

NUMA node on which the Micron® X100 SSD was installed.

Figure 7.10 illustrates the sequential write throughput of the Micron® X100 SSD as a function

of the block size for a single thread. The scan was performed starting from a block size of 4 KiB

up to a block size of 32 MiB. The maximum performance that the drive is capable of sustaining

is more than 8.5 GiB/s. The block size at which the peak performance is reached was achieved

starting from a block size of 8 MiB. This suggests that, in case of a single thread writing to the

Micron® X100 SSD, it is necessary to use large block sizes to achieve the highest throughput.

Figure 7.10: Write throughput as a function of the block size ranging from 4 KiB up to 32 MiB.
The system reaches the maximum bandwidth with a block size of around 8 MiB. Logarithmic
scale on x-axis.

The throughput as a function of the number of threads is shown in figure 7.11. This measure-

ment was done by issuing up to 10 threads, which is the expected number of links that the

readout system needs to sustain. A scan in block size was also executed, ranging from the KiB

regime up to the MiB regime. The results show that increasing the number of writing threads
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makes it possible to achieve the maximum throughput with smaller block sizes. For example,

with a block size of 32 KiB, the throughput achieved with ten threads is four times higher than

that achieved with only one thread. Thus, this confirms that to fully exploit the drive’s perfor-

mance with block sizes smaller than 4 MiB a multi-threaded approach is necessary. It is also

worth noting that the measurement was performed using direct I/O, which is a feature of the

Linux file system, to bypass the operating system cache. Therefore, in this way, it is possible

to write directly from the application to the storage device and measure its raw performance.

In addition, when performing the test with a block size of 4 MiB the system CPU utilization

(per thread) was approximately 15% for the whole testing time. This originates from the libaio

library which relies on kernel calls to perform the asynchronous operations and it indicates that

the throughput of the application is not bound by the CPU load but by the physical performance

of the storage drive.

Figure 7.11: Write throughput as a function of the number of threads ranging from 1 to 10. A
scan in block size has also been performed from 8 KiB up to 4 MiB.

The synthetic evaluation has shown that the throughput achieved with the Micron® X100 de-

vice is less than the nominal throughput of approximately 8.8 GB/s needed to fully build the

DUNE local storage buffer. Nonetheless, the Micron® X100 still represents an interesting
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device for the supernova storage system of the DUNE experiment.

7.5.3 Integration with a prototype of the DUNE-DAQ

Although the results from the benchmarking testing of the Micron® X100 device show a good

match with the specification of the hardware drives, an evaluation with a more realistic workload

was performed to assess the suitability of the Micron® X100 drives for the DUNE experiment.

This was done using a test application (MiniDAQ version 1.2.0) that contains the most relevant

features needed to emulate the final data acquisition system. Figure 7.12 illustrates the main

components of the MiniDAQ application: Readout (grey), Dataflow (blue) and Trigger (green).

The Readout Emulator emulates the data input from half of a FELIX readout board (only 5

links). The Data Link Handlers manage the temporary buffering of raw data for each link. The

Trigger Decision Emulator acts as the data selection system. Trigger decisions are translated

into data requests by the Request Generator and the Data Link Handlers respond to any data

requests by extracting the raw data, formatting them and forwarding them to the Fragment

Receiver. The Fragment Receiver aggregates data corresponding to the same trigger decision

and forwards data to the Data Writer, which implements the interface to the permanent storage.

Each Data Link Handler receives a stream of 5568 bytes at rate of 166 kHz which corresponds to

the data size and rate expected in output from the FELIX board. Two instances of the MiniDAQ

application were used in parallel to emulate the traffic of one DUNE readout board. Note that the

MiniDAQ application used for the Micron® X100 integration testing has the same functionality

to the DUNE-DAQ software used for the integration of the DCPMMs. The main difference

between MiniDAQ and the DUNE-DAQ software is that in the former data are extracted by the

Datatflow system, whereas in the latter data are directly streamed from the readout’s memories

to the storage buffer.

Figure 7.12: Schematic representation of the main elements that constitute the MiniDAQ test
application.
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Algorithm 1: Data Writer mechanism.

allocate mem-aligned buffer;

start data writer thread;

set CPU affinity;

while trigger_flag do

receive requested_data;

for fragment in requested_data do

get ptr to fragment location;

get fragment size;

memcpy(buffer, fragment, size);

flush_to_disk(buffer);

end

check inhibit(fragment);

end

The Data Writer is the element that interfaces with the local storage. The mechanism on which

the data recording process works process is described in Algorithm 1. The most relevant el-

ements in the initialization steps are the creation of a memory-aligned buffer (by using the

posix_memalign function), starting the worker thread and setting the CPU affinity to the rel-

evant physical cores. This last instruction is crucial to avoid loss in the total bandwidth. In

addition, ensuring that the memory buffer is aligned is necessary when using the O_DIRECT

flag. Initial tests showed that a 512 bytes alignment is not compatible with Micron® X100 drive

and therefore a 4 KiB alignment was chosen.

An inhibit mechanism is also put in place in case the Data Writer is not able to sustain the rate

of incoming data and, in this case, a warning message (e.g. Dataflow is BUSY) is issued. This

means that, in order to avoid data loss, it is necessary to reduce the data extraction rate because

the writing process is not able to keep up with the data production rate.

When a trigger_flag is enabled, data are sent to the Data Writer with a configurable request

size and trigger rate, thus emulating a supernova burst event. Let S be the configurable request

size and T the trigger rate. It follows that the data writing throughput to storage is given by the

following equation:
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Throughput = S × T

Figure 7.13 shows the resulting throughput obtained with the prototype test application. Two

MiniDAQ applications were started, each emulating the handling of 5 data links from a single

readout unit. At present, the data writer is handled in one thread per application. Due to the

substantial data sizes expected in the DUNE use case, two instances are sufficient to saturate

the performance of the Micron® X100 storage drive. Tests were done by varying the data

request size and measuring the writing throughput to the drive. The request rate was chosen

to maximize the throughput in a stable system (no errors) and without any trigger inhibit. The

maximum throughput from the Micron® drive is achieved starting from a data request size of

16 MiB. As a comparison, the synthetic performance test with two running threads has been

included on the same plot (orange entries). Similarly to the results obtained in figure 7.10,

the maximum throughput measured is approximately 8.5 GiB/s which almost fulfills the target

value needed for the DUNE local storage buffer.

Figure 7.13: Comparison between the throughput achieved with a synthetic benchmark with 2
threads and with two MiniDAQ applications. The maximum bandwidth of the drive of approx-
imately 8.5 GiB/s is achieved in both cases.

There is a notable difference in the measured throughput (figure 7.13) between the synthetic

tests and the prototype of the more realistic data acquisition application: in the synthetic per-

formance tests the buffers used are all memory aligned and multiples of the data request size.
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In the MiniDAQ application, the data fragment size can vary, and it is not guaranteed to be a

multiple of the writing I/O block size and not being memory aligned. Therefore, copying the

data to a previously allocated buffer is necessary before flushing them to disk. This operation

has a clear impact on the performance as seen in figure 7.13.

7.5.4 Discussion

The Micron® X100 device represents an interesting technology for the implementation of the

DUNE local storage buffer. The maximum achieved throughput from the integration testing

shows that the device is capable of continuously sustaining the incoming payload rate for the

target range of 100 seconds. The Micron® X100 needs to use a block size of 16 MiB that is

large compared to the raw wib frames of approximately 5568 bytes. Nonetheless, as shown

from the integration testing this is not a critical factor as input data are memory-copied and can

be flushed to disk with any block size providing that it is a multiple of the alignment factor. In

fact, the writing bandwidth is saturated with larger block sizes in the case of X100 devices.

One potential drawback of the use of the Micron® X100 devices is that it uses 16 PCIe lanes

for a single device. Therefore building a DUNE local storage buffer in a single readout unit

with such devices would require at least 32 PCIe lanes for only the storage buffer (one device

per CPU socket). This has to be added to the other PCIe devices (16 PCIe lanes for the FELIX

I/O card and 16 PCIe lanes for the network interface card) that are also needed for each readout

unit. Therefore, the total number of PCIe lanes that are needed for a single server is at least 96

PCIe lanes. Unfortunately, not many dual socket CPU servers available on the market offer such

an amount of available PCIe lanes and, therefore, other solutions have to be found to mitigate

this potential issue.

Finally, it is also worth noting that using an array of SSDs based on the PCIe Gen 4 can also pro-

vide the target throughput required for the DUNE local storage buffer. Preliminary results show

that with four commercial SSDs in a RAID 0 configuration6 it is possible to achieve a sustained

throughput of 8.8 GiB/s for more than 100 seconds with a workload compatible with DUNE

local buffer. Testing and integration of such a solution are being further explored by the DAQ

team of the DUNE experiment. Table 7.4 shows a comparison between the maximum achieved

sequential write throughput using DCPMMs, a single Micron® X100 device and RAID 0 con-

6RAID 0 (disk striping) is the process of dividing data into several data blocks (or stripes) and distributing them
across multiple storage devices.
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Table 7.4: Comparison of the maximum achieved sequential write throughput with the DUNE
local buffer workload. Tests executed with three different classes of storage devices: DCPMMs,
Micron® X100, RAID 0 with four SSD devices.

Device
Max. sequential

write throughput [GiB/s]
DUNE local buffer workload

DCPMMs 8.8
Micron® X100 8.5
RAID 0 configuration 8.8

figuration with four PCIe Gen 4 SSD devices7. The sequential write throughput for the RAID 0

configuration was obtained using the DUNE-DAQ software with the same workload expected

for the DUNE local buffer: store data blocks of 5568 bytes at 166 kHz. The results show that

the maximum achieved throughput between all the storage technologies is above 8.5 GiB/s. In

particular, both DCPMMs and the RAID 0 configuration represent the ideal candidates for im-

plementing the DUNE storage buffer because they manage to fully sustain the target rate for

at least 100 seconds. Continuously monitoring the market trend of storage technologies is an

essential task needed to evaluate candidate solutions that can fulfill the requirements of the local

storage buffer.

7.6 Conclusion

This chapter showed the investigation, testing and integration of modern storage technologies

that can be used as a potential storage hardware for the DUNE local buffer for supernova events.

The uniqueness of the chapter is based on the fact that, at the time of this research, newly

available storage devices have been evaluated using high-level applications that resemble the

final use-case: a storage system that is capable of sustaining the raw data rate when a trigger

signal is detected.

Persistent memory modules (DCPMMs) are memory-like devices that are capable of perma-

nently storing data. They have been extensively tested in a synthetic environment as well as

integrated with configurations relevant for the DUNE local storage buffer. Results have shown

that the devices are capable of fully sustaining the target throughput of 8.8 GiB/s without any

trigger inhibits or rate drop during their operation. The Micron® X100 SSD is a storage device

that offers superior bandwidths compared to other SSD devices available on the market. From

7The SSD used for the investigation is a Seagate® FireCuda 1 TB device with a nominal maximum sequential
write throughput of 4400 MB/s.
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the benchmarking evaluation and from the integration testing the maximum achieved through-

put that has been measured without any rate drop is approximately 8.5 GiB/s. This almost

fulfills the target throughput required for the DUNE local storage buffer.

Although the DCPMMs and the Micron® X100 devices have been tested in different configu-

rations the final results are always in line with the synthetic evaluations. In addition, being able

to build an application based on COTS devices that is capable of sustaining the full raw data

rate, either with an emulated environment or with the actual I/O workload, gives the confidence

that there is no need to develop a custom solution for the DUNE local storage buffer. This also

means that today’s storage technologies can sustain the target throughput needed for the DUNE

local buffer.

Summary of contributions:

• Complete benchmarking of persistent memory modules

• Testing of persistent memory modules with emulator for the ProtoDUNE data acquisition

system

• Integration of persistent memory modules with the DUNE-DAQ software

• Synthetic benchmarking of Micron® X100 SSDs

• Integration with a prototype of the DUNE data acquisition system

• Testing novel PCIe Gen 4 SSD devices





8
Dataflow methods in particle physics

experiments

The Dataflow System of both the ATLAS and DUNE experiments will need to sustain large

incoming data bandwidths from the front-end electronics of the detectors. Both experiments, in

fact, will need to extract the data from millions of channels. Typically, in the case of a collider

experiment like ATLAS, events are formed hierarchically: successive trigger levels are used to

evaluate if the data corresponding to a p-p bunch crossing represent an interesting signal. In the

case of the DUNE experiment, the analog signals are continuously sampled at a fixed rate and

left for the downstream DAQ system to decide if there is a local activity that is interesting and

worth keeping. Due to the different readout approaches of the ATLAS and DUNE detectors,

the Dataflow System of both experiments will need to be adapted accordingly to the various

tasks of the system: buffer, format or transport requested data. This is done by combining local

storage solutions and dataflow policies to orchestrate the flow of data effectively.

Emerging high-performance storage technologies are being used in the design of new distributed

data acquisition system architectures where a large storage buffer decouples data production

and data processing. This is motivated by the trend in the industry where large-scale com-

puting systems are starting to decouple compute and storage capabilities [36] [37]. In fact,

high-performance computing environments are experiencing a huge increase in data volumes

99
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which make the data consumption more difficult for the computing nodes. This is similar to the

behaviour within the data acquisition system in which high I/O rates are expected in the readout

and filtering nodes.

In the context of data acquisition systems for physics experiments, the decoupling of acquisition

and processing is particularly interesting in those cases in which the acquisition rate may vary

widely in time depending on the physical processes being measured: an intermediate storage

element allows to dimension the data processing part of the system for an average load without

needing to sustain temporary peaks. This chapter investigates different dataflow solutions and

storage technologies tested and deployed within the ATLAS experiment for the design and

development of the data acquisition system.

8.1 A distributed DAQ database (DAQDB)

The memory buffers in the readout nodes of both the ATLAS (Phase-II upgrade) and DUNE

experiments can typically store only a few seconds of data due to the high incoming data rates.

This is due to the capacity constraints and high cost of DRAM modules. As a result, the Data

Selection systems of the experiments are tightly coupled to the data readout in order to select

the most interesting events (ATLAS experiment) or to evaluate if there is an interesting activity

in the detector (DUNE experiment). Traditionally, the data are transferred from the readout’s

buffers to the data selection nodes to complete the physical event building process. This is done

by accessing, over the network, the data stored in the readout nodes and by building the aggre-

gated information in a single continuous area in either DRAM memory or on storage media.

However, this dataflow method is vulnerable to potential data loss due to network congestion

or potential downstream issues during the data acquisition. For this reason, in the case of the

Phase-II upgrade of the ATLAS experiment, a large distributed persistent buffering solution is

designed to temporarily store all the incoming data from the readout system and serve frag-

ments to the filtering nodes. Having a large storage buffer also provides less pressure on the

network infrastructure and allows to decouple the readout from the data filtering, making the

data acquisition system more resilient to failures.

By utilizing a large storage solution to temporarily hold the data a new dataflow approach be-

comes possible: logical event building with hot storage. This method consists in storing data

fragments from the detector in a large distributed storage buffer like a key-value store1 (KVS).

1A key-value store is a data structure that uses associative arrays for storing, retrieving and managing data entries
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The event building process is then taken care of by performing only metadata operations with no

data fragment transfer over the network. For example, event filtering nodes can request/delete

fragments belonging to a specific event by only executing queries to the KVS.

DAQDB [38] is a distributed key-value store that implements the logical event building ap-

proach. It is an open-source project developed jointly by experts from CERN experiments and

Intel® in CERN’s OpenLab framework. The objective of the project is to provide a high-

bandwidth (TB/s of throughput), generic data storage solution for data acquisition systems.

This is done by taking advantage of modern storage media such as Intel® Optane™ devices

previously discussed in chapter 7.

As part of this research work, the first sections of this chapter will be dedicated to the perfor-

mance evaluation of the DAQDB system. The objective is to evaluate the system as an imple-

mentation of a large storage buffer (Storage Handler) of the ATLAS Dataflow system. This is

also followed by the work done on the integration of DAQDB within the ATLAS data acquisi-

tion framework. The performance results as well as the experience in integrating a commercial-

off-the-shelf (COTS) product like DAQDB may also be useful for the DUNE data acquisition

system. Most of the material regarding the design of the DAQDB system can be found in [38],

whereas a performance evaluation of the technology is described in [39].

8.1.1 High-level design of DAQDB

DAQDB is conceived as a KVS to be used in large, distributed and high-throughput DAQ sys-

tems like the ATLAS or DUNE experiments. Such experiments have, in fact, tight requirements:

they need to sustain continuously terabytes per second of data, store hundreds of petabytes and

be able to serve hundreds of nodes for data writing. For example, in the ATLAS experiment, the

input request rate for the Phase-II system is 1 MHz distributed among 500 nodes and with an

average fragment size of 10 KiB. In addition, the KVS has to provide read access to the stored

fragment data to thousands of computing nodes. Therefore, the design of the DAQDB system

has to include and address the tight requirements of the experiments from the beginning.

The DAQDB software provides a user-space2 library with which a client node can push (or

retrieve) fragments into (or from) the KVS. The key used in the DAQDB uniquely identifies a

specific fragment. Its structure is configurable and it has been designed to be large enough to

(values). Each key is associated with only one value in the collection of entries.
2The term user-space refers to the portion of physical memory where a user can run processes with unpriviliged

access, contrary to kernel-space where only OS kernel processes are executed with privileged access.
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support specifics of DAQ systems: it has entries to identify the event, the sub-detector and the

run of the experiment. In the current design, 40 bits are used for event ID, 8 bits for the sub-

detector and 16 bits run IDs. The total length of the key is 64 bits. The DAQDB library also

implements operations to access, insert or update entries into the data store, like Get(key,

options), Put(key, value, options), Update(key, value, options).

8.1.2 Architecture of DAQDB

DAQDB has been designed into a two-level buffering scheme. The objective of the first level

buffer is to provide terascale storage capacity and be able to index the key-value pairs at high-

bandwidth incoming rates. The underlying technology of the first-level buffering is based on the

Intel® Optane™ DC Persistent Memory modules (DCPMMs) which provide data persistence.

The current generation of DCPMMs provides up to 3TB of memory capacity per CPU socket3.

Therefore, assuming a data stream at a rate of 100 Gbit/s, an input buffer holding a few minutes

of data (per CPU socket) becomes feasible. Note that DAQDB has been optimized to work with

persistent memory modules and therefore PMDK libraries [32] have been used extensively from

the start of the design. The second level buffer is an optional storage layer that can be used to

extend the storage capabilities provided by DAQDB in order to provide buffering capacity for

hours of data taking. The underlying hardware is based on PCIe (NVMe) non-volatile storage

media (SSDs) that is accessed directly from user-space.

DAQDB has been designed as a generic high-throughput solution for data acquisition systems

of particle physics experiments. For example, in the case of the ATLAS experiment, the DAQ

system for the Phase-II upgrade needs to sustain a higher write workload compared to the read

workload. In fact, ATLAS will need to sustain approximately 5.2 TB/s in input writing and

provide 2.7 TB/s of data reading. Therefore, the DAQDB data structure has been optimized for

write workloads. In addition, the data produced by the readout nodes need to be stored at high

rates. Therefore, a storage solution for the DAQ system needs to provide fast indexing capabil-

ities. For this reason, DAQDB uses a modified Adaptive Radix Tree (ART) [40] structure. This

structure has been carefully designed for efficient indexing in main memory and it provides

O(k) time for accessing data surpassing lookup performance of highly tuned read-only search

trees.

DAQDB is a distributed KVS which means that some of the data are stored on remote nodes. If

3This refers to the Intel® Optane™ DC Persistent Memory modules series 100
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an operation has to be performed on remote nodes, DAQDB handles routing requests internally

by implementing a zero-hop distributed hash table (DHT) [41]: each node in the network has

enough routing information to directly route requests to the target nodes. With this method,

latency is reduced because requests can be transmitted without routing through multiple nodes

which is a typical problem in large-scale systems with hundreds of nodes. However, typically,

the desired approach is to take advantage of data locality in order to reduce the network load

and, therefore, readout nodes in the DAQ system can also be configured through DAQDB to act

as storage elements.

Finally, another feature of the DAQDB architecture is the use of technologies that aim to reduce

the CPU latency and the network overhead. In order to achieve this goal, Remote Direct Memory

Access (RDMA) is used to access remote memory modules, in either DRAM or DCPMMs. In

this way, it is possible to achieve a high-performance cluster that is capable of sustaining the

target rates of particle physics experiments. However, the DAQDB system needs to provide read

access to potentially thousands of clients (in parallel) which is not feasible with RDMA-capable

network interface cards (NICs) because they require caching for each connection state. In order

to achieve this goal, DAQDB uses eRPC [42] as the transport layer in order to scale to a large

number of nodes.

Deployment modes

The DAQDB software library can be deployed into two modes of operation based on the loca-

tion of the storage nodes. Figure 8.1 shows the base deployment mode in which the computing

nodes are used for both detector readout applications as well as for storage (both DAQDB

buffering levels). Running both workloads into the same node allows to store data locally and,

therefore, reducing the network load. Subsequently, a data selection application can then re-

quest the data by using the DAQDB library to route the requests from the appropriate readout

nodes. Figure 8.2 shows a different deployment approach, where a specialized set of nodes are

used for only the storage functionality (one or two levels of buffering). Both readout (write)

requests and data selection (read) requests are routed internally via the DAQDB interface to

the storage nodes which run a standalone application known as DAQDB thin-server. The ad-

vantage of this mode of operation is that storage and data processing workloads are executed

on different servers. However, more nodes are needed to provide the same amount of storage

compared to the base deployment mode.
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Figure 8.1: Base deployment mode.
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Figure 8.2: Deployment mode with separate storage.

8.1.3 Performance evaluation

The performance evaluation of DAQDB was done to decide whether the technology is suit-

able for the data acquisition system of the ATLAS experiment. The testing approach relies on

characterizing the writing access pattern with both the local storage (local testing) and with the

DAQDB remote thin server (remote testing). Specifically, this approach has been selected in or-

der to investigate whether DAQDB is capable of writing data fragments into the KVS at the rates

and at the scale required for the Phase-II upgrade of the ATLAS experiment. The local storage

testing provides insights whether the KVS is capable of indexing the data fragments at the target

rate and the remote testing provides the possibility of evaluating the DAQDB technology in a

more realistic configuration suitable for the ATLAS experiment where readout nodes send the

data over the network to the Storage Handler nodes (Chapter 6). Subsequently, based on the

benchmarking results, the reading access pattern is also evaluated. Special focus is given to

the remote testing because it provides the opportunity to investigate whether the storage nodes

(DAQDB thin servers) are capable of providing fragments to the relevant data selection nodes

at the target rates needed by the ATLAS experiment.

Testing environment

The performance evaluation of the DAQDB system was done using four servers equipped with a

Intel® Xeon® Platinum 8280L 28-core dual-socket CPU (Cascade Lake) running at 2.7 GHz.

The platform is also equipped with a total of 3 TB of DCPMMs and a total of 96 GB of DDR4

DRAM volatile memory. The servers are connected with Mellanox ConnectX-5 network cards

providing a 100 Gbps connectivity between the servers. Finally, note that the testing was per-

formed using only one instance of DAQDB running on the servers in order to avoid potential

cross-NUMA interactions between the two CPU sockets within the servers. Table 8.1 summa-

rizes the specification of one of the machine nodes used for the evaluation of DAQDB.
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Table 8.1: Overview of the test machine used for the DAQDB evaluation.

CPU

Intel® Xeon® Platinum 8280L
2.70 GHz (Cascade Lake), dual socket
L1d cache 32K
L2 cache 1024K
L3 cache 3942K

DRAM DDR4 DRAM 16 GB, 2666 MT/s, 12 slots
Product number: Kingston KSM26RS4

DCPMM DDR-T 512 GB, 2666 MT/s, 12 slots
Product number: Intel®NMA1XBD512GQS

OS CentOS 7, Linux Kernel 4.15.0
SW ipmctl v.01.00, PMDK v.1.9

Network Mellanox ConnectX-5

Single node performance

The first performance evaluation of DAQDB was executed in a simple scenario consisting of

a single node and with a single thread. This was achieved by deploying a write thread that

is emulating the workload of a readout application and that is executing put requests with a

predefined block size. The results obtained for DAQDB are compared with Redis [43] which is

a popular and widely-used in-memory KVS. The main difference between DAQDB and Redis

is that the keys and the values used for the data store can be permanently stored in DAQDB,

whereas this is not possible in Redis as data (both keys and values) reside inside the DRAM.

Figure 8.3 shows the rate of put requests as a function of the I/O block size when writing into

both the DAQDB and the Redis key-value stores. The selected I/O block sizes range from

256 bytes up to 8192 bytes because they represent the ideal size of an ATLAS detector frag-

ment. The comparison illustrates that DAQDB achieves a mean rate of put requests just below

300 kOPS in the entire range of I/O block sizes, and that is around three times higher than Redis.

This initial benchmark suggests that DAQDB is capable of efficiently allocating and indexing

the incoming requests into persistent memory as compared to Redis. Note that the results for

the Redis system are obtained using redis-benchmark which is a utility used to benchmark a

Redis instance by emulating a custom workload. Specifically, different block sizes were used to

measure the maximum achieved rate of insert operations. In addition, the Redis key-value store

was configured to work with persistent memory modules (DCPMMs) and non-volatile memory

in order to compare the data injection rates with DAQDB.
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Figure 8.3: Comparison of the rate of put requests between DAQDB and Redis. Results ex-
pressed in operations per second.

Local storage evaluation

The next step in the evaluation of DAQDB consists in the performance assessment of the system

in a more realistic scenario. This is done in view of the possible application of DAQDB in

the data acquisition system of the ATLAS experiment. The ATLAS data acquisition system

takes advantage of the several CPU cores provided in the computing infrastructure to deploy its

readout and event filtering processes. Therefore, it is important to investigate the behaviour of

DAQDB as a function of the number of threads and as a function of the requested block size.

Figures 8.4 illustrates the total throughput as a function of the number of executing threads when

inserting (PUT requests) fragment data into the DAQDB key-value store. Similarly, figure 8.5

shows the average throughput when retrieving (GET requests) fragment data. The results were

obtained running the executing threads locally (i.e. no data transfer over the network) and with

two block sizes: 1 KiB and 10 KiB. Note that the maximum number of threads used in the

evaluation is 28 because it represents the total number of physical cores available on a single

CPU socket in the testing machine. In addition, as an example, writing measurements were

done executing one or several threads injecting fixed I/O block sizes into DAQDB. The total

throughput is obtained by summing each thread’s performance.
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Figure 8.4: Average write throughput as a function of the number of threads for a block size of
1 KiB and 10 KiB. Results obtained when using DAQDB locally.

Figure 8.5: Average read throughput as a function of the number of threads for a block size of
1 KiB and 10 KiB. Results obtained when using DAQDB locally.
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In the case of the local write throughput (figure 8.4), DAQDB saturates the bandwidth at ap-

proximately 8.5 GiB/s with a block size of 10 KiB and starting from 16 threads. It is interesting

to note that this limit is close to the maximum throughput achieved with the DCPMMs as dis-

cussed in the benchmarking results in chapter 7. In fact, as mentioned earlier, DAQDB uses the

DCPMMs as the storage media for the first-level buffering which also constitute the bottleneck

when performing local operations on the KVS. In the case of the 1 KiB block size the bandwidth

is saturated at around 2 GiB/s. On the other hand, local read requests (figure 8.5) show that the

throughput reaches a maximum value just below 20 GiB/s when issuing 28 threads and with a

block size of 10 KiB. Results for the read throughput are in line with the literature results de-

scribed in [29] and with the benchmarking measurements for the DCPMMs illustrated in figure

7.4.

The local testing of DAQDB shows satisfactory results for the Phase-II upgrade of the data

acquisition system of the ATLAS experiment. As illustrated in chapter 6, the target write band-

width that the ATLAS storage system will need to sustain is approximately 20 GB/s for writing

and 1 GB/s for reading across 300 dual socket CPU servers (Storage Handler nodes). Running

DAQDB in local mode shows that, per CPU socket, the achieved bandwidth for reading data

are perfectly satisfied whereas the achieved maximum write bandwidth of 8.5 GiB/s is close to

the target required by the ATLAS experiment for the Phase-II upgrade. However, it is impor-

tant to note that these tests neglect some of the DAQDB features like offload to the second-line

buffering system or features that, in practice, are needed for the data acquisition system like

data clean up after reading. These features were not fully deployed into DAQDB at the time of

writing and, therefore, they were not included in the testing evaluation.

Remote storage evaluation

As a reminder, for the Phase-II upgrade the readout system of the ATLAS experiment will re-

quire approximately 5 TB/s of input bandwidth from 500 nodes and distributed across a storage

system of approximately 300 servers (Storage Handler nodes). If DAQDB is to be used as the

underlying technology for storing and retrieving the data fragments, it has to be deployed as

a thin-server. In this way, Storage Handler nodes act as the storage elements, whereas both

Readout and Event Filter nodes act as DAQDB clients. Therefore, it is important to evaluate

the performance of DAQDB when writing and reading requests are done across different nodes

over the network.
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Figure 8.6 and figure 8.7 illustrate, respectively, the remote write and read throughput as a

function of the number of threads for block sizes of 1 KiB and 10 KiB. The maximum achieved

write throughput is approximately 1.5 GiB/s for a block size of 1 KiB and 3.5 GiB/s for a block

size 10 KiB. In the case of remote reading, the maximum throughput obtained with 28 threads

is approximately 1.5 GiB/s (block size of 1 KiB) and 6.5 GiB/s (block size of 10 KiB). Overall,

the remote testing shows that the write and read throughput is, respectively, two to three times

lower when DAQDB is deployed as a thin-server (remote mode) compared to the local results.

The origin for such low values is two-fold. One reason is due to use of the eRPC transport

layer between different nodes. In fact, eRPC uses blocks of 1000 bytes as the maximum size

unit (MTU) for the network transmission. This means that writing or reading I/O block sizes

bigger than the MTU value requires more data transmission and more CPU time to process

the data, effectively making the server CPU-bound (case for a block size of 10 KiB). Another

reason for the difference in throughput when running locally compared to running in remote

mode is that in the latter case threads need to be synchronized, as of the current implementation

of DAQDB. Therefore, when running in remote mode, executing threads need to wait until

a response is received before proceeding with the workflow and, as a consequence, this may

reduce the overall throughput (client becomes latency-bound).

8.1.4 Integration with the ATLAS TDAQ framework

A lot of effort was dedicated to the integration of the DAQDB technology with the ATLAS

TDAQ framework. The objective of this task was to investigate how DAQDB can be operated

and deployed in a large software framework like the one used in the ATLAS experiment. As

discussed in [39], the integration approach consisted in developing standalone put and get appli-

cations that would act as readout and event filtering nodes. Such applications were configured

to use DAQDB as the backend storage. This flexible approach allows to benchmark and validate

the system with applications that have been extensively tested with the synthetic benchmarks.

Many difficulties were encountered during the integration process. DAQDB was deployed on

only one CPU socket and it was not trivial to set up all the executing threads to the correct

physical cores. Note that when using the full TDAQ software suite, many threads used for the

control, configuration and monitoring are also started. In addition, the offloading of data from

DCPMMs to SSDs needed to be disabled because read threads were crashing when looking for

data hosted on the second level buffering scheme. The offloading was, in fact, a recently intro-

duced feature that was not completely integrated with the DAQDB key-value store. Overall, the
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Figure 8.6: Average write throughput as a function of the number of threads for a block size of
1 KiB and 10 KiB. Results obtained when using DAQDB servers in thin mode.

Figure 8.7: Average read throughput as a function of the number of threads for a block size of
1 KiB and 10 KiB. Results obtained when using DAQDB servers in thin mode.
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Figure 8.8: Image of the ATLAS Run Control software with DAQDB put and get applications.

integration process of DAQDB within the TDAQ framework proved to be less straightforward

than anticipated initially.

The integration experience proved to be very useful in understanding how challenging it is to in-

tegrate a COTS solution into a data acquisition system of a running experiment. Although many

drawbacks were experienced, DAQDB was eventually integrated within the ATLAS TDAQ

framework and tested with both local writing and remote reading. Performance results showed

the same throughput values obtained in the previous sections. Figure 8.8 shows an image of the

ATLAS TDAQ Run Control application software with the integrated DAQDB writer (put) and

reader (get) applications.

8.1.5 Discussion

The performance evaluation of DAQDB gives promising results for the use of the technology

as a generic KVS solution for data acquisition systems. The throughput obtained when testing

the system in local mode shows that DAQDB is capable of sustaining the target write and read
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Table 8.2: Code profiling summary when executing a write thread (PUT request) with a local
DAQDB instance and with I/O block sizes of 100 bytes and 10 KiB.

Function
Time spent
with block size
of 100 B

Time spent
with block size

of 10 KiB
→ DaqDB::KVStore::Alloc 77 % 18 %

ë DaqDB::TreeImpl::findValueInNode —-71% —-11%
ë pmemobj_mutex_lock ——– <33% ——– <5%
ë pmemobj_mutex_unlock ——– <28% ——– <5%

→ pmem_memcpy_nodrain <5% 65%
→ DaqDB::KVStore::Put 5% 12%

throughput required by the ATLAS experiment for the Phase-II upgrade. In particular, DAQDB

showed to be a promising solution that is capable of indexing and retrieving data at high rates.

However, tests were done locally and were not performed with both the read and write access

pattern running in parallel on DAQDB. This is a feature that in practice is needed when running

inside the data acquisition system.

In addition, the size of the data fragments have an impact on the persistent memory bandwidth

and on the access latency. Table 8.2 shows the summary of the code profiling, i.e. average

time spent for a specific instruction, when executing a local write thread on DAQDB. Results

are shown for a small block size of 100 bytes and a block size of 10 KiB. As it can be noted,

with small fragments most of the time is spent allocating keys and traversing the DAQDB ART

tree data structure which therefore becomes the bottleneck for small data objects. However,

for bigger block sizes such as 10 KiB, most of the time is spent storing the values inside the

persistent memory modules (pmem_memcpy_nodrain instruction).

Deploying DAQDB in local mode is not sufficient for large scale data acquisition systems like

in ATLAS because hundreds of nodes are needed to reach the target bandwidths expected for

the Phase-II upgrade. In practical terms, DAQDB needs to be deployed as a thin-server in

remote mode. However, the throughput obtained in this case suffers from network issues due

to the use of the eRPC transport protocol and synchronization problems between threads. For

this reason, because DAQDB lacks a lot of work from the network side and it still misses a

few features relevant for DAQ systems - being able to run seamlessly both readout and event

filtering threads - the development effort of the project was merged with a similar and more

mature storage solution: DAOS object store [44]. This is a solution that is currently being

investigated by the ATLAS DAQ team at CERN.
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8.2 Development of the ATLAS Dataflow System

As discussed in chapter 6, the Storage Handler of the ATLAS Dataflow system will need to sus-

tain a throughput of approximately 5.2 TB/s in input from 500 Data Handler nodes and 2.7 TB/s

in output to serve requests from 3000 event filter nodes. Each fragment can be requested in-

dividually by the Event Filter and, therefore, must be software-addressable. Generic solutions

such as distributed file systems like Lustre [45] or object stores like Ceph [46] are used for in-

dexing data across a distributed network of hundreds of nodes exists. Such solutions implement

data indexing with different mechanism:

1. Data indexing with a server used to keep a global index: such solution may suffer from

scalability, bottlenecks because of using a centralized system.

2. Data indexing using an algorithm to compute the location of the entries based on the

properties of the data: such solution may suffer from flexibility or fault-tolerance issues.

In [47], the author has evaluated the performance of distributed file systems and showed that

such solutions do not provide all the requirements needed for the ATLAS data acquisition sys-

tem. Other solutions include the use of distributed key-value stores such as the previously

mentioned Intel® solutions based on the persistent memory technology: DAQDB and DAOS.

An alternative approach is to take advantage of the static nature of the Dataflow system and

develop a solution that combines an indexing data structure to place the fragments across the

nodes and a local indexing structure for organizing the fragments inside the storage media. The

following sections show an alternative method of developing the ATLAS Dataflow system with

a combination of both COTS solutions and ad-hoc applications.

8.2.1 Global indexing

The ATLAS Dataflow system has a static organization: the topology never changes during a

data-taking session (i.e. the run number of the experiment) and a specific fragment always

comes from the same subset of readout nodes. Similarly to what has been developed for

DAQDB, a fragment is divided into three identifiers (event identifier, sub-detector identifier

and the run number of the experiment) that are used for both global and local indexing.

At the global level, a fragment is assigned (or retrieved) to (or from) a server node by applying

modulo operations and static rules, using the fragment identifiers and the topology of the data-
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Figure 8.9: Diagram illustrating the placement algorithm for the global indexing method. Frag-
ments from the different detectors are illustrated with different colors and they are grouped into
different slices. Fragments corresponding to the same event (e.g. "n" or "m") are sent to the
same node within the selected slice. The location of the fragments is computed by taking into
account the event number and the slice identifier.

taking session. In practice, a subset of nodes is returned instead of a single server in order to

handle failures and make the overall system more fault tolerant. Note that, although not tested,

erasure coding is envisioned to handle data protection. Such global placement algorithm is

used by both Readout nodes and Event Filter nodes to determine the location of the fragments.

The advantage of using a global placement algorithm is that there is minimal communication

between nodes and no central resource is needed. Figure 8.9 illustrates the placement algorithm

of the global indexing method where fragments from the detectors are illustrated with different

colors and grouped into several Dataflow slices. Given a Dataflow slice, the fragments hosted

by the Data Handler are assigned to a subset of Storage Handler nodes by taking into account

only the slice identifier and the event number: fragments corresponding to the same event are

assigned to the same node. For example, fragments corresponding to event "n" are assigned to

the same Storage Handler node within the Dataflow slice. Similarly, an Event Filter node can

request all the fragments corresponding to a single event by computing the fragment location

using the slice number and the event number.
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8.2.2 Local storage management

At the local level, fragments must be allocated, retrieved, deleted, and available storage space

from multiple drives must be managed. These tasks are usually performed by file systems

which use data structures (e.g. Adaptive Radix tree, Log-structured merge-trees, Hash Tables)

for providing indexed access to files. An example of a widely-used4 file system is ext4. In ext4,

data entries (i.e. files to write) are split into blocks, usually multiples of a 4 KiB block size,

and stored ideally in a continuous location inside the storage media (e.g. hard-disk drive, SSDs,

etc.). At the beginning of each data block, the file system also writes the metadata information

(file type, access permissions, file size, location and length of data blocks) for the stored file

and keeps track of all the blocks for each file. Ext4 uses also a delayed allocation strategy to

allow the file system to collect the data being written to the disk before allocating space to it.

This helps making sure that the data space will be contiguous for easier lookup. File systems

represent a standard tool for managing data across storage media, however a full evaluation of

file systems goes beyond the scope of this research. More details on the inner mechanisms and

the features of the ext4 file system are described in [48].

Another approach for the storage management at the node level is to use a local key-value

store. RocksDB[49] is a COTS-based high-performance key-value store optimized for low

latency storage media. Contrary to DAQDB which is a distributed key-value store designed to

support hundreds of nodes, RocksDB implements the storage management locally at the single

node level. At the core of its design, RocksDB relies on three basic elements: memtable, SST

(Sorted String Table) files and log files. The memtable is an in-memory data structure to store

the key-value pairs of the data entries. The log file (also known as write-ahead-log or WAL) is

a file that is used to keep track of the data entries that are still in memory. The log information

can also be temporarily stored in a cache buffer in the physical memory before being written to

the WAL. Finally, when the memtable reaches its maximum size, its contents are flushed to the

SST files and stored on persistent storage media. SST files persistently store the key-value pairs

in an organized sequence of levels starting from Level-0. When one level reaches its maximum

size limit, then the SST file is merged with the files in the next level that have overlapping

key-ranges. This process is known as compaction mechanism and it allows to control the disk

writes on the underlying the storage media. Figure 8.10 illustrates the basic architecture of

RocksDB, highlighting memtables, the SST files and the WAL log file which represent the

4Default Linux file system since 2010.
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Figure 8.10: Diagram illustrating the basic architecture of RocksDB.

three core elements of the architecture. The figure also illustrates which components reside in

physical memory (memtable, cache) and which ones on persistent storage (SST files, WAL).

Finally, figure 8.10 also shows the logical partition of the key-value store in different columns,

each with its own memtable buffer.

8.2.3 Evaluation of local storage management solutions

In the context of the data acquisition system, RocksDB and the ext4 file system were tested as

a potential solution to develop the local storage management feature needed for storing ATLAS

fragments. The objective of the evaluation was to measure the write throughput for the ext4 file

system (ext4) and for the RocksDB key-value store. This was performed for different object

sizes. The testing consisted in measuring the write throughput when inserting data objects with

a specific value size into RocksDB or when writing to a file on an ext4 system. All tests were

done on the same SSD drive (Intel® Optane™ P4800X, 375 GB).

Once a data fragment reaches a Storage Handler server, the underlying local storage manage-

ment technology needs to allocate and flush the data. The maximum write throughput of any

local storage solution cannot exceed the bandwidth provided by the underlying storage media.

Therefore, the selected storage solution needs to provide a write bandwidth as close as possi-

ble to the storage devices. Figure 8.11 shows the write throughput as a function of the block

size for RocksDB ranging from 4 KiB up to 1 MiB. When testing RocksDB with the default

configuration options (throughput without optimizations) the throughput reaches a maximum
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Figure 8.11: RocksDB write throughput as a function of block size. Comparison of the system
with and without optimizations.

value of approximately 850 MiB/s which is less than half of the total write bandwidth provided

by the SSD. In fact, the maximum write throughput of the SSD device used for the testing is

2 GiB/s. Therefore, the RocksDB key-value store needs to be properly tuned for the workload

of the ATLAS data acquisition system.

In order to achieve the highest write bandwidth from RocksDB the Write Amplification factor

needs to be reduced as much as possible. This factor represents the ratio of bytes written to

the storage device with respect to the bytes written to the key-value store. As an example,

a Write Amplification factor of ten means that the observed writing throughput to RocksDB

is one tenth of the total bandwidth provided by the storage device. By changing the default

configuration options it is possible to tune RocksDB to the desired workload and achieve lower

Write Amplification factors. This was achieved by tuning following parameters:

• Asynchronous writes

Enabling asynchronous write makes sure that each the transfer from the physical memory

to the underlying storage media (write operation) happens asynchronously in RocksDB.
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• Disable Write-ahead logging (WAL)

By disabling WAL, it is possible to avoid spending time and CPU cycles in syncing the

data files. Instead, it is possible to sync manually once the data flushing operation to disk

is finished. The risk of disabling WAL is that the atomicity in the key-value store in case

of multiple concurrent write operations may be compromised: in case of errors during

the write operations the recovery of the database is not guaranteed.

• Enable direct I/O

Enabling direct I/O when flushing to storage disk provides higher throughput as the oper-

ation is done bypassing the OS cache. In fact, when using buffered I/O the data is copied

between storage and memory because of the OS page cache.

• Enable WriteBatch

Enabling WriteBatch provides atomic edits to the key-value store by grouping a series of

updates in a batch to be committed.

• Disable compression in the SST files

Disabling the compression on the SST files allows the writing thread to perform only the

flushing to storage media.

• Increase parallelism

By default, RocksDB uses only one background thread for flush and compaction. By

increasing the parallelism, RocksDB will automatically use the total number of physical

cores for the flush and compaction operations.

In addition, other minor options were also tuned following the RocksDB Tuning Guide5. Figure

8.11 shows the resulting throughput as a function of the block size with the performance tuning

for the write workload. As it can be noted, in this case the maximum throughput achieved with

RocksDB reaches at a block size of 1 MiB a maximum value above 1100 MiB/s. This is a

30% gain compared to the default options. The resulting Write Amplification factor for a block

size of 1 MiB is 1.8, compared to the previously obtained 2.34 when RocksDB was not tuned.

Although the performance gain is remarkable, the achieved throughput is still too low compared

5Available online on the Github page of RocksDB
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Figure 8.12: Write throughput comparison between RocksDB key-value store and the ext4 file
system.

to the maximum bandwidth provided by the storage disk. Note that RocksDB was also tested

for a block size of 100 MiB and the achieved throughput is still saturated at approximately

1100 MiB/s.

Figure 8.12 shows a comparison of the write throughput between RocksDB and the ext4 file sys-

tem for three block sizes relevant for the ATLAS data acquisition system. In fact, as mentioned

in chapter 6 the average fragment size is 10 KiB and therefore it is interesting to investigate the

bandwidth for block sizes that are in the range of the expected ATLAS fragments. Figure 8.12

shows that the ext4 file system suffers from many overheads (e.g provide concurrent access,

data safety, atomicity) which results in a low write throughput, making the solution unusable.

The RocksDB store outperforms the ext4 file system solution by efficiently limiting the amount

of overheads for the specific application. Nonetheless, the resulting throughput is only 50% of

the nominal bandwidth of the drive.

To solve the high Write Amplification factors of RocksDB and the ext4 file system a custom

object store (Storage Handler object store) was developed by the ATLAS DAQ team at CERN
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to manage the fragment indexing and space allocation. This was achieved using a combination

of in-memory data structures, block device access and kernel asynchronous I/O. Although such

a solution still lacks many features, preliminary results described in [50] show that the Storage

Handler object store is capable of sustaining the full bandwidth provided by the storage media.

8.3 Evolution of the ATLAS Storage Handler system

The previous sections illustrated the performance throughput of different solutions for the AT-

LAS Dataflow system. This was done by combining COTS-based and custom-made technolo-

gies. However, this is only one component of the design of a large-scale data acquisition archi-

tecture. The required solution for the ATLAS implementation must also satisfy the operational

lifetime required for successful data-taking and comply with the overall cost allocated for the

project. The following sections will describe these aspects of the ATLAS data acquisition sys-

tem.

The design of the ATLAS data acquisition system as described in the Technical Design Report

(2017) [20] is based on requirements, candidate technologies and cost projections that may not

be valid anymore. In fact, after more than four years of market evaluation, prototyping and

technology tracking some of the assumptions made in the design are not realistic. In particular,

the design of the large storage buffer for the Dataflow system, with the more recent market

trends, will be costly to put in place. Figure 8.13 illustrates the historical evolution of the price

(in US dollars per GB) of computer storage and memory devices for the past 22 years. The

figure includes Hard Disk (HDD) devices, enterprise-grade DRAM and SSD devices as well

as 3D XPoint™ devices in both memory format (persistent memory modules or PMEM) and

SSD (Intel® Optane™ SSD). In particular, at the time of writing, the storage price per GB of

SSDs, which are the main target technology for the ATLAS Storage Handler sub-system, has

not followed the decreasing trend assumed in 2017. On the contrary, the current price per GB

of SSDs (July, 2022) has increased by over 61% compared to the cost as of 2017. This makes it

very costly to build a storage buffer with an expected 1800 SSD devices (see section 6.6). Other

storage media (e.g. 3D XPoint™ and HDD) have also followed the same trend 6. Since the cost

projections estimated at the time of the Technical Design Report did not evolve as predicted,

the Storage Handler system of the ATLAS Dataflow needs to be re-evaluated.

6It is also worth mentioning that, typically, the semiconductor industry follows a cyclical trend in the short run.
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Figure 8.13: Historical price evolution of computer storage and memory devices.

8.3.1 Disk lifetime

One common issue that is experienced when using storage technologies is that such devices

can only sustain a maximum number of write operations before experiencing failures. This

phenomenon is called SSD endurance and it is defined as the total amount of data that an

SSD is guaranteed to be able to write under warranty. Two quantities for SSD endurance are

commonly used: DWPD and PBW. The former is the Disk Write Per Day and it represents

how many times per day a drive (given the lifespan of the drive) can be written entirely before

experiencing a failure. The latter is the total amount of data in PB that can be written on the

drive before a failure occurs. The relation between PBW and DWPD is given by the following:

PBW = (DWPD ∗ 365)(Warranty [years])(Capacity [PB]) (8.1)

When designing a storage system it is crucial to take into account the SSD endurance. Other-

wise, the risk is that drives will need to be replaced more frequently to obtain the same perfor-

mance.

Typical enterprise NAND-based SSDs have an endurance that is between 1 and 3 DWPD. As-
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Figure 8.14: Comparison of the lifetime between a NAND-based and an Optane-based SSD
assuming ATLAS workloads.

suming a 5 year warranty and a 20 TB drive, this corresponds to approximately 110 PB that a

disk can sustain before experiencing a failure. With the write workload of 5 GB/s, the SSD can

sustain approximately 250 days which is too low to support the data-taking needs of the AT-

LAS experiment. On the other hand, the previously introduced 3D XPoint™ technology (e.g.

Intel® Optane™ SSDs) provides on average 30 times higher endurance factors as compared

to NAND-based SSDs. Figure 8.14 shows the comparison of the lifetime of a NAND-based

SSD and an Intel® Optane™ SSD as a function of the capacity of the drives. Assuming a

continuous 5 GiB/s disk write rate (ATLAS workload) and a 5 years warranty, even a high-

capacity NAND drive has a lifetime that is less than one year. A line indicating the one year

and five year thresholds are also shown in the figure. On the other hand, a 3D XPoint™ SSD is

capable of continuously sustaining data writes for many years: drives with a capacity of 4 TB

can sustain the target write rate for approximately five years of data-taking (ATLAS endurance

requirement). Although storage media currently provide the target throughput (e.g. PCIe Gen4

NVMe SSDs with more than 5 GiB/s in write bandwidth) and capacity (more than 15 TB)

required to build the ATLAS Storage Handler system, the endurance of SSD devices has not

increased. This is another reason why building a robust and safe storage system with the current

technologies is unfeasible.
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8.3.2 Alternative strategy without a persistent storage solution

The idea why a large persistent storage buffer was proposed for the Phase-II upgrade of the

ATLAS data acquisition system was to decouple the L0 triggered data in the Readout System

from the processing of the Event Filter. The benefit of such a solution is to allow more flexibility

during data taking and to be able to process events when p-p collisions are not occurring during

the accelerator inter-fill time. In turn, this makes the overall system more resilient in case

of failures like network saturation or misconfiguration of the Event Filter farm. However, as

outlined in the previous sections the feasibility of such a storage system is hindered by the

unfavourable cost evolution of storage media.

An alternative approach is to build the Storage Handler system using a mixture of different

storage media to satisfy the requirements of the system. In this way, it is possible to tune the

trade off between lifespan of the devices, maximum buffer size and total cost whilst providing

the target throughput needed for the Dataflow system. As an example, using Intel® Optane™

SSDs it is possible to sustain the target rates for many years because they provide enough write

throughput and disk endurance. However, as outlined in figure 8.13, the cost per GB of storage

of such devices is ten times higher than the one for NAND-based SSDs. An alternative approach

would be to use either a combination of NAND-based SSDs with HDD or NAND-based SSDs

with Intel® Optane™ SSDs. In the first case (NAND+HDD), the overall Dataflow system

would be limited by the lifespan of the devices. In the second case (NAND+OPTANE), it has

been estimated that the total data buffer length reduces to roughly ten minutes with a factor of

three increase in the total cost of the system.

Overall, building a Storage Handler system with devices that are capable of sustaining the target

rates for years of data-taking at the cost projections made in 2017 was considered as high-risk

for the data acquisition system. As consequence, buffering the fragment data in a persistent stor-

age media was removed from the baseline design of the Dataflow system and a new architecture

for the Phase-II system was investigated.

8.3.3 Simulation studies for the ATLAS Dataflow system

The new baseline design will have an architecture which resembles the ATLAS Run 2 and Run

3 systems [51] where Event Filter nodes will request fragments from the Data Handler nodes

and build the full event in their physical memory. Although storage prices did not evolve as

expected, networking hardware evolved faster than anticipated. This opens up a new opportu-
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Figure 8.15: Layout of the ATLAS TDAQ network in the evolved design. Figure taken from
[52].

nity for the Dataflow system: a more complex network makes it possible to connect all the Data

Handler nodes to the Event Filter nodes. Therefore, Data Handler nodes will be able to serve

the Event Filter farm at a rate of 1 MHz with a core network capable of sustaining 5 TB/s of

throughput. The layout of the updated TDAQ network diagram is shown in figure 8.15. Con-

trary to the original architecture design illustrated in figure 6.2, the new baseline design does not

have a sliced architecture. In addition, the new design also foresees twice the network through-

put, making the system now capable of sustaining the full transfer of events to the Event Filter

farm.

With the updated network architecture, events are not built incrementally (partial event building)

as requested by the EF processing units. Instead, all the fragments relative to an event are

sent to an EF node for processing (full event building). This allows performing more complex

triggering algorithms as processing units have access to all the fragments of an event. Although
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this new dataflow method does not provide storage capacity to keep the data, it allows the

decoupling between the DH and EF systems. In fact, in the full event building scenario, the task

of the DH is to always send all the fragments to the EF nodes. In the case of the partial event

building, fragment data are kept in the memories of the DH nodes until a specific EF algorithm

requests them; thus, it makes the DH-EF systems coupled. In addition, to provide resilience in

the Dataflow system in case of EF operational misconfigurations, the new baseline design will

include buffering of the full events in the memories of the EF nodes. In this way, it is possible to

temporarily store a large number of events as compared to storing them in the DH nodes. This

is due to the fact that the TDAQ architecture for Phase-II foresees 300 nodes for the DH system

and 3000 nodes for the EF farm.

In order to investigate the advantages and limitations of the full event building approach, it is

crucial to evaluate the impact of this new dataflow approach on the Data Handler system. In fact,

the readout software running on the Data Handler nodes will not only route the data fragments

from the front-end electronics to the Storage Handler system. Data Handler nodes will also

need to handle thousands of network connections with the EF nodes and provide additional

buffering in their physical memory until an accept/delete response is received from the EF.

Additional buffering in the memory of the DH nodes may be a potential issue for adopting the

full event building approach and, therefore, further studies are needed to assess its feasibility

for the ATLAS data acquisition system.

Discrete Event System Specification (DEVS) [53] [54] simulations have been used with the

objective of evaluating the impact of the full event building approach on the Data Handler

system. DEVS simulations are used for modelling a discrete system in terms of models (atomic

and coupled) and transitions. An atomic model represents the dynamic behaviour of an element

of the system, whereas the coupled model defines the overall structure of the system (a coupled

a model is made with different atomic models). Atomic models are defined by a set of variables

that fully describe an element of the system at a specific time. When a simulation event occurs

(e.g. new packets are generated), models can change state. This is known as transition. Note

that in the DEVS mathematical formalism, events occur at any point in time (time is continuous)

and there needs to be a finite number of transitions (in any finite interval of time). Transitions

cannot occur between two consecutive events. DEVS simulations are very powerful tools to

model the trigger and data acquisition system of an experiment. In this case, the different

components of the TDAQ architecture (Data Handler node, Event Filter node, Supervisor node,



126 8. Dataflow methods in particle physics experiments

etc.) represent the models and the simulation events that are responsible for the transitions

are data fragments generated at the readout. For this research, PowerDEVS [55], an open-

source software that implements the DEVS formalism, was used to model the ATLAS TDAQ

architecture for the Phase-II upgrade. PowerDEVS provides a C++ framework to model a

component of the system (also known as atomic model) and a graphical user interface (GUI) that

allows to manipulate and interface the various elements of the system. In addition, PowerDEVS

also has a python binding to programmatically define the models in case the GUI interface is

not sufficient (e.g. define a coupled model with tens of atomic models interconnected together).

A simulation of the TDAQ architecture was performed comprising 30 Data Handler nodes and

300 Event Filter nodes (approximately 10% of the Phase-II size). These have been modeled

with a simplified network layout consisting of only one core router as compared to the planned

layout illustrated in figure 8.15. Although, the number of nodes used in the simulation does not

match with the expected Phase-II size, the objective of the simulation is to compare two dataflow

setups (full and partial event building) and evaluate the scaling of the relevant parameters (e.g.

memory buffer size in the Data Handler noes). Note that a simulation also allows to investigate

the behaviour of the system with devices and hardware that is yet not available. In addition,

reducing the number of EF nodes allows to simulate the system for longer times: in the tests the

total simulation time is four seconds. With powerDEVS, data fragments are produced from the

DH nodes at a discrete times and with a configurable size (default is 10 KiB) and a configurable

L0 rate. A supervisor application is in charge of keeping track of the load on the EF farm as

well as assigning the fragments to the available EF processing units. In the case of full event

building, all the fragments for a single p-p bunch crossing are assigned to the EF processing

unit. In the case of partial event building, fragments are sent to the relative EF processing unit

as needed by the filtering algorithm7. In the full event building approach, data fragments are

deleted as soon as they are sent to the EF nodes and does not allow for re-assignments of the

fragments. This has implications on the data safety that were evaluated as acceptable by the

ATLAS TDAQ team. In contrast, in the partial event building approach the DH nodes buffer

fragments until the event is fully processed and fragment re-assignment is allowed in case a PU

fails. This is similar to the Run 2 architecture of the ATLAS experiment.

Figure 8.16 shows a simplified diagram of the components used in the simulation model (Data

Handler, Event Filter and Supervisor) all interconnected with one core router. Note that the TCP

7In the PowerDEVS simulation, the Event Filter algorithm is represented by configurable distributions represent-
ing data rejection and event building processing times, and the number of fragments to request.
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Figure 8.16: Illustration of the architecture used for the PowerDEVS simulation.

network protocol has been disabled in the simulation to avoid any packet drops. Consequently,

this allows to achieve a reduced execution time. In addition, since the goal is to evaluate the

impact between full and partial event building on the Data Handler nodes, several components

of the Phase-II architecture have not been simulated: transfer of the accepted data fragments to

the Event Aggregator, timeout, multiple supervisors.

Several simulation trials have been performed as a function of the L0 rate with the goal of

recording the utilization of the physical memory of all the Data Handler nodes. This was done

for both the partial and full event building approach. Figure 8.17 shows the average of maximum

memory buffer size of all the data handler nodes as a function of the L0 rate. As it can be noted,

the full event building approach has a much lower impact on the physical memory of the Data

Handler nodes as compared to the partial event building. This is also due to the fact that in

the full event building approach data fragments are deleted as soon as they are sent to the EF

nodes. In the case of 50 kHz the difference between the two event building approaches is

almost two orders of magnitude. Therefore, having a network that is capable of supporting the

full event transfer of the data makes it possible to adopt an alternative dataflow method for event

building. This, in turns, can potentially provide the data fragments for more advanced Event

Filter algorithms which can perform a more accurate selection of the data.

As seen from the preliminary results, the new baseline design of the ATLAS Phase-II system

will adopt a full event building approach. However, more studies are needed to validate the

details of the new baseline design which is still an active research that is being investigated by
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Figure 8.17: Comparison between the full and partial event building approach using a discrete
event simulation of the ATLAS TDAQ system. Maximum memory buffer size as a function of
the L0 rate.

the ATLAS DAQ team at CERN. This is being conducted through simulation studies, hardware

testing and software prototyping.

8.4 Conclusion

This chapter has shown different storage and dataflow methods applied to the data acquisition

system of the ATLAS experiment. At first, a custom-made key-value store for generic data

acquisition systems (DAQDB) was tested in detail to assess whether the solution can be a viable

option for the challenging data acquisition system of the ATLAS experiment. DAQDB was also

integrated and benchmarked in detail with the ATLAS TDAQ software framework.

The work shifted towards building an ad-hoc solution for the data acquisition system. For this,

two dataflow methods have been tested together: global indexing solutions and local storage

management. For the latter, different storage technologies (RocksDB and the ext4 file system)

have been tested and optimized in order to achieve the highest bandwidths from the storage

media.
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The work then focused on the system evaluation of the Storage Handler. Different scenarios

have been tested in order to build a cost-effective storage system that is capable of sustaining

the target rates and that has sufficient storage endurance. For this evaluation, many factors have

to be take into account: size of the buffer, throughput, endurance, overall cost. However, a

solution with a storage system was not found to be feasible without a high-risk associated to it.

Therefore, buffering data in persistent storage buffer was removed from the baseline design.

Finally, discrete event simulations have been used to investigate different dataflow methods

(partial event building vs full event building) in order to validate a new baseline design for the

TDAQ system. Discrete event simulations are a powerful tool used to investigate the behaviour

of a system at scale. They can also be used to simulate the behaviour of hardware that is not

yet available or study in a simplified environment the advantages and limitations of one or

more components of the TDAQ architecture of an experiment. It was shown that the full event

building approach is feasible and leads to less memory utilization in the DH nodes. Further tests

are being performed by the ATLAS DAQ team at CERN to explore different aspects of the new

baseline design. Based on the experience gained and the testing performed within the ATLAS

data acquisition system, Future directions of this work may also lead to the adoption of discrete

event simulations within the data acquisition system of the DUNE experiment.

Contribution of the author:

• Deployment, testing and benchmarking of a custom-made generic key-value store for

data acquisition systems (DAQDB)

• Integration of storage technologies within the ATLAS trigger and DAQ framework

• Contribution to the development of the ATLAS Dataflow system: development and inte-

gration of several software components

• Evaluation and optimization of local storage management solutions (e.g. RocksDB)

• Studies on the evolution of the storage system for the Phase-II upgrade of the ATLAS

experiment (requirements assessment and validation)

• Investigation of the Dataflow system through discrete event simulation studies
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Conclusion and future work

The data acquisition system is a mission-critical component of particle physics experiments. Its

primary role is to buffer, format, select and store the signals from the detectors. The planned

DUNE Far Detector module and the Phase-II upgrade of the ATLAS detector at CERN are two

experiments that foresee many challenges for their data acquisition system. Both experiments

will need to sustain a data throughput of terabytes per second from the front-end electronics. In

the DAQ chain, data are then transferred to the Dataflow system in which they are aggregated

and served to a computing farm that selects the most interesting signals.

One of the crucial components of the Dataflow system is the persistent storage buffer of the

experiment, whose objective is to store the data while a computing farm decides which data to

keep for long-term storage. The DAQ of the DUNE-FD module and the Phase-II upgrade of the

ATLAS detector are both designed with a large high-throughput storage buffer. Although the

use of such a buffer may differ between the two experiments, both systems have similar require-

ments. This thesis work has been focused on addressing the design, testing, and integration of

several storage devices and high-performance storage solutions according to the needs of both

the ATLAS and DUNE experiments.

High-throughput storage devices have been investigated to evaluate if they are capable of ful-

filling the requirements for the DUNE local storage buffer. Such a system has been designed

131
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for a special use case: storing data from neutrino interactions resulting from core-collapse su-

pernova events. The DUNE local storage buffer must be able to sustain, in case a supernova

event is detected, at least 100 s of the data stream at approximately 10 GB/s. Two technologies

have been evaluated in detail: Intel® Optane™ Data Center Persistent Memory Modules and

Micron® X100 solid-state devices. DCPMMs were first tested with synthetic benchmarks and

later integrated into a prototype of the DUNE detector available at CERN (ProtoDUNE-SP).

Results show that the devices can sustain a continuous stream of data up to 8.8 GiB/s, which

is the target throughput required for the DUNE local storage buffer. On the other hand, the

Micron® X100 also showed write throughput results close to the target range needed for the

DUNE local storage buffer. This performance evaluation was done in a synthetic environment

and with the DUNE-DAQ software. In addition, as shown in the preliminary tests, the new gen-

eration of PCIe Gen 4 SSD devices used in a RAID 0 configuration also provide bandwidths that

are sufficient for the DUNE local storage buffer. In conclusion, both DCPMMs and novel SSD

devices show that modern storage media can satisfy the target throughput needed for the DUNE

local storage buffer. This makes it possible to focus on a commercial off-the-shelf solution like

commonly available storage devices rather than investing effort in developing a custom-made

solution.

To further improve the results obtained from the evaluation of high-throughput storage devices,

dataflow methods have been investigated to orchestrate the flow of data effectively in a high-

throughput environment like the one expected in ATLAS or the DUNE experiments. This re-

search work has investigated the use of COTS and custom solutions for high-throughput data

acquisition systems. In particular, this work was done in the context of the ATLAS experiment,

where a large storage buffer is designed to decouple data production (Readout) and data process-

ing (Event Filter). At first, a custom-made distributed data acquisition database (DAQDB) was

tested and integrated with the ATLAS DAQ framework. Although the write throughput results

for a single node were satisfactory, DAQDB was missing many features that made the solution

unusable for the data acquisition. Therefore, the effort shifted to a different dataflow method

that combines both COTS products and local storage management technologies (RocksDB key-

value store). Although the solution was tuned for the dataflow task, it proved to be ineffective

in achieving the highest bandwidth from the underlying storage media.

When designing a storage system for high-throughput applications, the size of the buffer and the

total I/O bandwidth are not the only elements to consider. The endurance of the storage media,
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i.e. the capacity of the drives to continuously sustain data writes, is also a critical characteristic

to be addressed. At the expected ATLAS write throughput, a storage system made of enterprise

NAND-based SSDs would need to be replaced on average after 250 days. This makes it im-

practical to use enterprise NAND-based SSDs; therefore, modern high-endurance devices (e.g.

3D XPoint devices) need to be considered. However, the unfavorable cost evolution of storage

media in the past five years has hindered such an option and challenged the feasibility of having

a storage system. Therefore, simulation studies have been put in place to understand a possible

evolution of the ATLAS data acquisition system and its implications for the overall dataflow

architecture. Based on the preliminary simulations, the ATLAS Phase-II dataflow system has

been adapted with a new baseline design that does not include a large persistent storage system.

Finally, the DUNE detector represents the culmination of more than 40 years of research and

development in LArTPC detector technology. As a means to further understand the detector,

an innovative algorithm (SparseNet) for classifying track and shower energy deposits across the

detector was extensively tested. This algorithm has been specifically designed for the classifi-

cation task using modern analysis techniques based on Deep Learning. At first, an investigation

of the relevant physical quantities for the classification task was performed. As a result, nine

relevant features were computed from the properties of the hits across the detector. As a second

step, the SparseNet classification algorithm was trained and then tested using both simulated

Monte Carlo data as well as data collected during the first run of the ProtoDUNE-SP detector

at CERN. This was done using a large dataset sample consisting of millions of entries. Re-

sults for the classification task show that the SparseNet is capable of achieving an accuracy of

over 90% in identifying track and shower hits, outperforming the currently used algorithm in

ProtoDUNE. In addition, the purity and efficiency results for SparseNet is more than 90% for

both the track and shower classes. This showcases the good discrimination capabilities of the

newly introduced algorithm. Therefore, the novel SparseNet algorithm represents a promising

solution to be further investigated for the larger DUNE Far Detector modules.

9.1 Future work

As a result of this thesis work, there are several lines of future work that can be further investi-

gated:

• Evaluation of different storage device technologies for the DUNE local storage buffer

(e.g. RAID configuration of PCIe Gen 4 SSDs).
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• Extraction of supernova events from the DUNE local storage buffer: impact on the

Dataflow system.

• Simulation studies to investigate the network impact on the Dataflow system of the new

baseline design of the ATLAS Phase-II upgrade.

• Modelling and validation on small-scale setup of different dataflow scenarios to further

investigate the ATLAS new baseline design.

• Integration of the SparseNet algorithm into a ProtoDUNE analysis to evaluate the end-

to-end performance.

9.2 Dissemination

The results of this doctoral research work have been been published and presented in scientific

events in both written and oral format.

9.2.1 Papers

Signing co-author of both the ATLAS and DUNE collaborations. The following is a list of

published papers where the author has made significant contributions.

• Sparse Convolutional Neural Networks for particle classification in ProtoDUNE-SP

events, Proceedings of ACAT 2021 conference, Daejeon, South Korea (main author).

• Design of a Resilient, High-Throughput, Persistent Storage System for the ATLAS

Phase-II DAQ System, EPJ Web Conf., 2021 (significant contributor).

• Evaluation of a high-performance storage buffer with 3D XPoint devices for the

DUNE data acquisition system, EPJ Web Conf., 2021 (main author).

• Experience and Performance of Persistent Memory for the DUNE Data Acquisition

System, Transactions on Nuclear Science, IEEE, 2020 (main author)

• Let’s get our hands dirty: a comprehensive evaluation of DAQDB, key-value store

for petascale hot storage, EPJ Web Conf., 2020 (significant contributor).

The following list of papers are part of further research activities not directly connected with

the doctoral work. The author has contributed to the project with the software development of
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a web-based GUI for control and monitoring of locally-made device for medical applications.

• The HEV Ventilator Proposal, arXiv, April 2020.

• The HEV Ventilator: at the interface between particle physics and biomedical engi-

neering, Royal Society Open Science, March 2022.

Oral presentations

The following list shows the most relevant oral contributions on the storage and dataflow system

of both the DUNE and ATLAS experiments as well as the work on the track/shower classifica-

tion algorithm:

• Phase-II Dataflow - Simulation results. ATLAS TDAQ Open Meeting. June 16, 2022

(CERN).

• DUNE Data Acquisition system. Horizontal Drift Far Detector information meeting.

December 16, 2021 (CERN).

• SparseNet for track and shower classification in ProtoDUNE events. ProtoDUNE

Data Reconstruction and Analysis Working group. November 12, 2021 (CERN).

• Evaluation of a high-performance storage buffer with 3D XPoint devices for the

DUNE data acquisition system. 25th International Conference on Computing in High

Energy & Nuclear Physics. May 18, 2021 (Online).

• Software driven implementation of the latency buffer and supernova buffer with

COTS solutions. Upstream DAQ Readout Technology Review. July 30, 2020 (CERN).

• Storage systems at the LHC. DUNE Dataflow meeting. February 26, 2020 (CERN).

• DAQ Storage technologies . DUNE DAQ meeting. December 2, 2019 (CERN).

• ATLAS Phase-II Event building strategy. ATLAS DAQ meeting. September 3, 2019

(CERN).

Poster contributions

• Sparse Convolutional Neural Networks for particle classification in ProtoDUNE

events. ACAT 2021. December 1, 2021 (Online).
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• R&D Studies on a Persistent Storage Buffer for the ATLAS Phase-II DAQ System.

TIPP 2021. May 26, 2021 (Online).

• Experience and Performance of Persistent Memory for the DUNE data acquisition

system. 22nd IEEE Real Time Conference (Second price winner). October 20, 2020

(CERN).

• Experience with DAQDB: Key-value store for the ATLAS DAQ system. Adam

Abed Abud, Danilo Cicalese, Grzegorz Jereczek, Fabrice Le Goff, Giovanna Lehmann

Miotto, Jeremy Love, Maciej Maciejewski, Remigius K Mommsen, Jakub Radtke, Jakub

Schmiegel, Malgorzata Szychowska. ACES 2020 - Seventh Common ATLAS CMS Elec-

tronics Workshop for LHC Upgrades. May 28, 2020 (CERN).

• DAQDB: key-value store for petascale hot storage. CERN openlab Technical Work-

shop, January 22-23, 2020 (CERN).
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