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ABSTRACT 

 

Satellite navigation systems (GNSS) are among the most complex radio-navigation systems, 

providing positioning, navigation, and timing (PNT) information. A growing number of 

public sector and commercial applications rely on the GNSS PNT service to support business 

growth, technical development, and the day-to-day operation of technology and 

socioeconomic systems. As GNSS signals have inherent limitations, they are highly 

vulnerable to intentional and unintentional interference. GNSS signals have spectral power 

densities far below ambient thermal noise. Consequently, GNSS receivers must meet high 

standards of reliability and integrity to be used within a broad spectrum of applications. 

GNSS receivers must employ effective interference mitigation techniques to ensure robust, 

accurate, and reliable PNT service.  

This research aims to evaluate the effectiveness of the Adaptive Notch Filter (ANF), a pre-

correlation mitigation technique that can be used to excise Continuous Wave Interference 

(CWI), hop-frequency and chirp-type interferences from GPS L1 signals. To mitigate 

unwanted interference, state-of-the-art ANFs typically adjust a single parameter, the notch 

centre frequency, and zeros are constrained extremely close to unity. Because of this, the 

notch centre frequency converges slowly to the target frequency. During this slow converge 

period, interference leaks into the acquisition block, thus sabotaging the operation of the 

acquisition block. Furthermore, if the CWI continuously hops within the GPS L1 in-band 

region, the subsequent interference frequency is locked onto after a delay, which means 

constant interference occurs in the receiver throughout the delay period. 

This research contributes to the field of interference mitigation at GNSS's receiver end using 

adaptive signal processing, predominately for GPS. This research can be divided into three 

stages. 

I first designed, modelled and developed a Simulink-based GPS L1 signal simulator, 

providing a homogenous test signal for existing and proposed interference mitigation 

algorithms. Simulink-based GPS L1 signal simulator provided great flexibility to change 

various parameters to generate GPS L1 signal under different conditions, e.g. Doppler Shift, 
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code phase delay and amount of propagation degradation. Furthermore, I modelled three 

acquisition schemes for GPS signals and tested GPS L1 signals acquisition via coherent and 

non-coherent integration methods.  

As a next step, I modelled different types of interference signals precisely and implemented 

and evaluated existing adaptive notch filters in MATLAB in terms of Carrier to Noise 

Density (𝐶/𝑁0), Signal to Noise Ratio (SNR), Peak Degradation Metric, and Mean Square 

Error (MSE) at the output of the acquisition module in order to create benchmarks. 

Finally, I designed, developed and implemented a novel algorithm that simultaneously 

adapts both coefficients in lattice-based ANF. Mathematically, I derived the full-gradient 

term for the notch's bandwidth parameter adaptation and developed a framework for 

simultaneously adapting both coefficients of a lattice-based adaptive notch filter. I evaluated 

the performance of existing and proposed interference mitigation techniques under different 

types of interference signals. Moreover, I critically analysed different internal signals within 

the ANF structure in order to develop a new threshold parameter that resets the notch 

bandwidth at the start of each subsequent interference frequency. As a result, I further reduce 

the complexity of the structural implementation of lattice-based ANF, allowing for efficient 

hardware realisation and lower computational costs.  

It is concluded from extensive simulation results that the proposed fully adaptive lattice-

based provides better interference mitigation performance and superior convergence 

properties to target frequency compared to traditional ANF algorithms. It is demonstrated 

that by employing the proposed algorithm, a receiver is able to operate with a higher dynamic 

range of JNR than is possible with existing methods.  

This research also presents the design and MATLAB implementation of a parameterisable 

Complex Adaptive Notch Filer (CANF). Present analysis on higher order CANF for 

detecting and mitigating various types of interference for complex baseband GPS L1 

signals. In the end, further research was conducted to suppress interference in the GPS 

L1 signal by exploiting autocorrelation properties and discarding some portion of the 

main lobe of the GPS L1 signal. It is shown that by removing 30% spectrum of the main 

lobe, either from left, right, or centre, the GPS L1 signal is still acquirable. 
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Chapter 1   

 

INTRODUCTION 

 

The Global Navigation Satellite System (GNSS) constitutes the satellite constellation 

capable of sending positioning, navigation, and time (PNT) information from space. 

Different GNSS systems are operating in the world, such as GPS (United States), GALILEO 

(Europe), GLONASS (Russia) and BEIDOU (China), each having a different number of 

orbits and satellites. Satellite-based positioning is increasingly becoming a vital part of our 

lives. Positioning technologies play an important role in supporting various applications with 

different accuracy requirements. Regardless of current technological advancement, it is 

challenging for researchers and engineers to acquire positioning signals in the presence of 

intentional or unintentional interference. The research undertaken in this PhD addresses this 

challenge. This chapter presents the context of this thesis through a brief background followed 

by the aim and objectives, highlights the main contributions of this research work, and concludes 

with a literature review and nomenclature of the GPS signals. 
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 Background and Motivation 

Over the last five decades, location-based services have grown exponentially. It has 

penetrated everything that moves, travels, or requires timestamping. GNSS-based services 

are used in surface transportation, marine, mining, tracking of animals and vehicles, police 

and rescue operations, timestamping transactions, surveying and agriculture, national power 

grids, air and space applications, and so on. Positioning and navigation-based applications 

are vastly incorporated in all these sectors for deliverance, optimisation and consumer 

satisfaction, making it a multi-billion dollar industry. Hence, the reliability and integrity of 

GNSS signals hold astronomical importance for private or government entities in terms of 

safety and security for their users.  

However, GNSS signals are highly vulnerable to even minute level of in-band interference 

due fact that by the time it reaches the surface of the Earth; their power is in the range of  

10−16 watts (-160 dBW), which is extremely weak. GNSS signals are submerged below 

noise levels by approximately 20dB. Any kind of in-band interference adversely affects the 

quantisation, acquisition and tracking loop process inside the receiver and largely contributes 

to the ranging error. These calculations in the receiver become unreliable and inaccurate, 

thus providing false position, velocity, and time, posing a security and safety risk for the end 

users.  

Modernising GNSS signals by increasing signal power and the number of frequencies and 

embedding BOC modulation has reduced the effect of interference signals, but it cannot 

completely eliminate them. 

Vulnerabilities faced by GNSS can be divided into three categories. (1) System level related 

to satellite and receiver errors (2) Propagation medium related to atmospheric and multipath 

errors. (3) Interference-related that can be deliberated interference such as jammer, spoofing 
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and meaconing or unintentional interference caused by electronic devices or commercial 

high power transmitters that emit electromagnetic harmonic in the GNSS frequency band.  

Among the different issues faced by GNSS, interference related is particularly challenging 

for three main reasons. Firstly, it is unannounced, making it difficult to predict the time of 

occurrence. Secondly, a single piece of hardware cannot eliminate various types of 

interference signals. Lastly, it is regarded as a two-stage process with a combination of 

interference detection and classification. 

 Literature Review – mitigation technologies 

Safeguarding GNSS-dependent infrastructure from intentional or unintentional interference 

is not only the conquest for GNSS researchers or engineers, but it has become the 

government’s policy around the globe. In UK and USA, governments are heavily investing 

in R&D to ensure the reliability, integrity and accuracy of PNT, hence increasing the 

resilience of the GNSS receivers. The interference mitigation technologies fall into two 

categories, non-signal-based design, which exploits existing communication infrastructures 

such as cellular and wifi networks, eLoran, Low Earth Orbit (LEO) satellites, dedicated 

terrestrial transmitters and other GNSS augmentation systems. The second category is 

signal-based design, such as different GNSS signal coding/authentication schemes, adaptive 

filtering, beamforming antennas, pulse blanking, and time-frequency excision. The 

following section discusses both categories in detail.  

 GNSS Augmentation – mitigation via the service provider 

The principle behind the augmented-GNSS system is that external assistance is provided to 

make PNT solutions more reliable and accurate. Several countries have developed their 
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Satellite-Based Augmentation System (SBAS) or Ground-Based Augmentation Systems 

(GBAS) [1]. For example, in USA Wide Area Augmentation System (WAAS), India has 

GPS-aided GEO-Augmented Navigation (GAGAN), the Japanese have developed Michibiki 

Satellite Augmentation System (MSAS), and European use European Geostationary 

Navigation Overlay Service (EGNOS). All these SBAS systems use a vast network of 

ground stations that monitors GNSS signals. These ground stations further process PNT 

signals and apply corrections to propagation delays. Then up-linked corrected data to 

geostationary satellites again. Hence, it enhances the integrity and accuracy of GNSS-based 

PNT solutions. SBAS systems currently provide meter-level accuracy. However, all SBAS 

satellites are situated in MEO and GEO orbits, which means at least 20,000 km above the 

Earth’s surface and by the time signal reaches Earth, the signal is highly attenuated and 

considered very weak. However, SBAS systems significantly improve GNSS signal 

propagation vulnerabilities such as satellite clock errors, ephemeris, and ionospheric errors. 

But errors induced by multipath or interference are not common to the ground station and 

the user; therefore, they cannot be mitigated by any augmentation systems.  

A new concept has emerged in the past few years known as LEO-PNT [2]. With Low Earth 

Orbit (LEO) satellites, users are provided two positioning methods: dedicated PNT signal 

and Signal of Opportunity (SOP). Dedicated PNT signals contain navigation messages, 

whereas SOP does not. LEO satellite constellation such as Iridium hosts Satellite Time + 

Location (STL), a PNT satellite signal provided by Orolia with global coverage.  It transmits 

an encrypted signal to all users. LEO-PNT operate closer to Earth. Signal strength is a 

thousand times stronger than the GNSS signal. This means that signals can be received 

indoors, with a very high jamming tolerance of 40dB, and are impossible to spoof. The 

positioning accuracy of the STL system is 30m-50m which is low as per current standards. 
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Two significant factors limit STL’s accuracy: geometric dilution due to not enough satellites 

visible simultaneously and limited signal bandwidth [2].  

Assisted-GNSS (A-GNSS) is a method of augmentation for GNSS satellites to be used in 

conjunction with cellular towers, and it reduces the time to fix position. Cellular towers 

continuously receive signals from GNSS, and this information is processed by powerful 

servers. This information is then transmitted to the GNSS receiver via the mobile network. 

The receiver can use this information to improve positioning accuracy in weak satellite 

signals. Since the satellite ephemeris data is contained in the assistance data, the receiver 

does not need to decode the satellite ephemeris data, which can take up to 30 seconds using 

a GPS L1 C/A signal. 

By 2020, only Galileo provide open service with authentication [17]. It is process in which 

GNSS signal are incorporated with specific features that cannot be replicated or reproduce 

by malicious user. Authentication can be done either at data level by authenticating 

navigation message or range level by to authenticating the measured ranges to the satellites. 

Authentication can protect against spoofing, but not against jamming.  

Different coding schemes and modernisation of the GNSS signal have been implemented to 

make GNSS receivers more interference resilient. Galileo, Modernized GPS, and SBAS 

signals employ Forwarded Error Correction (FEC) [4].  As navigation systems are one-way 

systems, FEC techniques encrypt data using an error-correcting code before transmission. In 

order to recover the original data, the receiver makes use of the additional information 

provided by the code, also called redundancy. The GPS L2C signal has 2.3 dB less power 

than the GPS L1 C/A signal; however, it compensates for this loss of power through its 

modulation. Adding robust coding schemes modernising GNSS signals by increasing signal 
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power and the number of frequencies and embedding BOC modulation has reduced the effect 

of interference signals, but it cannot eliminate them when interference power is high.  

 Interference Mitigation- at receiver-end 

The GNSS interference can be classified into Narrow Band Interference (NBI) and Wide 

Band Interference (WBI).  NBI affects only a small portion of the GNSS frequency bands, 

whereas WBI affects almost the entire spectrum. Interference signals can be either 

intentional or unintentional. There are numerous GNSS jammers available on the Internet 

that can be used intentionally to create interference. All GNSS jammer operates similarly, 

emitting a high-power frequency in the band of interest to submerge satellite navigation 

signal in its vicinity. It depends on the output power of the jammer signal and the area of 

effect. GNSS jammers can emit a wide range of interference signals such as Continuous 

Wave Interference (CWI), swept-frequency interference (Linear Chirp Frequency), 

Quadratic and Cubic Chirp-Interference and CWI hop-frequency interference.  

As far as interference is concerned, all satellite-based navigation systems share the same 

weaknesses. The carrier frequency of GPS is at approximately 1.575 GHz, which has a 

wavelength of around 19 cm. The high frequency was chosen to enable signals to propagate 

through the ionosphere. Unlike high-frequency signals, low-frequency signals (below 

approximately 20 MHz) are attenuated more by the ionosphere so that GPS signals can pass 

through relatively unaffected. When a high-frequency signal is used, it means that the 

attenuation between the transmitter and receiver is increased; that is, the signals are strong 

when they leave the satellite, but after travelling 20,000 km (for GPS), the signal level can 

be as low as -158.5dBW once they reach the receiver. 
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Nevertheless, it is possible to use smaller antennas to balance the increased attenuation. This 

means that receivers can be made smaller, and transmitters such as jammers can be made 

smaller. Because of their low power and small antenna size, even small battery-powered 

jammers can easily malfunction nearby receivers. Additionally, they are inexpensive and 

easy to conceal.   

Interference mitigation techniques at the receiver end can be divided into four domains. (1) 

Time- Domain, using adaptive digital signal processing. (2) Frequency-Domain, employing 

FFT to analyse the GNSS spectrum and removing interference. (3) Time-Frequency Domain 

(TFD), such as the spectrogram and the Wigner-Ville distribution. (4) RF antenna based 

such as Controlled Reception Pattern Antennas (CRPA), beamforming antennas, Spatial-

Time and Spatial-Frequency Adaptive Processing (STAP & SFAP). 

In the literature, interference detection and mitigation based on spectral analyses using Fast 

Fourier Transforms (FFT) have been extensively explored [5] [6]. FFT-based interference 

mitigation techniques aim to differentiate between the harmonics that belong to the 

interference signal from the GNSS signal and suppress interference in the frequency domain. 

FFT-based required methods require high resolution to characterise interference signals, 

which means more FFT points are needed, resulting in high computational demand and 

power consumption.  

Both [7] [8] use Time-Frequency Domain (TFD) method based on Short-Time Fourier 

Transform (STFT) to excise interference signal. TFD allows detection and eliminates a wide 

range of disturbing signals with great efficiency. TFD converts a one-dimensional time 

signal into a two-dimensional function of time and frequency. As a result of the 

characterisation of the signal on the time-frequency plane can provide a more detailed picture 

of the spatial location of the signal’s spectral components. The method in [8] uses peaks-
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interpolation for estimating the instantaneous interference frequency. Using this algorithm, 

the TFD samples that pass a fixed threshold are selected, and a polynomial curve that better 

interpolates these TF points is computed as an instantaneous frequency estimate at each of 

those points. In both [7-8], the practicalities of the implementation were not considered in 

these papers, and the results were from simulations only. Furthermore, interference 

mitigation based on TFDs is not a simple procedure in terms of hardware implementation 

and computational complexity. 

Industrial research and products on interference mitigation techniques are dominated by 

advanced RF antenna technology. Leading industries in the field of GNSS anti-jamming 

have designed and developed interference mitigation technologies based on CRPA. 

Algorithm-based CRPA technologies include null generation/null steering, 

Beamforming/beam steering, STAP and SFAP. CRPA is primarily a market dominated by 

large defence prime contractors. For instance, 4 –elements GPS Anti-Jam Technology 

(GAJT)-410ML anti-jammer, a product by NovAtel [9]. It creates null steering in the 

direction of jammers and provides simultaneous protection to GPS L1/L2, QZSS L1/L2, 

SBAS L1 and Galileo E1 with a 40dB interference suppression. GPSdome by Orolia, another 

anti-jamming device based on CPRA [10], with a relatively smaller size that provides only 

GPS L1 signal protection and does not specify what level of interference it can mitigate. 

CRPAs are particularly appealing since they do not require modifications to the GPS receiver 

but are simply designed to replace the existing antenna. The downside is that CRPAs are 

generally much larger than typical GPS antennas due to the fact that they are composed of 

many antenna elements. GAJT-410ML anti-jammer weight 1.70 kg and Landshield anti-

jammer, developed by Raytheon UK, is the size of a hockey puck with a weight of 1.00 kg.  
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Compared to defence applications, civilian and critical infrastructure applications have 

different requirements. One of the most miniature available Anti-Jamming products is 

GINCAN by Chemring Technology Solutions [11] for civilian use, measuring 48mm by 

48mm in size. Its primary purpose is to provide a basic level of anti-jamming protection to 

vehicle satellite navigation, cellular technology and the protection of critical infrastructure 

dependent on GPS for PNT. 

Both FD and TFD are computational intensive along with complex hardware 

implementation, whereas antenna-based techniques have certain factors limiting their 

application to compact, portable and fast-moving devices. Among different pre-correlation 

interference mitigation techniques, the Adaptive Notch Filter (ANF) is an attractive solution 

in terms of low complexity and computational cost. Past research has demonstrated its 

effectiveness in suppressing continuous wave interference [48] and narrowband interference 

[49][51], including jamming signals with linear chirp [69]. All these works are based on the 

adaptation of single parameter notch centre frequency and concentrate on specific 

interference signals rather than testing ANF for CWI, linear chirp and hop-frequency 

interference simultaneously. A more detailed literature review on Notch Filters and ANF is 

provided in Chapters 4 and 5.  

As part of a government initiative, the UK has run two projects, GAARDIAN (2008-2011) 

and SENTINEL (2014)[12]. They aim to develop capabilities that detect RF interference 

within the band associated with satellite-based PNT and provide early warnings to operators 

of critical infrastructure and law enforcement agencies. It is estimated that the loss of GNSS 

service can cost the UK approximately £1 billion per day [13]. 

GAARDIAN stands for ‘GNSS Availability, Accuracy, Reliability anD Integrity 

Assessment for Timing and Navigation’, and this project was led by Chronos Technology 
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Ltd and partially funded by Innovate UK [13]. It placed a network of Interference Detector 

and Monitoring (IDM) sensors around the whole UK in the vicinity of critical national 

infrastructure. IDM sensors are designed to monitor the integrity, reliability, continuity, and 

accuracy of eLORAN and GPS signals on a round-the-clock basis and report back to a 

central server acting as a user interface. Any anomalous behaviour in the GPS or eLoran 

signals was reported to users in real time. The GAARDIAN project evolved into SENTINEL 

(SErvices Needing Trust in Navigation, Electronics, Location and Timing) in order to 

provide a more robust solution to deliberate interference incidents on a national level, with 

real-time information on jamming. A number of key features distinguish SENTINEL from 

GAARDIAN, including the ability to determine the location of an interference source in 

real-time, the ability to detect spoofing in advance, and the ability to provide a measure of 

trust in a PNT system. In 2013-2017, SENTINEL systems [14] detected 6962 instances of 

GPS jamming at one airport, approximately five incidents per day. Both these projects 

helped establish the scale of GNSS jamming on the national level and provided policymakers 

with information to make the right decision to protect the reliability and integrity of GNSS. 

Two PNT-focused studies were recently commissioned in the UK, one of which is the UK 

GNSS Vulnerability report [13]. The other is the Blackett Review [15], which provided a 

comprehensive picture of the UK’s PNT-related economic and technical challenges and 

critical infrastructure dependencies. 
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 Research Aims and Objectives 

In light of the issues outlined above, this thesis aims to develop effective and practical 

interference mitigation techniques for GPS L1 signals using state-of-the-art digital Adaptive 

Notch Filter (ANF) algorithms. It primarily focuses on GPS signals, with consideration of 

how the developed technique can be applied to other GNSS signals as well. To accomplish 

this aim, the following objectives have been defined: 

 Design and develop a Simulink-based GPS L1 signal generator capable 

of replicating realistic GPS L1 signal characteristics with multiple 

parameters which can be easily adjusted to match user-desired values for 

signal power level, Dopper shift, code phase delay, and free path loss. 

 

 Modelled different acquisition schemes for GPS L1 signal in MATLAB, 

such as serial search, parallel search, and code frequency parallel search. 

The receiver acquisition process’s performance was evaluated in terms of 

coherent and non-coherent integration time.  

 

 Identify, define and utilise performance metrics and evaluate existing and 

proposed techniques based on them. 

 

 Analyse and create realistic models of interference signals such as 

Continuous Wave Interference (CWI), linear chirp and hop-frequency 

interference.  
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 Perform a detailed analysis of existing adaptive ANF-based interference 

mitigation techniques in satellite navigation systems, quantify their 

performance, and identify their strengths and weaknesses. 

 

 

 Develop and design a novel adaptive notch filter algorithm that 

simultaneously adapts both notch centre frequency and notch bandwidth 

parameters to enhance an ANF's convergence and tracking capabilities.  

 

 Validate the proposed method’s performance via a system-level model of 

the entire receiver channel. Analyse and estimate fixed-point 

representations of wordlength and coefficients based on coefficient 

quantisation. 

 

 Exploit the GPS L1 signal spectrum and its autocorrelation property to 

determine what percentage of the main lobe (2 MHz) of the L1 signal can 

be discarded and the GPS L1 signal is still acquirable. 
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 Thesis Contribution 

Publications: 

S. W. Arif, A. Coskun, and I. Kale, “Multi-Stage Complex Notch Filtering for Interference 

Detection and Mitigation to Improve the Acquisition Performance of GPS,” in 2018 14th 

Conference on Ph.D. Research in Microelectronics and Electronics (PRIME), 2018 

 

S. W. Arif, A. Coskun, and I. Kale, “A Fully Adaptive Lattice-based Notch Filter for 

Mitigation of Interference in GPS,” in 2019 15th Conference on Ph.D. Research in 

Microelectronics and Electronics (PRIME), 2019 

 

S. W. Arif, A. Coskun, and I. Kale, “Tracking  and Mitigation of Chirp-Type Interference in 

GPS Receivers Using Adaptive Notch Filter ,” in 2020 IEEE63rd International Midwest 

Symposium on Circuits and System, 2020 

 

S. W. Arif, A. Coskun, and I. Kale, “A Novel Optimisation Algorithm for Notch Bandwidth 

in Lattice-Based Adaptive Filter for the Tracking of Interference in GPS,” in 2020 IEEE 

International Symposium on Circuits and System, 2020 

 

 

Throughout this research work, the results and simulations rely on some basic assumptions 

to establish and develop the scope of the research work. The basic assumptions and main 

contribution of this research work are summarised as follows: 

 The various noises sources and signal degradation when signal travel between 

Satellite In Space (SIS) and the portable ground receiver is modelled as Additive 

White Gaussian Noise (AWGN) 

 The correlation between noise samples is assumed to be zero 

 The ground-based GPS receiver is assumed to be at low dynamics with a Doppler 

shift range from -5 kHz to +5 kHz. 
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 Any non-idealities introduced by Analogue-to-Digital Converter (ADC) are assumed 

to be negligible 

 The results, simulations and validation of proposed algorithms are performed on GPS 

L1 C/A signal throughout this research. However, with slight modification, the same 

algorithms can be adapted for the other constellation signals. 

Main Contributions 

 A novel Fully Adaptive Lattice-based Notch Filter, which can simultaneously adapt 

both notch bandwidth parameter  𝜌 and notch centre frequency parameter 𝛽  . A full 

gradient term was derived to update the notch bandwidth parameter 𝜌. The proposed 

method demonstrated excellent performance in terms of convergence speed and 

tracking capabilities, which enable better retrieval of the useful signal. 

 

 Simulation results have demonstrated that the proposed algorithm is consistently 

stable and has proven superior performance under different conditions. These 

advantages are attained due to the constraint imposed on the pole of ANF. If the pole 

of the ANF moves towards the instability region (unity on unit circle or further 

away). In that case, it reverts into the stable model set to prevent divergence. 

 For the proposed fully Adaptive Lattice-based Notch Filter, various resetting 

algorithms were designed, modelled, simulated and tested under different resetting 

criteria. The notch bandwidth parameter 𝜌 has to be sharply reset at the beginning of 

each hop frequency. Therefore, a novel resetting mechanism was designed and 

developed with an adaptive algorithm to automatically reset 𝜌 to the desired 

minimum value just before tracking the subsequent hop frequency. 
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 A complete system-level model is presented to compare the performance of direct 

form IIR ANF and proposed lattice-based ANF for GPS-specific applications in 

terms of 𝐶/𝑁0 measured at the output of the acquisition module. 

 Demonstrated excision of four different types of interferences: complex sinusoidal, 

real sinusoidal, complex chirp-type sinusoidal, and frequency hopped type 

interferences via first-order complex adaptive notch filter and second-order real 

adaptive IIR notch filter.  

 Proposed a system-level model, which is a parameterisable complex ANF, for 

efficient excision of CWI interference depending on the JNR of the incoming 

interference signal. The proposed method uses the same 𝑧0  and 𝑘𝛼  to replicate 2nd 

and 3rd order adaptive notch filters, reducing both hardware implementation and 

computational complexity.  

 Recommended the use of the variance of the adaptive parameter 𝑧0 as a function of 

JNR for estimating the power of incoming CWI interference. Hence, provide some 

threshold settings to toggle between different orders of complex adaptive notch filters 

depending on the strength of interference.  

 The analysis in chapter 6 leads to a conclusion that if the 25-30% of the main lobe of 

the C/A code is discarded from any side of the spectrum, either from the centre, left, 

or rightmost, the GPS L1 signal is still acquirable 

Primary achievements  

 Implementation of direct form structure IIR notch filter [48], [68], along with another 

algorithm employing a lattice-based structure [51] for the purpose of analysis and 

comparison with newly developed methods and algorithms. 



16 

 

 A complete study of the frequency response of the ANF and its cost function 

provided the groundwork to understand and develop proposed methods. 

 A full description, design, modelling and implementation of GPS L1 C/A signal 

simulator in MATLAB Simulink 

 The study of three acquisition schemes; serial, parallel and double parallel  

 Improving weak signal acquisition using longer dwell time employing a non-

coherent detector. 

 Analysis of complex notch filter of orders 1 to 6 for the mitigation of high-power 

CWI in terms of SNR, MSE and the acquisition Figure of Merit measured at the 

output of the acquisition module 

 Detailed analysis of complex adaptive parameter 𝑧0  and its multi-dimensional 

utilisation as a variable 

 Efficient excision of the interference without distorting the useful signal. 

 Characteristics of GPS Signals 

This chapter covers the general characteristics and properties of GPS signals and an 

overview of different signal processing techniques used in GPS receivers. This chapter and 

most of its discussions are based on references [23], [24] and [25]. 

 GPS Signal Structure 

The GPS signals are transmitted on three different frequency bands; L1, L2 and L5, where 

the RF carrier frequencies are multiples of 10.23MHz. When multiplied by 154, 120, and 

115, this produces L1, L2 and L5 frequencies, as shown below:  

𝑓𝐿1 = 154 × 10.23𝑀𝐻𝑧 = 1575.42 
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 𝑓𝐿2 = 120 × 10.23𝑀𝐻𝑧 = 1227.60 

𝑓𝐿5 = 115 × 10.23𝑀𝐻𝑧 = 1176.45 

GPS signal comprises three components 

1. Carrier: RF sinusoidal signal with frequencies 𝑓𝐿1 ,  𝑓𝐿2 , 𝑓𝐿5 

2. Ranging Codes: Each satellite signal is accompanied by a unique sequence of +1 and 

-1, making it easier for the receiver to calculate the time the signal takes to reach the 

receiver. Each satellite has two types of ranging codes: Coarse Acquisition code (C/A 

code) and precision code P(Y), which is encrypted. C/A is a sequence of 1023 bits, 

which repeats every millisecond with a chip rate of 1.023MHz. Whereas P(Y) code 

is much longer (1014bits long), with a chipping rate of 10.23MHz. The higher 

operating frequency of the P(Y) code corresponds to greater range measurement 

accuracy than the C/A code.  

Navigation Data: The binary coded message contains information regarding satellite orbits, 

health status, and clock bias parameters. All this information is uploaded to each satellite 

from the ground control station. Navigation data is transmitted at a slower rate of 50 Hz or 

50 bits per second, with a duration of 20ms. Each bit/period of navigation data consists of 

20 complete C/A codes. 

Each of these three components is derived from a single onboard atomic clock with a 

frequency of 10.23MHz; to be more precise, it is 10.22999999543MHz [23]. Figure 1.1 

shows the block diagram depicting the generation of GPS L1 and L2 signals. Firstly, the C/A 

and P(Y) codes are combined with the navigation data using modulo-2 addition, as shown 

in Figure 1.1. This produces the composite binary signal. After the generation of the 

composite binary sequence, the next step is to modulate the carrier using Binary Phase Shift 
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Keying (BPSK). In BPSK, 180 degrees change in the carrier phase corresponds to a 

transition in the code sequence. 

In order to transmit both P(Y) and C/A codes on an L1 carrier, both codes are modulated 

onto the same carrier frequency but with a phase difference of 90 degrees. Hence, generating 

In-Phase and Quadrature components, where in-phase is modulated by a P(Y) code, and a 

C/A code modulates the quadrature component.  

Figure 1.1 Block diagram of generating GPS L1 and L2 signal [23] 

Referring to Figure 1.1, the transmitted GPS signal for satellite 𝑗 can be modelled as follows 

𝑠𝑗 = √2𝑃𝑐 (𝐶
𝑗(𝑡)  ⊕ 𝐷𝑗(𝑡)) cos (2𝜋𝑓𝐿1𝑡)       

   + √2𝑃𝑃𝐿1 (𝑃
𝑗(𝑡) ⊕ 𝐷𝑗(𝑡)) cos (2𝜋𝑓𝐿1𝑡) 
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    + √2𝑃𝑃𝐿2 (𝑃
𝑗(𝑡)  ⊕ 𝐷𝑗(𝑡)) cos (2𝜋𝑓𝐿2𝑡)  (1.1) 

where, 𝑃𝑐, 𝑃𝑃𝐿1 and 𝑃𝑃𝐿2 represent the signal power level of C/A and P(Y) codes on L1 and 

L2 frequencies. 𝐶𝑗 and 𝑃𝑗  are ranging codes of satellite 𝑗. 𝐷𝑗 is the navigation data for 

satellite 𝑗 and 𝑓𝐿1 and 𝑓𝐿2 represent the centre frequencies at L1 and L2 bands. C/A code is 

1023 chips long with a period of 1ms. Each navigation data bit contains 20 C/A code periods 

corresponding to the data rate of 50Hz. A ‘chip’ is a single pulse in the spreading code 

containing no information. 

GPS signals operating at the L5 band were explicitly designed for Safety-of-Life (SoL) 

signals for aviation and maritime navigation. GPS L5 signal has two spreading sequences, 

one in-phase code (I5) and the other quadrature code (Q5). These spreading codes have the 

same chipping rate of 10.23Mcps with a code length of 10230. With the higher frequency 

and longer spreading codes, the precision range is very high compared to C/A code-based 

GPS signal acquisition, which means ranging code with higher frequency leads to a sharper 

auto-correlation function. Figure 1.2 illustrates the theoretical spectrum of GPS L1 C/A code 

and thermal noise level in the red line. C/A code main lobe is centred at ‘0’ with a bandwidth 

of 2MHz and higher in magnitude, whereas P(Y) code null-to-null bandwidth is -10MHz to 

10 MHz (20MHz). C/A code is sitting on top of the P(Y) code and occupying 2MHz of the 

bandwidth. This Figure also illustrates that the GPS L1 signal is -19dB below the thermal 

noise level.  
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 Spread Spectrum, Ranging Code and CDMA 

The navigation message is transmitted with a data rate of 50bps (50Hz), which is a very slow 

rate, making the navigation message information bandwidth 100Hz, which is a very narrow 

band. A navigation message is transmitted over a distance of 20,000km. During its journey 

from satellite to the Earth’s surface, it must bear against all sorts of noise and interference, 

such as ionosphere error, multipath error and receiver clock error. To make the navigation 

message robust to interference, the navigation message is spread with a pseudo-random 

sequence. Hence, this spreads the signal across a wider band and appears like a noise-shaped 

signal. The signal is spread over 100 times the information band. In other words, the spread 

spectrum uses a unique code with a chipping rate higher than the information bandwidth. 

This special code is known as spreading code, PRN code, or ranging code. 

Figure 1.2 Illustrations of the GPS L1 spectrum and thermal noise level 
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Higher the rate and longer the length of a PRN code, GPS signals become more resilient to 

interference. It increases the precision of range measurements but at the expense of longer 

acquisition time. In the L1 signal, two ranging codes are used one C/A code and the other 

P(Y) code. The C/A code of each satellite can be transmitted at the same carrier frequency 

without causing interference with each other. It is known as Code Division Multiple Access 

(CDMA). The benefits of spreading the spectrum of navigation messages using C/A code 

are that it reduces interference and provides anti-jamming capabilities. 

The C/A code used in each satellite is different from one another. The autocorrelation and 

cross-correlation properties of the C/A code make the C/A code an attractive and ideal choice 

for spreading navigation data coming from different satellites. At the same time, it allows 

CDMA. These codes are almost orthogonal to each other, which results in a sharp peak if 

they are correlated with itself and no peak (almost zero) if correlated with another code other 

than itself. Figure 1.3. (a) Shows the autocorrelation with PRN 3 with itself with a lag of 256 

chips and Figure 1.3. (b)Shows cross-correlation between PRN 3 and PRN 4.  

Figure 1.3 (a) Auto-Correlation and (b) Cross-Correlation Peak 
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 Modulation Scheme 

This section discusses two modulation schemes: BPSK and Binary Offset Carrier (BOC). 

Both are used in GNSS signal transmission, where BPSK has been the conventional scheme 

since the launch of GPS, and BOC is the modernised modulation scheme used in new GNSS 

signals. 

A BPSK modulates a GPS signal that consists of three components: spreading code, binary 

coded data and RF carrier. BPSK is a simple digital modulation in which the RF carrier 

phase is shifted instantaneously by 180 degrees when a transition occurs in the spread data. 

Here, binary-coded data is the navigation message and spreading code is the PRN sequences. 

The modulo-2 addition between navigation data and PRN code converts unipolar to bipolar 

([0, 1] to [1,-1]), and then this sum is modulated onto the carrier, as shown in Figure 1.4. A 

BPSK signal can only hold two distinct phases, with 180 degrees difference. 

BOC is another class modulation used to generate the spread spectrum signal, particularly 

introduced for new-generation GNSS systems. In this scheme, the navigation message is 

modulated by a binary sub-carrier in addition to a spreading code and RF carrier.  
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Figure 1.4 An Example of BPSK Modulation. 

Figure 1.5 illustrates the BOC modulation. BOC modulation is represented by the notation 

BOC (a, b). ‘a’ and ‘b’  are the basic factors by which the sub-carrier frequency and chipping 

rate increase, respectively (𝑎 × 1.023𝑀𝐻𝑧 𝑓𝑜𝑟 𝑠𝑢𝑏𝑐𝑎𝑟𝑟𝑖𝑒𝑟, 𝑏 ×

1.023𝑀𝑐𝑝𝑠 𝑓𝑜𝑟 𝐶ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝑟𝑎𝑡𝑒). BOC modulation splits the signal spectrum into two 

symmetrical lobes with zero power on the carrier frequency [24], as shown in Figure 1.6. 
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Figure 1.5 An Example of BOC modulation 
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Figure 1.6 Spectrum of C/A code, P(Y) and BOC (1,1) 

 Outline of the Thesis 

This thesis compromise of seven chapters 

Chapter 1: Introduction, literature review, aims and objective, an overview of the 

nomenclature of GPS signal, modulation scheme and ranging code.  

Chapter 2: Presents the complete development of the GPS L1 signal simulator in Simulink, 

with detailed explanations of each functional block. I revisited the famous Gold Code and 

the algorithm behind the generation of PRN code for GPS L1 signal.  

Chapter 3: An overview of the GPS signal acquisition process is provided in this chapter. 

A brief exploration of the three most common types of detectors is presented, discussed and 

implemented in MATLAB. Additionally, this chapter provides insight into the performance 

evaluation parameters used throughout the research.  
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Chapter 4: Presents characteristics and modelling of different types of interference signals. 

The in-depth discussion on Notch Filters is divided into three sections. (1) Static 1st, 2nd and 

3rd Complex Notch Filters (CNF). (2) 1st Order Complex Adaptive Notch Filter(CANF). (3) 

Extended 1st CANF to 2nd order real Adaptive Notch Filter (ANF). Finally, a simple and 

innovative system-level model is proposed utilising multi-stage CANF efficiently with a 

threshold setting of JNR estimation. 

Chapter 5: This chapter is a complete amalgamation of the previous three chapters, which 

are L1 Simulator, Interference Signal, Acquisition and Existing/New algorithms comparison 

via performance metrics determined in chapter 3. A novel lattice-based adaptive IIR notch 

algorithm is presented, which can simultaneously adapt its notch bandwidth and centre 

frequency parameters. Presents various other intermediated algorithms and the development 

of threshold resetting parameters. Throughout the chapter, a larger number of simulation 

results are presented with an explanation. A complete derivation of the full gradient term is 

presented with its adaptation. A complete system is modelled to assess the performance of 

existing and proposed methods. Furthermore, it discusses the practical implementation of 

the proposed method and its transferability to the other constellation. 

Chapter 6: A study focusing on developing an alternative method for mitigating 

interference signals. A preliminary framework and feasibility assessment are developed 

based on the acquisition of only the main lobe of GPS L1 signals. This is done by discarding 

certain portions of the main lobe before acquisition. Large sets of simulations under different 

scenarios are presented. This chapter concludes with its key finding  

Chapter 7: Summarises the key findings of the thesis and presents recommendations for 

future work. 
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 Conclusions 

This chapter describes the challenges GNSS systems face regarding interference and 

jamming. Following is a summary of the aims, contributions, and publications, along with 

the outline of the thesis. This chapter also presents some of the basic structure and 

characteristics of the GPS L1 C/A signal, which is this research’s primary signal of interest. 

Different modulation schemes are discussed, such as BPSK and BOC. Furthermore, the 

importance of using PRN code in spread spectrum communication is highlighted, which 

allows to transmit signals at very low power and enables CDMA. Moreover, this chapter 

also illustrates the autocorrelation properties of PRN codes. When two PRN codes match, 

an auto-correlation peak exists at the exact position of the code phase delay value. A 

complete description of different aspects of navigation data, P(Y) code, C/A code, and 

carrier frequency and modulation schemes are provided to form a coherent understanding of 

the signal’s characteristics and the mechanism used to generate them.    
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Chapter 2   

 

SIMULINK MODELLING OF GPS L1 

SIGNAL 

Based on the fundamentals of GPS signals presented in the previous chapter, this chapter 

presents a comprehensive model of the GPS L1 signal in Simulink. A virtual GPS L1 signal 

is modelled and generated in Simulink. This benefits in a way that it makes it possible to 

control the parameters of the real-data/received signal during the development of the signal 

processing solutions in the rest of this research work. The received GPS signal has specific 

parameters that are component driven and cannot be easily altered. On the other hand, 

generating an actual RF signal requires a hardware GPS simulator, but such a simulator is 

very expensive. To overcome these constraints at the hardware front-end, the GPS L1 signal 

is simulated with pre-defined control parameters and can be easily changed. A software-

based IF signal simulator is a cost-efficient way to generate a digitized GPS L1 signal. It acts 

as input to the software-based receiver that the user can test and evaluate various tracking 

and acquisition algorithms providing enough flexibility to test different acquisition schemes 

for the simulated GPS L1 signal. Table 2.1 gives the list of parameters of the GPS L1 signal 

that must be incorporated into a simulator. 
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Table 2.1 Global Parameters for GPS L1 Simulator 

Parameters Description 

PRN ID Specify the C/A code to be used for the corresponding satellite.  

P(Y) Code L1 signal has P(Y) code, which is modulated onto carrier signal as a 

quadrature component.  

Doppler The frequency deviation from IF is due to the relative motion between the 

satellite and receiver. 

Code Delay Corresponds to the amount of delay between the received and local replica 

C/A code 

Data Bits Navigation data for each satellite with a frequency of 50Hz or 50bps 

Signal Power The GPS L1 signal power should be set accordingly, bearing in mind that 

the received signal is very weak  

Intermediate 

Frequency  

The simulator will generate sampled/digitized data with an IF. This IF 

frequency act as a reference to the calculated Doppler shift  

Sampling 

Frequency  

Enable the sampling of GPS L1 signal at different sampling rates 

 

Simulink provides an excellent platform to design and model such a system in a very 

intuitive way.  Figure 2.1 shows the Simulink model of the L1 simulator and illustrates how 

P(Y), C/A code and carrier combine to generate the L1 signal. The Simulink model shown 

in Figure 2.1 can be further modified to add new signal features. For the time being, this 

model has four main segments C/A Code, Navigation data, P(Y) code and Noise Generator.  



30 

 

 

Figure 2.1 Simulink Model of GPS L1 Signal 

 Gold Code and PRN Code Generation 

As discussed earlier, the navigation message is transmitted at 50Hz, giving a distance 

ranging accuracy of 300m which is very unsuitable for navigation-based applications. To 

increase the accuracy of distance measurements, engineers have modulated Navigation Data 

with a ranging code of a much higher frequency (1.023 MHz). These ranging codes, called 

PRN or spreading codes, belong to a family of Gold Codes [26].   

Gold codes have developed by Robert Gold in 1976 [23]. Two m-length sequences are 

combined to form the Gold sequence. They appear to have random and noise-like properties 

but are generated with a carefully designed algorithm for better cross-correlation and 

autocorrelation properties [26]. C/A can be generated by summing two m-length sequences 

produced by two LFSR. C/A code used in GPS has a length of 𝑁 = 2𝑛 − 1 = 1023. For the 

generation of the C/A code, two 10-bit shift registers are used, G1 and G2 (shown in Figure 
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2.2), to generate the maximum length PRN codes with length 1023.  Each shift register is 

governed by a polynomial given below: 

𝐺1(𝑥) = 1 + 𝑥3 + 𝑥10   & 

𝐺2(𝑥) = 1 + 𝑥2 + 𝑥3 + 𝑥6 + 𝑥8 + 𝑥9 + 𝑥10                                                                  (2.1) 

Figure 2.2 shows the block diagram of the C/A code generator, which can generate a family 

of 𝑁 + 2  C/A codes that is equivalent to 1025. Because the GPS constellation has only 37 

satellites, only 37 codes are generated.  The phase selector block shown in Figure 2.2 

determines the amount of shift to be applied to the G2 sequence before modulo-2 is added 

to the G1 sequence. Hence, a different phase combination corresponds to a unique C/A code 

for each satellite in the GPS constellation. After every 1023rd period,  shift registers are reset 

with all ones, code starts over again and repeats itself till the end of the next cycle. 

 

Figure 2.2 C/A code Generator 
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As a result of this process, a total of 37 C/A codes are generated. Out of which 32 are 

explicitly used for navigation purposes. The remaining five codes are utilized for control 

stations and ground transmitters. Similarly, P(Y) code can be generated with LFSR of 

length 𝑁 = 212 − 1 = 4095. P(Y) code is encrypted and not available for civilian use. 

 C/A Code Generation 

Figure 2.3 illustrates the Simulink model for the generation of C/A code. The input to this 

block is a pulse wave clock signal with a frequency of 1.023MHz, which is the same as the 

chipping rate of the C/A code. This clock acts as the up counter input and counts from 0 to 

1022, equivalent to 1023 chips in one C/A sequence. There is an increment in the counter's 

value at every falling edge of the clock pulse. As we are sampling the C/A at a specific 

sampling frequency, the number of samples of C/A in one period (1ms) changes accordingly. 

For example, sampling at 6 MHz generates approximately 6000 samples for one period of 

the C/A code (1ms). Similarly, a sampling rate of 12MHz creates ~12000 samples to last for 

1ms. Figure 2.4 shows the output of the counter and takes approximately 6000 samples to 

count up to 1022, which is one complete period of C/A code. 

 

Figure 2.3 Simulink Model Generating Sampled C/A code 
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Figure 2.4 Output of C/A counter (b) Zoomed version of (a)The look-up table is basically 

With a sampling rate of 6 MHz, the single chip period of 977.5ns lasts for approximately 6 

samples. The counter's initial value can be set by ‘Code Delay’ in the counter setting. As the 

received C/A code is delayed in time, code delay in simulation represents the time alignment 

between the C/A code in the received signal and its replica at the receiver end. Figure 2.4 

(b) shows a zoomed version of Figure 2.4 (a) with a code delay of 256. This staircase output 

of the counter is to provide the next block in the form of a look-up table. A two-dimensional 

array of 32 rows by 1023 columns is generated, which contains a C/A code of length 1023 

bits per each of the 32 satellites. PRN ID corresponds to the C/A code of each satellite in the 

GPS constellation. The output of the look-up table is the sampled version of an actual C/A 

code. PRN ID determines C/A code generation for a particular satellite and counter-accesses 

all 1023 bits of that  C/A code and sample at the sampling frequency. The output signal from 

this process is illustrated in Figure 2.5.   
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Figure 2.5 (a) Output signal generated from the C/A Look-Up Table (b) Zoomed version of 

(a) 

The sampled C/A code is combined with sampled navigation data and modulated onto the 

carrier signal. Like the C/A code, navigation data is binary data with ‘1’ and ‘-1’ transmitted 

at a data rate of 50Hz. The following sections explain the generation of navigation data. 

C/A code and the navigation data sequence are modulated in-phase with carrier signal as 

shown in Figure 2.1, denoted with the label ‘I-Component of Carrier’. The carrier signal is 

generated with a Voltage Controlled Oscillator (VCO) block in the Simulink model. To 

model the Doppler shift caused by the relative motion of the satellite and receiver, VCO is 

fed at the input of the ramp function, shown in Figure 2.1, which acts as a change in the 

frequency. With zero Doppler rate, the output frequency of the VCO stays the same and 

causes no drift in the carrier frequency.  



35 

 

 Navigation Data Generation 

 

Figure 2.6 Simulink Model generating the Navigation Data  

Figure 2.6 shows the Simulink model of a navigation data generator consisting of a 

navigation counter, a navigation period counter and a two-dimensional look-up table. On/Off 

option in Figure 2.6 enables the simulation of the GPS L1 signal with navigation data or 

without it.  The navigation data rate of 50Hz corresponds to a period of 20ms to generate the 

C/A code, and the C/A counter runs for 1ms (at 1 kHz). We can use the output of the C/A 

counter as an input to the navigation period counter. The navigation period counter counts 

from 0 to 19. Every time the C/A counter resets or hits zero, as shown in the second plot in 

Figure 2.8, the navigation period counter increases by one. Hence, if the C/A counter runs 

for 20ms, the navigation period counter count from 0 to 19, corresponding to a single bit of 

navigation data, as illustrated in the last plot of Figure 2.8. As the navigation period counter 

reaches 20, it resets itself. In terms of time, the navigation period counter resets itself every 

20ms, and this acts as input to the navigation data counter (second counter in Figure  

Figure 2.7). Therefore, after every 20ms navigation data counter increases its value by ‘one’, 

and output from a navigation data counter is input to the look-up table. The output from the 

navigation data counter acts as an indexed value stored in the look-up table.   
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Figure 2.7 Flow Chart of Indexing Navigation Data from Look-up Table 

Complete navigation data consist of 1500 bits, so there is 1500 binary value stored in a look-

up table. Navigation data counter counts from 0 to 1499. In order to extract all 1500 data bits 

from the look-up table, the simulation must run for approximately 30 seconds. During this, 

the navigation data counter gets reset only once, and the navigation period counter resets  

1500 times while the C/A counter resets 30,000 times (corresponding to 30 000 complete 

C/A codes). Figure 2.7 illustrates the flow chart to generate an output at each counter stage. 

The navigation bit transition can be turned off. Where no navigation data bit is wanted, the 

output of the lookup table is ‘1’. Otherwise, when navigation is turned on, the output is ‘-1’ 

and ‘1’. Figure 2.8 shows the simulated navigation data spreading the navigation data with 

two different ranging codes respectively. 
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Figure 2.8 (a) 20 complete cycles of C/A counter, each triangle lasts 1ms (b) Represent single 

cycle of navigation period counter, equivalent to 20ms, staircase increment from 0 to 20, 

then reset back to zero after 20 counts  (c) The output of the navigation count 

 P(Y) Code Generation 

P(Y) code is encrypted and purpose-built for military uses with a chipping rate of 10.23MHz. 

It is a long and secure code with a period of seven days. As P(Y) is not accessible for civilian 

use, we simplified the Simulink model, as shown in Figure 2.9. At every falling edge of the 

clock, the P(Y) counter increases its value by one and indexes the binary data stored in a 

one-dimensional look-up table. Just like C/A code, P(Y) is binary data consisting of ‘1’ and 

‘-1’.The value stored in the look-up table are random ‘1’ and ‘-1’, and the size of the lookup 



38 

 

table depends on the number of samples generated in 1ms, which depends on the sampling 

frequency. The clock frequency is 10.23 MHz, corresponding to a P(Y) chipping rate. 

Figure 2.9 Simulink Modelling of P(Y) code 

In the next step, P(Y) code is multiplied by the navigation data and spread the navigation 

data with a bandwidth of 20.46 MHz. The second VCO in the P(Y) model generates a carrier 

signal, where the only difference is that this VCO generates a carrier signal with a phase 

shift of 90 degrees, and the output is a sine wave. Then this signal is BPSK modulated on to 

carrier signal as a quadrature component of the carrier signal. The gain block is the last block 

in the P(Y) code, model. The function of this block is to decrease the power of modulated 

P(Y) code by 3dB. 

 Simulation Results 

As explained in previous sections, each block is modelled individually and tested before 

joining to form a single large system. This section presents the output results of the GPS L1 

signal simulator with various parameters. Figure 2.10 shows the spectrum of the C/A code 

and P(Y) code obtained from the simulator, one with 2.046MHz bandwidth and the other 

with 20.46MHz bandwidth, respectively. Figure 2.11 shows the GPS L1 signal simulated by 
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the Simulink model. This L1 signal is simulated without any noise added to the system. 

Simulation Parameters for the Simulink Model are listed in Table 2.2 

Table 2.2 Simulations Parameters 

Sampling Frequency: 40.92 MHz 

IF Frequency 9.540MHz 

Number of Samples in 1ms 40920 

Power of Received Signal 1𝑒−16  Watts 

 

Figure 2.10 (a) Spectrum of C/A code, (b) Spectrum of P(Y) code 
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Figure 2.11 Output of GPS L1 Simulator at the carrier frequency of   9.55MHz 

 Conclusions 

This chapter has outlined the basic operation of the SIMULINK-based GPS L1 signal 

generator, a toolbox designed and developed in MATLAB for end-to-end modelling, 

simulation and analysis of GPS L1 signal. A complete step-by-step design and modelling 

are presented with a set of output waveforms at the end of each block. A software-based 

GPS L1 signal generator provides more flexibility over controlling different parameters 

while testing different algorithms. The GPS L1 signal generator comprises three main 

components; C/A code generator, navigation data, and P(Y) code generator.  The 

SIMULINK-based model also allows altering parameters such as IF frequency, Doppler rate, 

code phase delay and thermal noise levels per requirements. Furthermore, this chapter also 

provides insight into Gold Codes and describes the generation of PRN codes via maximum 

length register.    
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Chapter 3   

 

ACQUISITION OF GPS L1 SIGNAL 

 

This section overviews the acquisition of the GNSS signal via different detectors/estimators, 

focusing on the GPS L1 signal acquisition. The signal acquisition process is a coarse 

alignment process, which gives the estimated value of code phase delay and Doppler 

frequency of the received code.  The two-dimensional search for GPS signal acquisition 

requires a simultaneous search of all possible code phase delay values against Doppler 

frequency (evaluated with a granularity of a few hundred Hertz).  When both the received 

and local PRN code synchronizes correctly, a sharp peak is visible at the Cross Ambiguity 

Function (CAF) output, and its location corresponds to the code phase delay and the carrier 

Doppler shift.   

Under harsh conditions, acquiring a GPS L1 signal becomes even more complex and 

impossible. The receiver's sensitivity is enhanced simply by using longer integration/dwell 

time when acquiring the GPS L1 signal. Both coherent and non-coherent detectors can be 

employed to increase dwell time and are discussed in the following chapter. Furthermore, a 

complete GPS L1 signal Front-end modelling is presented at this chapter's end, along with 

the performance evaluation metrics description.  
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 GNSS Signal Acquisition 

Signal acquisition is one of the critical operations within the receiver, also known to be the 

‘holiest’ of all processes in a GNSS receiver. The accuracy and precision of the acquisition 

process affect the later operations in the receiver, such as tracking and receiving the 

navigation message. Different acquisition schemes are explored, studied, and carried out via 

MATLAB modelling to get the essence of the acquisition process within the receiver.  

During signal acquisition, three main variables are estimated [24]: 

 The arrival time (𝜏): It contains the basic range and clock information required to 

compute user position and clock offset.  

 Doppler Shift (𝑓𝐷): This provides pseudo-range rate information and calculates user 

velocity and clock frequency. 

 Carrier Phase Shift (𝛿𝜃): For higher precision and accuracy, the carrier phase offset 

is also estimated and tracked. 

The signal acquisition block determines the coarse value of the code phase and carrier 

frequency offset for all visible satellites with respect to the receiver's position. These values 

are further used to initialize the tracking of the channels.  Acquisition of GPS signal is made 

in two stages. In the first stage, a coarse estimation of  𝜏 𝑎𝑛𝑑 𝑓𝐷) are carried out, and the 

second stage involves a more accurate calculation of 𝜏and  𝑓𝐷), known as fine acquisition. If 

the second stage involves the estimation of carrier phase offset, then it is called coherent 

tracking. If carrier chase offset is ignored, it is called non-coherent tracking [24]. The 

acquisition process requires replicas of both the ranging code (PRN code) and the Doppler-

shifted carrier of the satellite to be tracked. The incoming signal is correlated with each PRN 

code across all possible combinations of code delay and Doppler frequency bin [27]. The 

ideal output of acquisition is a very sharp peak that corresponds to 𝜏 and𝑓𝐷. The peak occurs 
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only when the locally generated frequency matches the carrier frequency and when the 

locally generated PRN code is perfectly aligned with the received code. 

Various algorithms are used to acquire GNSS signals, such as serial search or time domain 

acquisition, parallel code phase search or FFT-based algorithm, parallel frequency space 

search acquisition [24] and matched filtering [28]. Each of these algorithms can also be used 

to acquire BOC-modulated satellite navigation signals by making a slight modification to 

these algorithms [29]. The following sections briefly explain each acquisition method, with 

results produced in MATLAB. 

 Serial Search Acquisition 

A serial-based acquisition scheme computes the time domain correlation between received 

and locally generated signals. The search is carried out in sequential mode, and for each 

frequency bin, all possible code phase delays are searched before moving on to the next 

frequency bin. A PRN code is 1023 chips long, and each chip is compared in half-cycle 

intervals. A total of 2046 half chips need to be compared. The frequency offset due to the 

Doppler shift is +/- 20 kHz divided into 40 frequency bins, 1 kHz each. The total number of 

searches thus comes out to be 2046 x 40 =81840 [25]. The frequency setting keeps changing 

in steps of 1 kHz until the satellite signal is detected. If no satellite signal is detected after 

searching the whole combination grid, then the PRN code is changed, and the entire 

searching process starts again. The serial search is thus a long process, and with each search 

being of 1ms, the whole grid search may take much more time to compute. The hardware 

required for the serial search is simple but involves more computation paths and resources. 

These drawbacks make the serial search process inefficient. However, in terms of hardware 

implementation, it is fairly easily realizable with a simple accumulation of I-component and 
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Q-component followed by the removal of phase reversal by taking the square of absolute 

values of I and Q components before adding them, as shown in Figure 3.1.  

 

Figure 3.1 Block Diagram for Serial Search Acquisition Algorithms 

Figure 3.1 shows the block diagram for the serial search algorithm where a local replica of 

the PRN code is generated to de-spread the received IF signal. On the other hand, the local 

oscillator generates a Doppler-shifted carrier signal at specific frequency bins with a range 

of 20 kHz. Then a phase shift of 90 is applied to the output of the local oscillator to produce 

a quadrature phase carrier signal from the local oscillator. Once both operations are 

concluded, the carrier signal's de-spreading and removal are accomplished, and the in-phase 

and quadrature signals are obtained, referred to as I and Q in Figure 3.1. If there is a satellite 

signal in the received IF signal and if both locally generated signals, namely, PRN code and 

carrier signal, are perfectly aligned with the IF signal. The output of the serial search 

algorithm shows a sharp peak that a simple logic block can determine. Figure 3.2 shows the 

output of the serial search acquisition algorithm modelled in MATLAB, using the GPS L1 

signal described in Chapter 2, which uses the following simulation parameters: 
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 The sampling frequency of 40.92MHz 

 IF signal frequency of 9.540 MHz  

 Accumulation of one period of PRN code, 1ms. 

 Parallel Frequency Search 

As discussed in the previous subsection, serial search is a time-consuming process involving 

a large number of operations but has lower hardware complexity. The parallel frequency 

search holds an advantage over its serial search counterpart by parallelizing the search 

process in the frequency domain and reducing the computational complexity requiring a 

smaller number of operations. Hence, it reduces the time to complete the signal detection 

search. In contrast to time-domain serial search, this algorithm utilizes a Fast Fourier 

Transform (FFT) operation to carry out frequency domain processing at the cost of increased 

complexity in the form of the FFT. 

Figure 3.2 Serial Search Acquisition of PRN 15 
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Figure 3.3 Block Diagram for Parallel Frequency Search Acquisition Algorithms 

Figure 3.3 illustrates the algorithm for the parallel frequency search acquisition. The 

received IF signal is multiplied with the local PRN replica code, whose phase changes from 

0 to 1022, which is then transformed to the frequency domain via Fourier transform. When 

the local replica of the PRN code is well aligned with the code in the received IF signal, it 

simply de-spreads the incoming signal. The result of this operation becomes a continuous-

time signal with Doppler-shifted carrier frequency.  The Fourier transform of this resulting 

signal is computed, showing a peak at a specific frequency corresponding to the carrier 

frequency, including the Doppler offset. Hence, in this method, there is no need to search 

for each frequency bin to locate the frequency of the carrier signal. 

 Parallel Code Phase Search 

In parallel code search, all the local PRN codes are searched simultaneously. In parallel code 

search, the Fourier transform of the PRN code is performed, and then the complex conjugate 

of the Fourier transform of the PRN code is multiplied by the Fourier transform of the 

received signal. The inverse transform transforms the resultant output back into the time 

domain. The final output thus represents the correlation between the received signal and the 

PRN code. The peak value of the output is then compared with the threshold. If it exceeds 

the threshold in the correlation domain, then that search grid position of the peak indicates 

the code phase and carrier frequency of the incoming GPS signal. The total number of 

computations of the parallel code search is limited to 40 [24]. It has been observed from the 

literature review that the parallel frequency space search algorithm proved to show 
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measurable and reliable results as compared to the parallel code phase search at the expense 

of acquisition time. This algorithm can be implemented on a reconfigurable architecture 

[30].

 

Figure 3.4 Block Diagram for Parallel Frequency Code Phase Search Acquisition 

Algorithms 

Figure 3.4 shows the algorithm for the parallel code phase search. The first step is to remove 

the carrier signal from the received IF signal by multiplying it by the specific frequency 

generated by the local oscillator, which creates the I and Q components of the received 

signal. I and Q components are combined to form a complex signal followed by a Fourier 

transform operation, converting into the frequency domain. Similarly, a local replica of PRN 

code is transformed into a frequency domain followed by their complex conjugate.  Both 

signals are multiplied in the frequency domain, which is equivalent to circular correlation in 

the time domain. This result is transformed back into the time domain by taking its inverse 

Fourier transform and preceded by squaring operation. 
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Figure 3.5 Parallel Frequency Code Phase Search of PRN 17 with the Noise level of 30dB 

When both received IF signal frequency and code are perfectly aligned with a local replica 

of PRN code and carrier frequency, the output shows a correlation peak at the corresponding 

code phase delay and carrier frequency. Both Figures 3.5 and 3.6 are generated with different 

noise levels. In Figure 3.5 noise level is set to 30dB and the main peak is very prominent. 

When the noise level is increased, the noise floor around the main peak also gets elevated, 

as shown in Figure 3.6. 
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Figure 3.6 Parallel Frequency Code Phase Search of PRN 17 with a Noise level of 45dB 

 FFT-Based Acquisition Algorithm 

The previous section modelled different acquisition techniques in MATLAB and simulated 

them. The FFT-based algorithms are far more efficient than time-domain correlation in serial 

search algorithms. The acquisition algorithms are the most challenging part of a GNSS 

receiver because the acquisition block has to search for a GNSS signal by scanning an 

unknown region, which has to be accomplished quickly. In a cold start, the first operation of 

the receiver is to acquire a signal and test all possible combinations of code phase delay and 

Doppler frequency shift in two dimensions. Figure 3.7 shows the search grid; each square 

represents the cell corresponding to a single time-frequency bin. Hence, iterations through 

each bin become a time-consuming process. In a conventional receiver, to speed up the 

acquisition process, the receiver is employed with a large number of correlators [28]. 
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Similarly, the acquisition process slows down if a few correlators are used. Reduction of 

both the number of correlators and the acquisition time in the cold start is not an easy task 

for a conventional receiver. There are alternative GNSS acquisition methods, such as 

compressed sensing [31]. In the compressed sensing method, the signal's sparsity is exploited 

to reduce the number of measurements required. 

 

 

 

 

 

 

Figure 3.7 Search Grid for GPS signal acquisition 

In this method, a local replica of the ranging code is folded, and a correlation is performed 

between the received signal and the local folded signal. But there is one downside: SNR 

degrades as the number of folding increases [33]. Recently, FFT-based acquisition 

algorithms have caught more attention, as they can implement the acquisition process 

without needing a large amount of hardware (such as massive correlators). The ideal receiver 

would be one that can acquire signal relatively in less time, with less number of correlators 

and lower computational power than other conventional receivers. General limitation factors 

for FFT-based acquisition are summarized below 
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 Acquisition of Weak GPS signal 

In order to increase the sensitivity of the GNSS receiver, different detection schemes are 

used, most commonly coherent and non-coherent integration. Both methods differ in how 

the successive outputs of the correlator are combined and integrated. Coherent integration is 

the first step to the acquisition of any GNSS signal.  In harsh environments or when the GPS 

signal is very weak, 1 millisecond of data is not enough to detect the signal. Therefore, a 

longer data set is recorded to process via coherent or non-coherent integration. By increasing 

the length of the data, more number of operations are needed in the acquisition unit. One 

way to process a longer set of data is via non-coherent integration. For example, if 5ms of 

GPS data is recorded, it can be divided into five sets of 1ms and individually processed 

before performing the square operation and summing them together. The signal is acquired 

whenever the result of 1ms long non-coherent integration crosses a certain threshold. 

Squaring block removes the phase information, and successive cross ambiguity function 

(CAF) can be summed together non-coherently.  

On the other hand, coherent integration is performed on a longer set of data with an 

integration time of more than 1ms. Dwell time of coherent integration is limited by 

Navigation Bit as the navigation occurs every 20ms.  If navigation data cause a phase shift, 

the acquired data with a phase shift affect the acquisition, leading to degradation of the 

acquisition unit. In [47], it is shown that the maximum effective length of coherent 

integration time for GPS C/A code is 16ms. However, extending the coherent integration 

time to a larger number of operations needs to be done at once, which means more FFT 

points are needed to compute the acquisition of the signal, hence leading to a higher memory 

requirement.  
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Table 3.1 Comparison of two detector methods 

Techniques   Pros  Cons 

Coherent Integration Improvement in SNR More operations/memory 

required 

Non-Coherent 

Integration 

Avoid phase shift caused by 

Navigation bit 

Introduce squaring losses 

 

Extending dwell time to non-coherent integration time leads to squaring losses, which means 

the main correlation peak emerges from the noise but the noise average around non-zero 

value. Figure 3.8 shows the acquisition scheme with the no-coherent detector. The following 

equations can represent coherent and non-coherent integration, assuming the output of 

Correlation at each 1ms is [𝑅1, 𝑅2.  .  . 𝑅𝑚]. N represent the number of samples in the 

correlation of 1ms of data.  

𝑆(𝜏, 𝑓𝐷) =  
1

𝑁
∑ 𝑟[𝑛]𝑐[𝑛 − 𝜏]𝑒−𝑗2𝜋𝑓𝐷𝑛𝑁−1
𝑛=0 (Used in chapter 4)                                         (3.1) 

1

𝑁
∑ (.𝑁
0 )Represents coherent integration before envelope evaluation, 𝜏 represents code phase 

delay and   𝑓𝐷Doppler frequency 

𝑅𝑀(𝜏, 𝑓𝐷) =  ∑ 𝑆𝑚(𝜏, 𝑓𝐷)
𝑀
𝑚=1                                                                                            (3.2) 

𝑆𝑚 Represents CAF at the output of the Non-coherent detector.  
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 Figure 3.8 Acquisition scheme with a non-coherent detector 

A very weak signal was generated using the GPS L1 signal simulator built in chapter two, 

and non-coherent integration of 12ms was performed to detect the signal. Figure 3.9 shows 

the evolution of the correlation peak over successive non-coherent integration of 12ms. In 

Figure 3.9(a), no correlation peak is visible when 1ms of data is used to acquire the GPS L1 

signal. While in Figure 3.9 (b), with 5ms of Non-coherent integration time, the main peak 

slowly emerges from the noise floor and in Figure 3.9 (c), at 7ms, the main peak is more 

clearly visible. In Figure 3.9 (d), 12ms of non-coherent integration leads to an even more 

prominent peak and the noise floor around the main peak is lowered further if compared with 

(a), (b) and (c) 
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Figure 3.9 Evolution of correlation peak for weak signal acquisition for GPS L1 for I1ms to 

12ms 

Table 3.2 Simulation Parameters. 

Simulation Parameters  

𝐶/𝑁𝑜 38 dB 

Sampling Frequency  5 MHz 

Intermediate Frequency  1.25 MHz 

Number of Samples 5000 

  



55 

 

 

Figure 3.10 Evolution of Code Phase delay as the number of non-coherent integration time 

increases from 1ms to 12ms 

Figure 3.10 shows the four auto-correlation plots between a weak received signal and local 

C/A code for 1ms, 5ms, 7ms and 12ms. As the non-coherent integration time increases, the 

auto-correlation peak becomes more visible and prominent. If a signal is weaker, then 1ms 

of data is not enough to acquire the GPS signal; hence, a weak GNSS signal needs a longer 

integration time to acquire the weak GNSS signal successfully.  

 Performance Evaluation Metrics. 

Theoretical assessment of the acquisition search grid is not always viable because it also 

requires knowledge of the pdf of the decision variable. To run such an assessment, one has 

to use Monte-Carlo simulation to conduct analysis and evaluation. Such a simulation needed 

to be run for million iterations to reach conclusive results. Hence, readily realised parameters 
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are used to evaluate the performance of the acquisition scheme. Equations 3.7 and 3.8 

represent peak-to-floor ratios, 𝛼𝑚𝑎𝑥 and 𝛼𝑚𝑒𝑎𝑛, where   𝑅max𝑝𝑒𝑎𝑘 is the maximum of the 

peak in the acquisition search grid and  𝑅𝑛𝑜𝑖𝑠𝑒 𝑓𝑙𝑜𝑜𝑟 is the noise of the acquisition search grid. 

These metrics are easy to compute and reflect the trend of post-correlation Signal to Noise 

Ratio (SNR) without carrying out time-consuming simulation and calculation. 

𝛼𝑚𝑎𝑥 =
|𝑅max𝑝𝑒𝑎𝑘|

2

𝑚𝑎𝑥|𝑅𝑛𝑜𝑖𝑠𝑒 𝑓𝑙𝑜𝑜𝑟|
2
                                                                                                   (3.3) 

𝛼𝑚𝑒𝑎𝑛 =
|𝑅max𝑝𝑒𝑎𝑘|

2

𝐸[|𝑅𝑛𝑜𝑖𝑠𝑒 𝑓𝑙𝑜𝑜𝑟|
2]

                                                                                                    (3.4) 

 Modelling of the signals within the GNSS receiver 

 SNR and 𝑪/𝑵𝟎 

SNR is usually expressed in terms of decibels. It refers to the signal and noise power ratio 

in a given bandwidth. 

𝑆𝑁𝑅(𝑑𝐵) = 𝑆 − 𝑁                                                                                                           (3.5) 

S is the signal power expressed in units of decibel/milliwatt (𝑑𝐵𝑚) or decibel, and N is the 

noise power in a given bandwidth in units of 𝑑𝐵𝑚. 𝐶/𝑁0.Whereas 𝐶/𝑁0 is represented in 

decibel-Hertz (𝑑𝐵 − 𝐻𝑧) and can be defined as the ratio of the carrier power and the noise 

power per unit bandwidth [25]. For the GPS L1 signal, one can consider the received signal 

power as the power of the original unmodulated carrier power (at the point of reception in a 

receiver) that has been spread by the PRN codes when transmitted from a satellite. We can 

express 𝐶/𝑁0 as follows: 

𝐶/𝑁0(𝑑𝐵 − 𝐻𝑧) = 𝐶 − (𝑁 − 𝐵𝑊) = 𝐶 − 𝑁0 = 𝑆𝑁𝑅 + 𝐵𝑊                                        (3.6) 
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Where𝐶 is the carrier power in  𝑑𝐵𝑊,  𝑁 is the noise power in 𝑑𝐵𝑚 or 𝑑𝐵𝑊 and  𝑁0 is the 

noise power density in 𝑑𝐵𝑚 − 𝐻𝑧 or  𝑑𝐵𝑊 − 𝐻𝑧. BW is the bandwidth of noise at the 

receiver end, the equivalent noise bandwidth of the last filter in a receiver’s RF front end. 

Typical values in a GPS L1 C/A code receiver for 𝐶/𝑁0range in between  35dB-Hz to 48dB- 

Hz and receiver front-end bandwidth range from 16MHz to  4MHz, assuming bandwidth is 

RF front-end is 4MHz, hence bandwidth in dB equal to  BW = 10*log (4,000,000) = 66dB  

𝑆𝑁𝑅 = 𝐶/𝑁0- BW => 𝑆𝑁𝑅~ (35-66) to (48-66) =>𝑆𝑁𝑅~ -31dB to -19dB 

In order to calculate𝐶/𝑁0, then, one must determine the carrier power and noise density at 

the input to the receiver. 

 Noise power density 

The sources of white noise in a GNSS receiver are usually described by the antenna and the 

receiver noise temperature [26]. The antenna temperature models the noise entering the 

antenna from the sky, whereas the receiver noise temperature models the thermal noise due 

to the motion of electrons within a device such as the ground-based receiver front-end. These 

noise sources specify the noise density, which can be described as follows [25]: 

𝑁0(𝑑𝐵𝑊/𝐻𝑧)= 10log10(𝑘𝑇)                                                                                         (3.7) 

Where k is the Boltzmann’s constant 1.38 x 10-23J/K and T is the typical surrounding 

temperature of the receiver. 

 GPS L1 signal at Receiver Input 

GPS L1 can be expressed as the following equation at the receiver's input. 𝐴𝑠 Is the 

amplitude of the received signal, C is the C/A, and d is the navigation data. 
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𝑟[𝑛] = 𝐴𝑠𝐶[𝑛 − 𝜏0]𝑑[𝑛 − 𝜏0] cos(2𝜋𝐹𝐿𝑛 + ∅0)                                                            (3.8) 

When code delay and the Doppler shift are accurately recovered, the useful signal can be 

expressed by equation 3.9, and this equation represents cross ambiguity function (CAF) 

evaluation.  

𝑅𝑦(𝜏0, 𝐹𝐿) =
1

𝑁
∑ 𝐴𝑠𝑐
𝑁−1
𝑛=0 [𝑛 − 𝜏0]

2𝑑[𝑛 − 𝜏0] cos(2𝜋𝐹𝐿𝑛 + ∅0) exp{−𝑗2𝜋𝐹𝐿𝑛}           (3.9) 

Where 𝐹𝐿 is the 𝐹𝑖𝑓+𝐹𝐷, intermediate frequency plus Doppler shift.  

 Simulation results 

Acquisition of the GPS L1 CA code is implemented in MATLAB code, and it was then 

tested under various 𝐶/𝑁𝑜 levels to compare it with the theoretical results. This section 

presents the graphs obtained after modelling input signal power level, front-end bandwidth 

and noise level in the receiver front end. The following simulation parameters are used to 

obtain these graphs: 

Table 3.3 Simulation Parameters 

Coherent Integration 1 millisecond 

Front-end filter bandwidth 4.76 MHz 

Sampling Frequency 5MHz 

CA code length 5000 samples 
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Figure 3.11 Equivalent Input SNR when front end BW=4.76MHz 

Input SNR to the receiver front is usually below -19dB and rises above the noise level after 

acquiring the 1-millisecond signal. Similarly, Figure 3.12 shows these simulation parameters 

and how an input SNR  at the receiver front end and SNR at the acquisition output are related. 

This last Figure 3.13 in this section depicts how input 𝐶/𝑁𝑜 of GPS L1 signal affect the 

output SNR at the acquisition unit. This simulation was carried out a few hundred times, and 

average the result to plot it. The SNR value in for a range of 𝐶/𝑁𝑜 (40-43) do not match the 

theoretical values. 
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Figure 3.12 Input SNR Vs. Output SNR 

The noise level is much higher than the signal; hence, more peaks are generated in the 

acquisition search grid, leading to wrong calculations. A better method needs to be 

implemented to model SNR calculation more accurately at the output of the acquisition unit, 

as described in chapter 4. 

The results and simulations in this section were performed to test the functionality of the 

Simulink-based GPS L1 simulator and perform realistic power level modelling at the 

receiver front end. Also provide insight into the relationship between SNR, 𝐶/𝑁𝑜 and 

equivalent noise bandwidth.  
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Figure 3.13 𝐶/𝑁𝑜 input Vs. Output SNR 

 Conclusions 

This chapter provides an outline of the GPS signal acquisition process. A brief overview of 

the structures of the three most common types of detectors is presented and discussed. The 

serial search, parallel frequency search and parallel code-phase search algorithms are 

implemented in MATLAB, and their functionalities were tested. This study led us to 

conclude that a non-coherent parallel code phase search detector performs better than its 

counterpart and can acquire a signal in a harsh environment. Unless explicitly stated 

otherwise, the non-coherent parallel code phase detector is used as the detector/estimator 

structure for the rest of this thesis. 
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Furthermore, both coherent and non-coherent detectors are investigated and how they work 

and are used to increase receivers' sensitivity when the input GPS signal is weak. It was 

demonstrated that retrieving a weak GPS L1 signal via a non-coherent detector using longer 

integration/dwell time, the receiver's sensitivity is significantly increased and able to achieve 

better performance. 

This chapter also presented the Front-end GPS L1 signal modelling and demonstrated the 

receiver end's noise and signal strength level. This chapter also gives insight into the 

performance evaluation parameters used throughout this research. 
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Chapter 4   

 

CONTINUOUS WAVE 

INTERFERENCE AND COMPLEX 

ADAPTIVE NOTCH FILTERS 

 

The GNSS signal uses a Direct Sequence Spread Spectrum (DS-SS) signal which integrates 

some level of anti-jamming capability in the structure of the signal itself. However, due to 

fact, the power level of the GPS signal on the surface of the earth typically ranges from -

160dBW to -156dBW for C/A code, which is considered to be a very weak signal, well 

below the thermal noise floor. Hence, it is easy for the interference signal to overcome the 

inherent jamming protection of the DS-SS signal. An interference signal in the main lobe of 

the C/A code makes it difficult for the acquisition module to track the peak of the correlation 

function.  

In this chapter, various kinds of interference signals are modelled, and their effect on GPS 

signal processing is discussed. Moreover, it reviews different interference mitigation 

strategies in the literature, and a system-level model is proposed based on multi-stage 

complex adaptive notch filters.  
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 Continuous Wave Interference 

Jamming and Anti-Jamming of the Global Navigation Satellite System (GNSS) have become 

a hot research topic due to the fast-evolving GNSS technology and its rapid growth for 

consumer-based applications. Due to the extremely low power of the GNSS signal received 

on the surface of the earth. GNSS signal is prone to slight RF interference directed to any 

GNSS receiver. Its effect on the received GNSS signal is unpredictable and severely 

degrades the quality of the signal, making it impossible for the receiver to acquire and track 

it.  

Radio Frequency Interference (RFI) can be intentional or unintentional, and its influence on 

the GNSS system is multi-dimensional. So far, the framework of this research is limited to 

the analysis of interference caused by the communication system, Continuous Wave 

Interference (CWI) and chirp-type interference from various digital devices (Jammers).   

It is essential to differentiate between types of interference, either wide-band or narrow 

interference. Interference can be wide-band for the C/A code, but if the same interference is 

compared with a long P(Y) code is referred to as a narrow-band interference. The wide or 

narrow band merely depends on the GPS signal's bandwidth. C/A and P(Y) have respective 

power spectral densities of 2.046 MHz and 20.46 MHz. Intentional jamming is categorized 

as spoofing and jamming. Spoofing is the transmission of a fake version of a GNSS signal 

with more strength to deceive the receiver; hence, the GNSS receiver report incorrect 

position and timing data. On the other hand, jammers use high-power fake data modulated 

on the carrier wave within the bandwidth of the GNSS signal. The researchers conducted an 

extensive analysis of jammer signals. From its analysis, any jamming signal can be modelled 

by linear frequency modulation, meaning that instantaneous frequency sweeps a range of 
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frequencies in a very small duration, usually microseconds targeting the entire GNSS band 

to jam signal [48]. 

As described in the initial chapter, the GNSS signal is transmitted with Direct Sequence 

Spread Spectrum (DSSS) modulation. DSSS modulation strengthens the GNSS signal 

against unintentional interference, but its robustness degrades if the power of the interference 

is high and present for a long time. Any interference signal model as pure sinusoidal is 

classified as Continuous Wave Interference. These kinds of signals are present in almost 

proximity of any GNSS device. CWI can be emitted from a wide range of electronic devices 

that compromise the local oscillator to transmit or receive the data. All these disturbing 

signals with comparatively high power can affect the performance of the GNSS receivers in 

terms of the acquisition and tracking of GNSS signals, reducing the precision of the GNSS 

receivers.  

 CWI Modelling in MATLAB 

Jammers can radiate a variety of different types of interferences signal. The main focus of 

this research is on continuous wave interference signals such as the following interference 

signal: 

 Continuous Wave Narrowband Interference 

 Complex Sinusoidal Wave Interference 

 Real Chirp-Type Interference (Single or Multi Saw-tooth function) 

 Complex Chirp-Type Wave Interference (Single or Multi Saw-tooth function) 

Above mentioned interference is the most common type of interference emitted by the 

commercially available jammers in the market. These types of jammers can be easily 

plugged into the cigarette lighter of the car and generate a variety of narrowband and 

wideband interference signals. 
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 Continuous Wave Narrowband Interference Real and 

Complex Sinusoidal 

Sections 4.2.1 and 4.2.2 of this report demonstrate the modelling of various interference 

signals in MATLAB. Figure 4.1 shows the simulation of the instantaneous frequency of 

narrowband CWI with fixed frequency and can be represented by the following equation.  

𝑗𝑖𝑛𝑡(𝑡) = √2𝑃𝑖cos (2𝜋𝑓𝑖𝑛𝑇𝑠 + 𝜃𝑖)      Where amplitude is,  𝐴𝑖 = √2𝑃𝑖                         (4.1) 

Hence, 

𝑃𝑖, is the power of the narrow band CWI 

𝑓𝑖, is the interference frequency. 

𝜃𝑖 , is the initial random phase of the interference 

𝑇𝑠, is the sampling frequency 

Figure 4.1 Modelling of continuous wave interference 

Such a jammer type consists of a voltage control oscillator (VCO) that generates a single 

sinusoidal tone with constant frequency and costs less than £10 on the market. On the other 
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hand, some jammers can even generate a sophisticated jamming signal within the frequency 

spectrum of GNSS signals.  Since narrowband and chirp-type of jammers are readily 

available at low cost, hence pose severe threats to GNSS signals functionality. 

Similarly, a complex continuous wave interference can be modelled. A complex sinusoidal 

signal has both real and imaginary components. It can be expressed as follows. 

𝑗𝑖𝑛𝑡[𝑛] = 𝐴𝑖𝑒𝑥𝑝{𝑗2𝜋𝑛𝑓𝑖𝑇𝑠 + 𝜃𝑖}, where power is equal to  𝑃𝑖 = √  𝐴𝑖                      (4.2) 

Further, equation 4.2 can be decomposed to equation 4.3 using Euler identity. Figure 4.3 

shows the 3D plot of the complex sinusoidal versus time and its projections onto the real and 

imaginary coordinate planes.  

 

 

Figure 4.2 Complex Sinusoidal and its projections 

𝑗𝑖𝑛𝑡[𝑛] = 𝐴𝑖 cos(2𝜋𝑓𝑖𝑛𝑇𝑠 + 𝜃𝑖) + 𝑗𝐴𝑖sin(2𝜋𝑓𝑖𝑛𝑇𝑠 + 𝜃𝑖)                                                (4.3) 



68 

 

 Real and Complex Chirp-type Interference 

Chirp-type signals are the most popular type of jamming signal used by civil jammers. They 

turn out to be very effective and completely blank out the GNSS receiver, hence unable to 

acquire the useful signal. Chirp-type interference consists of a sinusoidal signal whose 

frequency is repetitively swept across a specific bandwidth range. Real and complex chirp 

signals can be mathematically expressed as equations 4.4 and 4.5. 

𝐽𝑅𝑒𝑎𝑙−𝑐ℎ𝑖𝑟𝑝[𝑛] = √2𝑃𝑖cos (2𝜋𝑓𝑐ℎ𝑖𝑟𝑝(𝑡)𝑛𝑇𝑠 + 𝜃𝑖)                                                           (4.4) 

𝐽𝐶𝑜𝑚𝑝𝑙𝑒𝑥−𝐶ℎ𝑖𝑟𝑝[𝑛] = 𝐴𝑖𝑒𝑥𝑝{𝑗2𝜋𝑛𝑓𝑐ℎ𝑖𝑟𝑝(𝑡)𝑛𝑇𝑠 + 𝜃𝑖}                                                      (4.5) 

Where 𝑓𝑐ℎ𝑖𝑟𝑝(𝑡) is the instantaneous frequency of the chirp signal at time 𝑡 and mainly a 

linear saw-tooth function of the time, as shown in Figure 4.3. This kind of interference signal 

can be classified as a wideband interference because it sweeps almost the entire GPS L1 

frequency band many times during a single coherent acquisition of a millisecond of the GPS 

L1 signal. 

 

 

 

 

Figure 4.3 Time-Frequency representation of a linear saw-tooth chirp signal 

Figure 4.4 and 4.5 show the time-frequency evolution of complex and real chirp interference 

signal with multiple saw-tooth 𝑓𝑐ℎ𝑖𝑟𝑝(𝑡) function modelled in MATLAB. 

Frequency 

(Hz) 

Time (s) 

𝑇𝑠𝑤𝑒𝑒𝑝 

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 
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Figure 4.4 Complex chirp signal time-frequency representation of instantaneous frequency 

as a function of time 

Figure 4.5 Real chirp signal time-frequency representation of instantaneous frequency as a 

function of time 
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 Jamming to Noise Ratio (JNR) 

In order to evaluate the performance of any anti-jamming algorithm, it is important to 

determine the jamming-to-noise ratio (JNR), which is defined as [49] 

𝐽𝑁𝑅 = 10 log10 (
𝑃𝑖

𝑃𝑛
)                                                                                                        (4.6) 

𝑃𝑖 and 𝑃𝑛 are the respective power of the jamming signal and the noise. The power of the 

interference with respect to noise variance is defined by the Jammer to Noise ratio, which 

can be mathematically represented by equation 4.7. 

𝐽𝑁𝑅 =  
𝐽

𝑁
 =  

1

2
𝐴𝑖
2

𝜎𝑛
2  = 

𝐴𝑖
2

2𝐵𝐼𝐹𝑁0
 = 

𝐴𝑖
2

𝐹𝑠𝑁0
                                                                                   (4.7) 

Where 𝐴𝑖 the amplitude of narrow is band CWI, 𝑁0is the noise per unit bandwidth, 𝐹𝑠 is the 

sampling frequency and 𝐵𝐼𝐹 is the bandwidth of the front-end filter. Where  𝜎𝑛
2 is the 

variance of the noise and equal to: 

𝜎𝑛
2 = 𝐵𝐼𝐹𝑁0                                                                                                                      (4.8) 

 

This section presents the modelling of narrowband CWI through the acquisition chain and 

its implications on the acquisition scheme's Cross-Ambiguity Function (CAF). The focus of 

this chapter is to consider the impact of CWI on CAF with coherent integration of one period 

of code phase, 1ms of data. When fixed frequency CWI is present as interference, it can be 

expressed by following Equation 4.9 

𝑗𝑖𝑛𝑡(𝑛) = √2𝑃𝑖cos (2𝜋𝑓𝑖𝑛𝑡𝑠 + 𝜃𝑖)       Where amplitude is,  𝐴𝑖 = √2𝑃𝑖                       (4.9) 

Hence, 

𝑃𝑖 is the power of the narrow band CWI 
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𝑓𝑖 is the frequency interference. 

𝜃𝑖is the initial random phase of the interference 

JNR parameter is used to analyse the performance of 1st, 2nd and 3rd order complex notch 

filters with different Jamming to Noise ratios applied to the GPS L1 signal generator model 

developed in chapter 2.  

Figure 4.6 illustrates the PSDs of both GPS L1 and CWI. PSD of CWI is simply two lines 

within the main lobe of the GPS L1 signal. Interference is considered NW-CWI for GNSS 

signal if the frequency is below 1MHz [46]. 

Figure 4.6 Illustration of Normalized PSD of CWI and C/A code 
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 Detection and Mitigation 

There has been extensive literature on the detection and mitigation of CWI, such as [49-53]. 

Before applying any interference cancellation techniques, it is required to detect the 

interference and its types. Interference can be of the following four types: 

• Narrow-band or Wideband CWI 

• Pulsed wave interference 

• Narrow-band Gaussian interference 

• Time-varying interference 

The detection scheme used before correlation uses automatic gain control (AGC) prior to 

analogue to digital conversion (ADC). The interference detection techniques based on AGC 

depend on the fact that the AGC is driven by the ambient noise or the interference signal 

rather than the GNSS signal power. Likewise, the variation of AGC gain can be used to 

detect interference [53]. If the interference-to-noise ratio can be calculated accurately, as 

shown in [53], this information can be utilized to adaptively configure the tracking and 

acquisition units. But the performance of the AGC detection scheme degrades when the 

interference power is comparably closer to the input noise [53]. Many other detection 

methods are reported in the literature [54], but their performance is limited by operating 

location, receiver front-end effects and receiver processing time constraints.  

Interference mitigation techniques can be grouped into four main categories, time domain, 

frequency domain, time-frequency domain and spatial-time domain [54]. Then further 

classified as pre-correlation and post-correlation mitigation techniques. Techniques such as 

pulse blanking, adaptive notch filter and null steering are employed before the signal is fed 

into the acquisition block. And on the other hand, techniques such as vector tracking loops 
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and expanded adaptive code loops are used post-correlation. The post-correlation techniques 

can be employed within the acquisition and tracking loop of the GNSS receiver. Post-

correlation mitigation techniques detect interference based on estimated 𝐶/𝑁𝑜 after the 

acquisition unit. If the estimated 𝐶/𝑁𝑜 have small variance compared to the mean of the 

estimated   𝐶/𝑁𝑜 then interference is considered to be absent; otherwise, if the variance is 

significant around the mean of 𝐶/𝑁𝑜, then it means interference is present.  

In the [51], the authors have extensively analysed different sources of interference and 

determined the distance between the GNSS satellite signal and the interference. As 

mentioned so far, the presence of interference in the GNSS frequencies band is highly 

undesirable because it impairs the performance of the acquisition and tracking unit of the 

receiver. Various kinds of interference cancellation techniques for GNSS systems were cited 

and analysed. These techniques have pros and cons; some methods are very effective but 

highly complex to realize on hardware and with extra cost. On the other hand, the simplest 

and most cost-effective techniques do not meet modern-day jamming or interference signal 

devices. Hence they underperform due to the lack of ability to respond promptly to incoming 

interferences and keep tracking them. Detection and mitigation analysis is made using fixed 

and complex adaptive notch filters in this research work. It holds a balance between 

implementation, cost, interference extraction and preserving the rest of the GNSS signal 

compared to other counterpart techniques when mitigating complex CWI or chirp-based 

interference [55]. 

 Digital Notch Filters 

This section overviews different classes, types of notch filters, and a brief literature review. 

Notch filters and adaptive notch filters have been around for many years. Over the years, the 

structural realization and implementation of a finite response filter (FIR) have been 
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developed into well-defined and efficient algorithms. Nevertheless, implementing the digital 

filter as infinite impulse response (IIR) structure is mind-boggling and not fully understood. 

Like classic leakage integration examples in old-school DSP books, the IIR structure applies 

feedback from its output, reducing the filter's length and providing an excellent response per 

computational burden compared to FIR digital filter. Hence, this feedback tends to make the 

IIR filter unstable if the IIR filter is not properly constrained. On the other hand, FIR filters 

are incredibly stable and more reliable in the sense of stability. 

Similarly, suppose one has to design a filter with a steep cut-off frequency. In that case, FIR 

filters require far more taps to meet the desired filter specification and response than 

designing the same filter with an IIR structure. A notch filter must have a very thin stop band 

or notch region. Therefore, notch filter design and implementation as an IIR structure give 

an edge over its FIR structures. 

• Less computational  

• Low cost 

• Less number of parameters to adapt (in case of adaptive notch filter) 

• Minimal design 

An ideal notch filter response can be modelled as in equation 4.10. With a bandwidth of zero 

and gain of one in the pass-band region [56] 

𝐻𝑁𝐹(𝑧) = {
0, 𝑓 = 𝑓𝑖
1, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

                                                                                              (4.10) 

A notch filter passes all the frequencies except those in the stopband region (the notch). Here 

in this research, IIR notch filters are the centre of gravity, and IIR notch filters can be 

implemented in different forms such as lattice structure [56], constrained and unconstrained 

zeros [40], and bilinear-second-order IIR notch filters [58]. 
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 Why IIR complex adaptive notch filters? 

This research aims to develop interference mitigation algorithms for GNSS signals for 

various types of interference signals, such as CWI, single and multiple complex sinusoidal, 

and complex chirps.  

Extensive literature is available on the adaptive notch filter. FIR filter’s structure, 

implementation, and realisation in terms of hardware have matured over the years. However, 

IIR digital filter’s structure is still the centre of research for DSP engineering as they are not 

fully understood. FIR digital filter has all feedforward coefficients, and it is unconditionally 

stable. On the other hand, IIR filter structure feedbacks its output into the structure, and this 

feedback tends to become unstable unless some precautions are taken. However, this 

feedback reduces the IIR filter's length and produces a more specific response per 

computation.  

Numerous adaptive notch filter structures are reported in the literature [59-62] for different 

applications. However, very little work has been published on complex adaptive notch 

filters, most recently wheeler [63], famous regalia’s CANF structure [64] and numishra’s 

[62] direct form structure. This motivated and provided groundwork for developing aspects 

of complex adaptive notch filters capable of tracking CWI, single and multiple complex 

sinusoidal and complex chirp types of interference, with GNSS receiver-specific 

applications. The complex adaptive notch filter is a field still unexplored. More work needs 

to be done to realize them by creating a new type of structure, adapting the notch bandwidth 

parameter in the structure, improving the performance by implementing stochastic search 

methods and finally, considering tracking complex chirp-like signals. This makes complex 

adaptive filters attractive for complex sinusoidal and chirp-like interference.  
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Why would CANFs be used? This question can be asked; the answer is that CANF employs 

simple structures that can be implemented efficiently on the hardware providing high 

performance.  

 The designs and structure in the following [59-64] are based on simple adaptation 

algorithms and have less computational complexity. Thus it is canonic in the number 

of multipliers and delay elements 

 Structures can be easily replicated to facilitate the tracking of multiple interference 

signals 

 As this design is based on a structurally ARMA prototype [64] and an all-pass 

prototype and  this solution provides flexibility from the implementation point of 

view  and gains enhancement; therefore, the signal cannot be detrimentally changed, 

even if there is an error in the algorithm 

 ANFs can mitigate wideband interference and provide Signal-to-Noise Ratio (SNR) 

performance enhancement, hence improving the performance. 

 This technology provides numerically robust solutions 

 First-order Notch Filter- A Brief Demo 

First-order complex notch filter transfer can describe by equation 4.5. Considering 

expression 4.5 𝑧0 is the location of zero on the z-plane, and it is required to mitigate the 

interference and  𝑘𝛼𝑧0  is the pole location and value of 𝑘𝛼 have to be between 0 and 1 to 

guarantee stability. 𝑘𝛼  Parameter can be further changed to different values to vary the notch 

bandwidth. 𝑘𝛼Is also called the pole contraction factor. It controls the bandwidth of the notch 

and interference mitigation level. Implementation of a notch filter can be further divided into 

two categories fixed notch filter and adaptive notch filter. Preliminary analysis is made using 
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fixed notch filters where interference frequency is known before the interference mitigation. 

The following transfer function represents the first-order notch filter. 

𝐻𝑁𝐹(𝑧) = 
1−𝑧0𝑧

−1

1−𝑘𝛼𝑧0𝑧
−1

                                                                                                     (4.11) 

 𝑧0 is the complex zero 

 𝑘𝛼 is the parameter to adjust the notch bandwidth 

As the first-order notch filter is complex and is designed to filter out complex sinusoidal 

signal interference, which can be modelled as  

𝑗𝑖𝑛𝑡[𝑛] = 𝐴𝑖𝑒𝑥𝑝{𝑗2𝜋𝑛𝑓𝑖𝑇𝑠 + 𝜃𝑖}                                                                                   (4.12) 

Figure 4.7 shows the frequency response of the complex notch filter with different values of 

𝑘𝛼. For smaller the value of 𝑘𝛼 (0.60) the notch width is wider, as shown by the blue dash 

line when the value of 𝑘𝛼 is changed to 0.90, the notch width gets narrower. The narrow 

notch width is more desirable because it limits its effect on useful signals and preserves the 

information. If the wider width is used to remove CWI from the signal, it excises useful 

information and degrades the output SNR and performance of the system.  
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Figure 4.7 Response of Notch Filter different values 𝑘𝛼 

Figure 4.8 Complex sinusoidal signal and its removal by the complex notch filter 
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IIR Notch filter has a drawback, as it has a non-linear phase it affects the cross-ambiguity 

function (CAF) of the acquisition search grid. The cross-ambiguity function (CAF) is 

evaluated in the acquisition module of the receiver to detect the satellite and estimate its 

parameters, such as Doppler shift and code phase delay. Hence following few simulations 

shows how CAF get distorted by Notch filters. This distortion can lead to the wrong 

estimation of the Doppler shift and code phase delay of the C/A code. The correlation 

between incoming GPS L1 signal and local C/A code is a 2D correlation-based process, and 

its output function is called the ambiguity function (AF). The AF is calculated for each PRN 

code across all possible combinations of replica code offset and range of Doppler shift 

commonly between -5 kHz to 5 kHz. In order to acquire an available satellite signal, the 

maximum absolute value of the resulting AF is compared with the predefined threshold. As 

mentioned earlier, the notch filter introduces distortion and de-shapes the CAF, which is no 

Figure 4.9 Distortion of CAF after notch filtering 
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Figure 4.10 CAF distortion by second-order filter 

more symmetric, as illustrated in Figures 4.9 and 4.10. Since CAF is no more symmetric, it 

introduces biased in the code phase delay estimate. This distortion introduced by the notch 

filter depends on the notch's central frequency and bandwidth. If the centre frequency of the 

notch filter lies on the main lobe of the GPS L1 signal, it excises a significant chunk of the 

GPS signal leading to high distortion in CAF function. Incorrect code phase delay estimation 

produces an error in the tracking loop of the GNSS receiver. Hence post, notch filtering 

requires extra processing to compensate for bias [71] and minimize these errors. 
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 Performance Analysis Metrics 

In order to analyse and evaluate the performance of the interference mitigation algorithms 

following metrics were utilized: 

1. SNR of Acquisition Search Grid: The acquisition of all GNSS systems is based on 

evaluating and processing the cross-ambiguity function. Mathematically represented as 

equation 4.13. This is discussed in detail in chapters 2 and 3 of the thesis. It illustrated in 

chapters 2 and 3 as plots of the acquisition search grid  

𝑆(𝜏, 𝑓𝐷) =  
1

𝑁
∑ 𝑟𝑁−1
𝑛=0  [𝑛]𝑐[𝑛 − 𝜏]𝑒−𝑗2𝜋𝑓𝐷𝑛                                                                 (4.13) 

 𝑟[𝑛]  is the received satellite signal 

 𝑐[𝑛 − 𝜏] is the local replica of the C/A 

 𝜏 𝑎𝑛𝑑 𝑓𝐷  are the code phase delay and the Doppler frequency 

𝑟[𝑛] = 𝑠[𝑛] + 𝑗𝑖𝑛𝑡[𝑛] +  𝜂[𝑛]                                                                                        (4.14) 

 𝑠[𝑛] is the GPS L1 signal 

 𝑗𝑖𝑛𝑡[𝑛] is the interference signal with unknown amplitude and frequency 

 𝜂[𝑛] is white Gaussian noise with zero mean and variance𝜎𝑛
2. 

In an ideal scenario, after evaluation of CAF, it should present with a well-defined sharp 

peak, and the values of the peak corresponding to delay 𝜏 and Doppler frequency  𝑓𝐷 of the 

satellite in space. Indeed, due to noise variation and GPS L1 signal degrade further when it 

travels through space and the earth's atmosphere. Hence the CAF peak is not prominent, or 

a false peak arises due to an interference signal, then it requires further processing to extract 

the peaks and their values (𝜏 𝑎𝑛𝑑 𝑓𝐷), such as non-coherent longer integration as specified 

in chapter 3. One of the basic and still power metrics that can evaluate the strength of the 
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signal is the SNR at the output of the acquisition block.  SNR in the CAF can be calculated 

[65] by equation 4.15.  

𝑆𝑁𝑅(𝑑𝐵) = 10𝑙𝑜𝑔 [
max [𝑆(𝜏,𝑓𝐷)]−𝑚𝑒𝑎𝑛[𝑆(𝜏,𝑓𝐷)]

𝑠.𝑡.𝑑[𝑆(𝜏,𝑓𝐷)]
]                                                             (4.15) 

2. Acquisition Figure of Merit  𝜌𝑚𝑎𝑥: In chapter 3 peak-to-floor ratio was introduced, where 

𝜌𝑚𝑎𝑥 is somewhat similar. It is employed in all GNSS receivers' acquisition systems to 

determine whether the correct peak is evident or not. As the useful signal degrades because 

of the interference signal, it becomes hard to search or pinpoint the correct peak due to the 

introduction of many fake peaks while evaluating the CAF. The acquisition Figure of merit 

is computed simply by taking the ratio of the maximum peak value of CAF max{ 𝑆(𝜏, 𝑓𝐷)}  

and the second largest peak value. In many literatures [52] it assumed and stated as long as 

the ratio between two peaks is above two, the value of max{ 𝑆(𝜏, 𝑓𝐷)}  is considered as a 

correct peak. 

𝑃𝑒𝑎𝑘𝑟𝑎𝑡𝑖𝑜 =.
|𝑅max𝑝𝑒𝑎𝑘|

𝑒𝑐𝑜𝑛𝑑𝑚𝑎𝑥𝑝𝑒𝑎𝑘(|𝑅𝑛𝑜𝑖𝑠𝑒 𝑓𝑙𝑜𝑜𝑟|)
> 2                                                  (4.16) 

3. SINR-Improvement after Notch Filtering: This criterion is used to evaluate the 

performance of the proposed interference mitigation algorithm.  It actually represents the 

improvement of signal-to-interference-plus-noise ratio (SINR) and is calculated [66] using 

equation 4.17.  

𝑆𝐼𝑁𝑅𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 = 10log [
𝐸(|𝑟[𝑛]−𝑠[𝑛]|)2

𝐸(|𝑦[𝑛]−𝑠[𝑛]|)2
]                                                                   (4.17) 

Where 𝑟[𝑛] is the filter(fixed notch or ANF)  input, 𝑠[𝑛] is the actual baseband GPS L1 

signal, 𝑦[𝑛] represents the output of the interference mitigation filter and 𝑟[𝑛] is received 

signal with additive Gaussian noise and interference signal. 
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4. Mean Square Error: The usefulness or quality of the retrieved signal is determined by its 

mean square error [52] and provides insight into the effectiveness of the interference 

mitigation technique for removing interference from the useful signal. In equation 4.18 𝑦[𝑛] 

is the output of the notch filter and 𝑠[𝑛] is the baseband GPS L1 signal.  

𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒 𝐸𝑟𝑟𝑜𝑟 =
1

𝑁
∑ (𝑦[𝑛] − 𝑠[𝑛])2𝑁
𝑛=1                                                             (4.18) 

 

Figure 4.11 System block representation of the calculation of output SNR 

Figure 4.12 shows the performance of the first-order complex notch filter with different input 

interference (CWI with fixed frequency) power levels with JNR from 5dB to 60dB. Each 

simulated data is run 100 times and with noise power of 110dBm and input, 𝐶/𝑁𝑜 was kept 

constant at 39dB, considered a weak GPS L1 signal. As long as the output SNR of evaluated 

CAF is above 10dB, it is considered that the received signal is acquirable by the acquisition 

module [65]. If the output SNR is between 10dB to 11dB, the received signal requires further 

processing, in this case, longer integration time in the acquisition module as mentioned in 

chapter 3; in this particular simulation, 4ms of non-coherent acquisition is carried out.  
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Figure 4.12 Output SNR in dB vs JNR for 1st Order Complex filter with 𝑘𝛼=0.88 and 𝐶/𝑁𝑜 

39dB 

Figure 4.13 MSE in dB at the output of 1st order CNF Vs. JNR 
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It can be observed from Figure 4.12 that as the JNR increases, the output SNR decreases and 

degrade the performance of the first-order notch filter. Under this condition, the first-order 

CANF filter performs well and can attenuate the interference signal as long as the input JNR 

is below 26dB, shown in Figure 4.12 as a circle marked on the plot. 

Figure 4.13 shows the simulation results of the mean square error (MSE) at the output of the 

CANF. This plot shows that MSE increases rapidly (exponentially) once the input JNR 

power level is above 26dB and 1st-order CANF underperforms after this point, establishing 

the relationship between output SNR and MSE. As the MSE gets bigger, the evaluated CAF's 

output SNR is degraded severely. It also provides evidence that the notch depth (attenuation) 

is not deep enough to counter high-power CWI interference.  

In order to determine the Acquisition Figure of Merit, the GPS L1 signal of eight different 

satellites (PRN=1,11,14,20,22,23,31, and 32) was generated and combined with CWI 

interference signal added to it and fed into CANF and then processed by acquisition block. 

Acquisition block search for each satellite’s PRN code one by one and determine the value 

of 𝜌𝑚𝑎𝑥 for each of the satellite. If the value of 𝜌𝑚𝑎𝑥 is above two for any of the satellites, it 

means the signal of that satellite is visible and can be acquired by acquisition block.  
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Figure 4.14 (a) 𝜌𝑚𝑎𝑥 for acquired satellite after mitigation (b) None of the satellites is 

acquired as 𝜌𝑚𝑎𝑥<2 due presence of interference signal with JNR of 20bB  

In Figure 4.14 (b) the 𝜌𝑚𝑎𝑥 values for all 32 satellites is almost one, and none of the satellite’s 

signals can be acquired due presence of CWI interference signal with JNR of 20dB. The 

same simulated signal with CWI interference is processed through CANF and 𝜌𝑚𝑎𝑥 values 

were determined. The 𝜌𝑚𝑎𝑥 values for PRN, 1, 11, 14, 20, 22, 23, 31, and 32 are well above 

the threshold (𝜌𝑚𝑎𝑥 > 2) and satellite with these PRN can be acquired, as shown in 4.14 (b) 

and tracked by the receiver. 
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 Complex Notch Filters: Higher Order 

Analysis and excision of the CWI and complex sinusoidal signal using 1st order complex 

notch filter (CNF) leads to the following conclusion 

 First, order CNF filter  underperformance if the value of JNR is above 25 dB; hence 

GPS L1 signal is unable to acquire via acquisition block 

 To mitigate  high power CWI and complex sinusoidal signal, it requires a notch filter 

with a deeper notch and tighter notch bandwidth 

 In literature [48],[49], and [55], the applicability of ANF and validity of its 

performance for mitigation of CWI is carried out without providing a structural 

implementation on actual  hardware such as FPGA and addressing issues such as 

quantization of data and round-off noise and  quantization of coefficients of ANF 

 The performance of first-order CANF further degrades if its coefficient is quantized 

These reasoning became the primary motivation for further analysis of higher-order CNF. 

Incorporate them together so that, depending on the JNR power level system, it can decide 

which CNF can be used for efficient excision of CWI interference without harming or 

distorting the actual useful signal. This section of the research focuses on the performance 

of the Notch filter up to order 6.  

Table 4.1 Transfer Function of First, Second and Third-Order Notch filter 

First-order 
𝐻𝑁1(𝑧) =

1 − 𝑧0
∗𝑧−1

1 − 𝑘𝛼𝑧0∗𝑧−1
 

Second-order 
𝐻𝑁2(𝑧) =

1 − 𝑧0
∗𝑧−1

1 − 𝑘𝛼𝑧0∗𝑧−1
×
1 − 𝑧0

∗𝑧−1

1 − 𝑘𝛼𝑧0∗𝑧−1
 

Third Order  
𝐻𝑁3(𝑧) =

1 − 𝑧0
∗𝑧−1

1 − 𝑘𝛼𝑧0∗𝑧−1
×
1 − 𝑧0

∗𝑧−1

1 − 𝑘𝛼𝑧0∗𝑧−1
×
1 − 𝑧0

∗𝑧−1

1 − 𝑘𝛼𝑧0∗𝑧−1
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Mathematically higher order complex notch filter can be represented as the following 

equation 

𝐻𝑁𝑡ℎ 𝑂𝑟𝑑𝑒𝑟(𝑧) = (
1−𝑧0

∗𝑧−1

1−𝑘𝛼𝑧0∗𝑧−1
)
𝑁

                                                                                         (4.19) 

 𝑤ℎ𝑒𝑟𝑒 𝑧0
∗ = 𝑒−𝑗2𝜋𝑛𝑓𝑛    𝑎 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑧𝑒𝑟𝑜 

 𝑓𝑛is normalized notch frequency 

 𝑁 is the order of the notch filter 

In the following section, two sets of the simulation were carried out for the first, second and 

third-order complex filter. In the first case 𝑧0
∗ and 𝑘𝛼  were kept the same for the three filters 

and these filters have different notch widths, as shown in Figure 4.15 (a). Then SNR versus 

JNR plot is obtained to find out what is the maximum level interference each of the complex 

notch filters can attenuate for fixed 𝑘𝛼 for all the filters. In the second case 𝑘𝛼 is changed 

such that each of the three filters has the same 3dB bandwidth, as shown in Figure 4.15 (b). 
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Figure 4.15 (a) Different 3dB bandwidth of three complex notch filter. (b) All three filter 

with the same 3dB bandwidth 

Case I: Simulation Parameters and Results  

Table 4.2 Simulation Set-Up Parameters 

Parameters  

Fs 5MHz 

𝐶/𝑁𝑜   44dB-Hz 

JNR 5-60dB 

IF 1.25MHz 

Data length in the millisecond 4ms 

No. of non-coherent integration 4 

Complex Sinusoidal Interference Frequency 1.759MHz 

Pole Contraction Factor 𝑘𝛼 0.92 
 

The simulation results in Figure 4.16 shows the performance of the 1st, 2nd and 3rd notch 

filter in terms of output SNR in dB with simulation parameters in table 4.1. The working 

threshold for 1st, 2nd and 3rdare 26dB, 46dB and 51dB, respectively, as marked with circles 

Case I : Different 3dB bandwidth but 

same 𝑧0
∗ and 𝑘𝛼  for all three filter 

Case II : same 3dB bandwidth  

and different  𝑘𝛼  for all three filter 
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in Figure 4.16. One of the future research goals is to develop a parameterizable notch filter 

that can switch from lower to higher order depending on the input JNR level.  The proposed 

system-level model is illustrated in Figure 4.17. The regions marked by three rectangle labels 

with numbers 1, 2 and 3 in Figure 4.16 indicate respective regions when the 1st, 2nd  and 3rd 

notch filters have to be active to remove the CWI interference. It can be observed from 

Figure 4.16 first-order complex notch filter has higher SNR compared to that of the 2nd order 

notch filter for JNR levels up to 11dB and up to 7dB for the 3rd order notch filter. 

The notch width of the complex first-order filter is narrower than that of 2nd and 3rd order 

(refer to Figure 4.15 (a). Hence narrow bandwidth means a small portion of the useful signal 

is excised along with interference, and the depth is deep enough to attenuate the interference 

level of 11dB. But as the interference level increases above 11dB, 1st notch filter cannot 

sustain its performance. Output SNR steeply descends because the notch depth is not deep 

enough to attenuate the high-power interference signal completely. Similarly, for the 2nd 

order complex notch filter, the output SNR start dropping down (in a controlled manner) 

when the JNR level gets above 30dB, but this drop is not as rapid as for the 1st notch filter. 

It can be concluded that a higher-order notch filter performs better when the JNR power 

level is more. As aforementioned, notch bandwidth plays an important role, and there has to 

be some trade-off between the filter order, notch depth and notch bandwidth. In the 

simulation, the value of 𝑧0
∗ and 𝑘𝛼 were predetermined. Position of 𝑧0

∗ on the unit circle 

corresponding to the frequency of the narrowband CWI interference and the value of the 

pole contraction factor is 𝑘𝛼 =0.92.  As the value of 𝑘𝛼 is the same for all three notch filters, 

the corresponding 3dB notch bandwidth is different for all three filters. It is shown in Figure 

4.15(a), using the same  𝑧0
∗ and 𝑘𝛼 for each first, second and third notch filter, all three 

filters have different 3dB bandwidths. As we increase the order while keeping the 𝑧0
∗and  𝑘𝛼  

the same 3dB bandwidth expands for the subsequent order. 
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Figure 4.16 Output SNR Vs. Order of Notch filter with the same 𝑧0
∗ value for all the notch 

filter 

Figure 4.17 Proposed System-Level Model 

 

1 

 

2 

 

 

 

 

 

3 
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 Reason for keeping the values of 𝑧0
∗ and  𝑘𝛼 same to ease the structural implementation of 

the parameterizable notch filter. Depending on the incoming interference power, that can 

easily switch from one order to another. Simply by using the coefficient of a complex first-

order filter, the algorithm can be developed using iterative methods to calculate the 

coefficients of a second and third-order notch filter for mitigating the high-power 

interference. 

Figure 4.18 (a) Order of Notch filter and corresponding frequency response and notch depth 

but width different 3dB bandwidth. (b) Zoomed in version of (a). 

Simulation Results for Case II: All three notch filters have equal 3dB notch bandwidth. 

The simulation parameters are the same as in the previous section, except that value of 𝑘𝛼 

for three complex notch filters are different such that each filter has the same 3dB notch 

bandwidth, as shown in Figure 4.15(b).  

Table 4.3 Value of 𝑘𝛼 for corresponding Order of notch filter to attain the same 3dB notch 

bandwidth for all three filter 

𝑘𝛼 Order of filter 

0.84 1 

0.89 2 

0.92 3 
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Figure 4.19 Filters Performance with equal 3dB bandwidth 

All three notch filters have an output SNR of 15dB for JNR of 5dB, as shown in Figure 4.19. 

As they have the same notch bandwidth, the equal amount of useful signal along with the 

interference is excised. All three notches are deep enough to attenuate interference at the 

JNR of 5dB. Therefore, the output SNR is the same for all of them, which is 15dB. The 2nd 

and 3rd order notch filter has the same output SNR for JNR up to 13dB; from that point 

onward, as the interference power increases, the SNR for the 2nd order notch filter decreases, 

hinting that the notch attenuation capability of 2nd order is not good enough. From this 

simulation results, it can be concluded that if the notch bandwidth is equal for all three notch 

filters, the output SNR depends upon the on-attenuation level of the notch depth.  
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As the three filters have different values of 𝑘𝛼 from an implementation point of view, it will 

require more hardware resources and complicate the hardware realisation. The target is to 

design and implement a less power-hungry system and reduce hardware structural 

complexity for the higher-order notch filter.  

Figure 4.20 Effect of coefficients quantization on Output SNR for 1st Order CNF.(b) Effect 

of coefficients quantization on output SNR 2nd CNF 

The proposed system-level model in Figure 4.17 can further be modified to accommodate 

an even higher-order notch filter. Hence interest develops to investigate how higher-order 

notch filters would perform under the same conditions for this set of simulation 𝐶/𝑁𝑜 is 

changed to 47dB-Hz. In the previous simulation, the GPS L1 signal was assumed to be a 

weak signal with less /𝑁𝑜 .Therefore, a longer integration dwells time (4ms) was required. 

To speed up the simulation, it is assumed that the incoming GPS L1 signal is strong and 

requires 1ms of coherent integration to acquire the signal. The simulations result in Figure 

4.21 shows the performance of the notch filter up to order six, with an acquisition time of 

1ms, 𝐶/𝑁𝑜 of 47dB and 𝑘𝛼 equal to 0.88.  



95 

 

The acquisition module's optimal performance requires optimum excision of the interference 

signal using the right order of the notch filter at a given JNR power level. From the 

simulation results in Figure 4.20, different thresholds can be set when activating a higher-

order filter. 

There is no point in using a higher notch filter for a low JNR level which consumes more 

power. A simple and less power-hungry 1st order notch filter can be used to mitigate 

interference up to 10dB with reference to Figure 4.20. The second-order notch filter shows 

exceptional good performance up to JNR of 20dB. The output SNR is even higher than any 

higher-order notch filter. Using a second-order notch filter to remove interference with a 

JNR level of 20dB is an ideal choice. The SNR curve for the 3rd and 4th orders is almost 

similar. There is a slight improvement in the SNR of the 4th order notch filter from JNR 

32dB onwards. 5th and 6th order notch filters give superior performance for interference 

mitigation for the rest of the notch filters when interference power is above 50dB. A decision 

variable (threshold setting) can be set up using the simulation results of Figure 4.21. 

Depending on the JNR level, one can decide how to efficiently utilize each notch filter for 

interference mitigation and reduce the system's power consumption. 
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Figure 4.21 Output SNR for complex notch filter up to order 6 with input GPS L1 signal 

with 𝐶/𝑁𝑜 of 47dB 

 Complex Adaptive Notch filter 

The previous section analysed fixed complex notch filters up to the 6th order to mitigate 

complex narrowband CWI interference. Poles and Zeros were predetermined, and the notch's 

bandwidth was also fixed. The main reason was to develop and establish how higher order 

can be beneficial for retrieving useful GPS signals and realise them in a simple hardware 

structure. Then extend the higher-order filter design into an adaptive notch filter for the 

proposed system-level model, as shown in Figure 4.17. In real-life scenarios, the power, 

frequency and phase of incoming interference are unknown to the GNSS receiver. Therefore, 

intelligence (machine learning) needed to be added to a complex notch filter to determine 

the interference's power level and frequency. Not only that, if the nature of interference 
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changes something like the chirp signal, the notch filter must also constantly track, follow 

and mitigate the time-varying frequency of the interference. Most of the research work 

carried out in this section is based on [48], [63], [64] and [67]. Y.Chien [48] proposed a real 

second-order adaptive notch filter based on an all-pass structure, with adaptively adjusting 

the 𝛽 (determine the frequency location on the unit circle) parameter to track the frequency 

and power level of the interference. In [68], the author proposed to dynamically adapt both 

notch centre frequency and the pole contraction factor for first-order complex notch filter 

and extended the design to track multiple complex sinusoidal signals for general purposes. 

The goal is to extend these designs and algorithms for GNSS-specific applications for 

interference mitigation, such as complex sinusoidal and chirp-like signals. 

 First-order Complex Adaptive Notch Filter 

Figure 4.22 shows an implementation of a single pole complex coefficient IIR notch using a 

normalized Least Mean Square (LMS) algorithm. Discrete input of the CANF is 𝑥𝑖[𝑛], 

which consists of GPS L1 signal 𝑠[𝑛], a complex sinusoidal signal  𝑗𝑖𝑛𝑡[𝑛] with unknown 

amplitude and frequency and complex white Gaussian noise 𝜂[𝑛] with zero mean and 

variance  𝜎𝑛
2.  

𝑥𝑖[𝑛] =  𝑠[𝑛]+𝑗𝑖𝑛𝑡[𝑛]+ 𝜂[𝑛],     𝑤ℎ𝑒𝑟𝑒  𝐽𝑖𝑛𝑡[𝑛] = 𝐴𝑖𝑒𝑥𝑝{𝑗2𝜋𝑛𝑓𝑖𝑇𝑠 + 𝜃𝑖}                    (4.20) 

Incoming GPS L1 signal 𝑥𝑖[𝑛] with interference is filtered out by Autoregressive Moving 

Average structure, and structure can be represented by the following difference equations: 

Moving Average: 𝑥𝑜[𝑛] = 𝑥𝑒[𝑛] − 𝑧0 ∗ 𝑥𝑒[𝑛 − 1]                                                  (4.21) 

Autoregressive: 𝑥𝑒[𝑛] = 𝑥𝑖[𝑛] − 𝑘𝛼 ∗ 𝑧0 ∗ 𝑥𝑖[𝑛 − 1]                                                       (4.22) 
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Figure 4.22 ARMA Structure of Complex Adaptive Notch Filter 

The equivalent transfer function becomes as follows:  

𝐻𝑛𝑜𝑡𝑐ℎ(𝑧) = 𝐻𝑀𝐴(𝑧) × 𝐻𝐴𝑅(𝑧) = (1 − 𝑧0𝑧
−1) ×

1

1−𝑘𝛼𝑧0𝑧−1
                                         (4.23) 

 Adaptation Algorithm 

The adaptive block in Figure 4.21 is the main processing block that determines the position 

of the zero to track and cancels the interference. The adaptive algorithm is used to adjust the 

position of the zero at each iteration using specific criteria to minimize a specific cost 

function.  Different types of adaptive algorithms are used to minimize the cost function, and 

two main types are Least Mean Square Algorithms (LMS) [69] and Recursive Least Square 

Algorithms (RLS) [70]. These algorithms have further variants of each other, such as 

normalized LMS, variable step size LMS, and RLS-QR. The desired properties of an 

adaption algorithm are similar for many applications and are summarized as follows 

 Convergence Rate: The rate at which or the number of iterations are required to 

achieve the optimal solution. It has to be as fast as possible means the minimum 

possible iteration used to reach within the approximation range of the optimal 

solution 

Autoregressive  

Reaction 

block 

Adaptive 

block 

Moving 

Average 

𝑥𝑖[𝑛] 

𝑥𝑜[𝑛] 

𝑥𝑒[𝑛] 
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 Computational and Structure Complexity: The implementation of algorithm 

realisation on hardware is simple and power-efficient. There are fewer arithmetical 

operations, fewer hardware resources and less memory used to implement the 

algorithm.  

 Mis adjustment: This is the difference between the filter's performance after it has 

been allowed to adapt for an infinite time and the optimal filter. 

 Robustness: The filter should be capable of producing satisfactory performance 

under ill-conditioned data, such as in a very noisy environment and changes in noise 

and signal model.  

The adaptive algorithms chosen are based on work reported in [67], and the normalized LMS 

method is used to minimize the cost function [69]. In the basic least mean square algorithm, 

the filter weights are adjusted one sample at a time to minimise the Mean Square Error 

(MSE). LMS is based on the steepest descent algorithms where the filter coefficients are 

updated as follows: 

𝑊𝑛+1 = 𝑊𝑛 − µ𝛻𝑛                                                                                                          (4.24) 

Where 𝑊𝑛 the weight vector (Coefficients) is, 𝛻𝑛 is the gradient signal which is basically the 

differentiation of the square of the error signal and µ  is the called step size parameter which 

controls the stability and rate of convergence. The cost function for CANF can be 

represented by [70]: 

𝐶[𝑛] = 𝐸{|𝑥0[𝑛]|
2}                                                                                                        (4.25) 

Where 𝑥0is the output of the CANF, and to minimize this cost function𝐶[𝑛], it has to be 

differentiated with respect to complex zeros  𝑧0 and to find the stochastic gradient of the cost 

function: 
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𝑔𝑟𝑎𝑑(𝐶[𝑛]) =  𝛻𝑧𝑜{|𝑥0[𝑛]|
2}                                                                                         (4.26) 

𝑧0The coefficient of CANF can be updated as follow: 

𝑧0[𝑛] = 𝑧0[𝑛 − 1] − µ × 𝑔𝑟𝑎𝑑(𝐶[𝑛])                                                                           (4.27) 

µ Is the normalized step size given by: 

µ[𝑛] =
𝛿

𝐸𝑥𝑒[𝑛]
                                                                                                                    (4.28) 

Where 𝛿  is the non-normalized LMS step-size and 𝐸𝑥𝑒[𝑛] is the squared Euclidean norm of 

the signal  𝑥𝑒[𝑛] which is the output of the autoregressive part. Step size is normalized to 

reduce gradient noise amplification when the input signal is very large. 𝛿  Has to be chosen 

carefully and accurately as it controls the convergent properties of the algorithms and 

reduces misadjustment. Both  𝑥0  and 𝑧0 are complex variables; hence while differentiating 

the cost function, the complex generalized derivative rules should be used to calculate the 

gradient of the cost function. As given in [51], cost function differentiation leads to the 

following equation: 

𝑔𝑟𝑎𝑑(𝐶[𝑛]) =  𝛻𝑧𝑜{|𝑥0[𝑛]|
2} =  −4𝑥0[𝑛](𝑥𝑒

∗[𝑛 − 1])                                               (4.29) 

Substituting equation 4.23 into equation 4.21 gives the following adaptation equation for the 

coefficient 𝑧0 of the CANF filter.  

𝑧0[𝑛] = 𝑧0[𝑛 − 1] − µ × 4𝑥0[𝑛](𝑥𝑒
∗[𝑛 − 1])                                                               (4.30) 

The above normalized LMS is implemented and modelled in MATLAB. The results in 

Figure 4.23 validate the performance of CANF with normalized LMS algorithms. The 

bandwidth of the notch can be varied by changing the parameter 𝑘𝛼and rejection band can 

be narrowed down by keeping the value of 𝑘𝛼close to 1, but it cannot be too close to 1 for 
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stability and convergence reasons. From Figure 4.23 (a), it can be observed that the peak of 

the acquisition block is well-defined and distinct. It means the complex adaptive notch filter 

was able to track and remove undesired complex sinusoidal interference and the GPS L1 

signal was able to acquire by the acquisition block. 

Plot (c) in Figure 4.23 shows how the magnitude of 𝑧0convergences to unity. The magnitude 

of the 𝑧0 varies according to the level of JNR. The parameter 𝑧0 is very useful and powerful 

if its properties are fully utilized. More insight is given into it at the end of this chapter. The 

first-order notch filter is a complex filter; hence, a complex baseband GPS L1 signal and 

complex sinusoidal interference are modelled together and processed through the CANF 

filter. The step size for updating the 𝑧0 is carefully selected and tuned accordingly the type 

of the interference signal. The plot (b) in Figure 4.23 shows the time-frequency evolution of 

incoming GPS L1 signal along with fixed frequency complex sinusoidal interference. And 

the dotted red line represents the estimated centre frequency of the notch. The plot below 

shows the time-frequency representation of the signal cleaned by the CANF and indicates 

that interference has been successfully removed. The last and fourth plot illustrates the CAF 

evaluation of the acquisition block's output after the interference mitigation.  

Table 4.4 Simulation Parameters for 1st Order Complex Adaptive Notch Filter 

Parameters  

Fs 5MHz 

𝐶/𝑁𝑜  44dB/Hz 

JNR  14dB 

IF 1.25MHz 

Data length 4ms 

No. of non-coherent integration  4 

Complex Sinusoidal Interference Frequency 1.759MHz 

Doppler Shift 2663Hz 

Code Phase Delay 3698  
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Figure 4.23 (a) acquisition of GPS L1 signal after tracking and mitigating complex 

sinusoidal and With JNR of 14dB. (b) STFT of the signal with interference and after 

mitigation. (c) Convergence of 𝑧0 to unity 

 

 

Figure 4.24 Schematic of GPS signal acquisition after interference mitigation 
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Figure 4.24 illustrates the testing of different adaption algorithms within an adaptive notch 

filter in terms of the acquisition. If the peak is prominent and the location of the peak on the 

grid is at its expected position, it can be presumed adaptive notch filter functioned as desired 

to.  

 Mitigation of Complex Chirp-Type Interference 

At the start of this chapter, an overview was given on modelling the complex chirp 

sinusoidal. A first-order complex adaptive notch filter was also tested to mitigate chirp-type 

interference signal. Plot (a) in Figure 4.25 illustrates a time-frequency representation of a 

received signal with chirp interference. The red line represents the tracking frequency 

estimation by the adaptive notch filter. Plot (b) in Figure 4.25 shows the time-frequency 

representation at the output of the CANF after the mitigation of complex chirp sinusoidal 

signal with a fast-varying frequency between 2.5MHz to -2.5MHz. By adjusting parameter 

𝑘𝛼 the performance of the CANF can be further fine-tune and hence it can provide better 

results. The simulation parameters are the same as given in table 4.4, except for the following 

changes: 

 Doppler Shift = 2620 Hz 

 Code Phase Delay = 3505 chips 

 Interference = Complex Chirp 

 Complex Chirp Interference Frequency = varies between -2.5MHz to 2.5MHz over 

a period of every 50 µs 
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Figure 4.25 Top shows the time-Frequency evolution of the GPS L1 signal with interference. 

The red dotted line represents the notch’s centre frequency, and the bottom plot shows the 

filtered-out data by the notch filter 

The simulation results in the plot (a) of Figure 4.26 illustrates how the magnitude of 𝑧0  

varies over the time of 4ms (4000µs), the total length of the data generated in the simulation. 

Unlike in the previous section, where the interference considered was a single-tone complex 

sinusoidal and the magnitude of 𝑧0  tend to converge to unity. Here 𝑧0  is constantly varying 

over a large range of fluctuations. Plot (b) in Figure 4.26 and 4.28 (b) shows the zoomed-in 

version of plot (a) of Figure 4.26 and Figure 4.28 and can be closely examined how the 

magnitude of 𝑧0 varies up and down within a certain range. 
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Figure 4.26 (a) Variation of the magnitude of 𝑧0  over the time. (b) Zoomed version of (a) 

Figure 4.27 Output of acquisition block after mitigating complex-chirp signal with multiple 

saw-tooth functions 
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Figure 4.28 (a) Zoomed-in version of the evolution of notch centre frequency (red dash line). 

(b) variation of the magnitude of 𝑧0  between 100µs  to 150µs.(c) Evolution of Complex 

Zero of the CANF filter in between 100µs to 150µs on z-plane 
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 Second-order Real IIR Notch Filter 

The design of the complex first-order filter can be modified and extended to mitigate single 

and multiple tones real narrowband CWI interference. Two spectral lines can represent a real 

CWI interference in the frequency domain, and the spectral lines are located at 𝑓𝑖 and−𝑓𝑖, 

hence notch filter is required to have two notches to mitigate CWI interference from the 

positive and negative parts of the spectrum. The structure of the second-order real filter is 

similar to the one used for the complex first-order filter in section 4.7, as shown in Figure 

4.21. The filter is designed to filter the real sinusoidal interference modelled in equation 

4.31. All it needs is to introduce conjugate zero and pole in the transfer function of the first 

complex notch filter and simplify to expression 4.34. 

𝑗𝑖𝑛𝑡[𝑛] = 𝐴𝑖cos (2𝜋𝑛𝑓𝑖𝑇𝑠 + 𝜃𝑖)                                                                                    (4.31) 

• 𝐴𝑖 is the interfering signal amplitude, 

• 𝑓𝑖 And 𝜃𝑖 are the frequency and phase of the continuous wave 

 • 𝑇𝑠 The is the sampling interval, 

• 𝑛 is the time index. 

The MA and AR difference equation is then given by 

MA : 𝑥𝑜[𝑛] = 𝑥𝑒[𝑛] − 2𝑅𝑒𝑎𝑙(𝑧0)𝑥𝑒[𝑛 − 1] + |𝑧0|
2𝑥𝑒[𝑛 − 1]                                      (4.32) 

AR: 𝑥𝑒[𝑛] = 𝑥𝑖[𝑛] − 2𝑘𝛼𝑅𝑒𝑎𝑙(𝑧0)𝑥𝑖[𝑛 − 1] + 𝑘𝛼
2|𝑧0|

2𝑥𝑖[𝑛 − 1]                               (4.33) 

𝐻𝑛𝑜𝑡𝑐ℎ(𝑧) = 𝐻𝑀𝐴(𝑧) × 𝐻𝐴𝑅(𝑧)

= (1 − 2𝑅𝑒𝑎𝑙(𝑧0)𝑧
−1 + |𝑧0|

2𝑧−2) ×
1

1 − 2𝑘𝛼𝑅𝑒𝑎𝑙(𝑧0)𝑧−1 + 𝑘𝛼
2|𝑧0|2𝑧−2

 

              (4.34) 
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The same normalized LMS algorithm used as employed for the complex notch filter case, 

the minimization of the cost function 𝐸{|𝑥0[𝑛]|
2}  and derivative was taken with respect to 

the complex parameter𝑧0.The expression of the stochastic gradient is given by [49] 

𝑔𝑟𝑎𝑑(𝐶[𝑛]) =  𝛻𝑧𝑜{|𝑥0[𝑛]|
2} =  −4𝑥0[𝑛](𝑧0[𝑛 − 1]𝑥𝑒[𝑛 − 2] − 𝑥𝑒[𝑛 − 1])            (4.35) 

And the equation to update the zero of the real notch filter becomes 

𝑧0[𝑛] = 𝑧0[𝑛 − 1] + µ × 4𝑥0[𝑛](𝑧0[𝑛 − 1]𝑥𝑒[𝑛 − 2] − 𝑥𝑒[𝑛 − 1])                            (4.36) 

Figure 4.29 Frequency response of second-order adaptive IIR notch filter after it reaches 

steady state conditions 

This normalized LMS algorithm for the second-order IIR notch filter is represented by 

equation 4.30 and is implemented and verified using MATLAB. The convergence of the 

complex zero 𝑧0 is shown in Figure 4.30, it settles around the unity. The JNR level for this 

simulation was 20dB with a pole contraction factor 𝑘𝑎 equal to 0.85 and CWI interference 

with 1.45 MHz frequency. After convergence of the adaptation parameter 𝑧0 the steady-state 
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response of the second-order filter is illustrated in Figure 4.29. Then more sets of the 

simulation are obtained at the output of the acquisition block for further verification. The 

upper plot in Figure 4.31 shows a time-frequency representation of the signal with 

interference before a notch filter. The lower plot shows the time-frequency representation of 

the cleaned signal at the output of the second-order notch filter. And the red dot line in Figure 

4.31 represents the adaptation of the notch filter's centre frequency, and the thick yellow line 

represents the CWI interference with a 1.45 MHz frequency. 

Figure 4.30 Convergence of |𝑧0| close to unity 
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Figure 4.31 Time-Frequency representation after mitigation of the interference via notch 

filtering 

Figure 4.32 Output of acquisition block after CWI inference mitigation 
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From the simulation results of the convergence of magnitude 𝑧0 it can be analysed that the 

amplitude of the adaptive parameter strongly depends upon the power of the interference 

signal. As reported in [64], this parameter can be used to detect interference. If there is no 

interfering signal present in a useful signal, the magnitude of 𝑧0 will never converge to unity. 

Hence by further optimizing the algorithm and converging properties of the adaptive variable 

𝑧0 with some thresholds that can be set up. If the magnitude of 𝑧0 is equal to or above that 

predetermined threshold, the proposed system activates the notch filter and processes the 

received signal through an adaptive notch filter to remove interference.  

Figure 4.33 (a) Top plot shows a Time-Frequency illustration of frequency hopping of CWI 

interference, and the red dot line represents the centre frequency of the notch filter. (b) the 

Bottom plot filtered out data from the notch filter 

This section presents more results on the tracking and mitigation capability of second-order 

IIR notch. In the following experiment, the narrowband interference frequency hopped from 

one value to another. Starting frequency of CWI was 1 MHz; after 1500µs, its frequency 

switched to 1.25 MHz and then to 0.75MHz, as shown in the upper plot of Figure 4.33. 
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Figure 4.34 Convergence of magnitude of 𝑧0for hopping CWI 

As the second-order filter tracked three frequencies (1 MHz, 1.25MHz, and 0.75 MHz), the 

simulation shows two glitches, one small and the other large, as reported in Figure 4.34. 

These are points where the notch’s centre frequency switches or adapts to the subsequent 

frequency. The difference between each successive frequency is 0.25 MHz and 0.5 MHz. 

Hence it can be safely assumed larger difference between successive frequencies results in 

a higher amplitude of the glitches. The respective frequency response of the adaptive notch 

filter before and after the first glitch and after the second glitch is generated from the plot of 

the magnitude of 𝑧0 and illustrated in Figure 4.35. The Blue, Red and Brown dashed line 

represents the second-order notch filter response when the adaptive parameter 𝑧0  was at 

1MHz, 1.25MHz and 0.75 MHz, respectively. So far, all these results in previous sections 

are conducted while keeping the pole contraction parameter 𝑘𝑎 mainly between 0.8 to 0.9. 

This parameter controls the distance between the pole and zero on the unit circle, in other 

words, varying the bandwidth of the notch. Assuming all other conditions are kept the same 

and the convergence analysis for two different values of 𝑘𝑎 is carried out and illustrated in 
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Figure 4.36. The simulation results in Figure 4.36 are obtained for 𝑘𝑎equal to 0.8 and 0.9, 

these  

Figure 4.35 Evolution of notch’s centre frequency while tracking 1 MHz, 1.25MHz, and 

0.75 MHz frequency hopped CWI interference 

results indicate that the convergence rate of the |𝑧0|  depends upon the bandwidth of the 

notch. As the notch bandwidth gets wider, the adapted parameter converges faster; for a 

narrow notch, convergence is slower. This means a narrow notch is slower to locate 

narrowband CWI interference. Figure 4.36 clearly shows the time taken by a narrow notch 

much more than that of a wide notch. Low value of 𝑘𝑎 correspond to wide notch and high 

value of 𝑘𝑎 is utilized to implement a narrow notch.  
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Figure 4.36 Convergence of the absolute value of 𝑧0 in the second-order notch filter for value 

of  𝑘𝛼 0.8 and 0.9 

 Power of the Adaptation Parameter  𝒛𝟎  

The parameter 𝑧0  the complex coefficient for both complex first-order and real second-order 

notch filters can be referred to as the centre of gravity of the adaptive system. Figures 4.30, 

4.37 and 4.38 represent the evolution and adaptation of the modulus of 𝑧0 for complex CWI, 

complex chirp type interference and behaviour of  |𝑧0 | for different values of JNR, 

respectively.  It cannot only be used to detect interference and mitigation, as mentioned in 

[48-49] but also to estimate the power of incoming interference signal JNR. By analysing 

the simulation result in Figure 4.37, it is observed that while tracking fixed frequency CWI 

interference, |𝑧0 | tend to converge to unity when fixed CWI interference is present, but it 

fluctuated around unity. The level or range of fluctuation strongly depends on the level of 
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JNR. Figures 4.37 and 4.38 illustrate the convergence curves of |𝑧0 | for different values of 

JNR.  

Figure 4.37 Convergence of magnitude of |𝑧0 | for different level of JNR 

Different levels of fluctuation of the magnitude of |𝑧0 |  is more prominent in Figure 4.38 

(a), which shows how  |𝑧0 | is eventually converged to unity for different levels of JNR but 

has different variances about unity. The red curve in Figures 4.37 and 4.38 represents the 

behaviour of convergence of the modulus of |𝑧0 | when there is no jamming/interference 

signal present, as shown in the simulation red curve never converges to unity. In other words, 

it means no CWI interference is present. Another observation from Figure 4.38 (a) is that 

when the JNR level is 0 dB (the pink curve), the modulus of the parameter 𝑧0  does try to 

converge to unity, but the level of fluctuation is higher than any of the curves in Figure 

4.38(a). As the level of JNR increases, the respective fluctuation for each successive JNR 

level dampens and decreases in amplitude.  
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The simulation results in Figure 4.38 (b) indicate that the rate of convergence of the modulus 

of 𝑧0 is different for different levels of JNR when the rest of the variables in the simulation 

are kept constant. When interfering power is more, less number of iterations taken by the 

NLMS algorithm to lock the target frequency and modulus of 𝑧0  converges faster. By 

keeping the rest of the parameters the same or constant, it can be deduced from the simulation 

result in this section and Figure 4.30 the convergence of the modulus of 𝑧0  primary depend 

on the following factors: 

 The power of narrowband CWI interference 

 The pole contraction parameter 𝑘𝑎  

Figure 4.38 (a) and (b) zoomed version of Figure 4.37 for detailed analysis 
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Summarising the Importance of Parameter |𝑧0 | 

 Instantaneous Frequency:𝑧0 is the complex number denoted by 𝑥 + 𝑗𝑦  the 

instantaneous frequency for notch centre frequency  is given at any point of time by  

𝜃 = tan−1 (
𝑥

𝑦
)                                                                                                             (4.37) 

 Detection of Interference: After the convergence of the magnitude of |𝑧0 |   the mean 

of  |𝑧0 | can be used to detect the presence of interference. |𝑧0 |   It only converges 

when interference is present. 

𝑚𝑒𝑎𝑛 𝑜𝑓  |𝑧0 | =  µ𝑚𝑒𝑎𝑛−|𝑧0 | =
1

𝑁
∑ 𝑎𝑏𝑠(𝑧0 [𝑛])
𝑁−1
𝑛=0  ⩰ 1                                (4.38) 

 Convergence Analysis of Adaptation Algorithm: The plot of the magnitude of  |𝑧0 |   

against time or number of iterations gives a good overview of how fast |𝑧0 | is 

converged when different variables in the algorithm are altered, providing insight 

into the algorithm's optimisation. 

 Proposed: JNR Level Estimation: As |𝑧0 |  always fluctuate about its mean value 

whenever CWI interference is present in the useful signal, and these fluctuations 

differ for different levels of JNR and hence the variance of |𝑧0 | can be used to 

estimate the power level of JNR. 

𝜎|𝑧0 |
2 =

1

𝑁
∑ 𝑎𝑏𝑠(𝑧0 [𝑛])

2𝑁−1
𝑛=0 − µ𝑚𝑒𝑎𝑛−|𝑧0 |                                                        (4.39) 

Further literature review and different interference power estimation algorithms and 

techniques are understudies. The proposed interference power estimation is based on the 

variance of the modulus of 𝑧0  about unity, still in its initial stages. More work needed to be 

done to develop this concept into a JNR-level estimation properly. Figure 4.39 shows 

concepts of how the variance of the modulus of the parameter 𝑧0  can be developed as a 

function of the power of the jamming signal.  
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𝑓 (𝜎|𝑧0 |
2 ) = 𝐽𝑁𝑅 𝐿𝑒𝑣𝑒𝑙                                                                                                    (4.40) 

These concepts require further in-depth mathematical modelling, derivation and formulation 

to set 𝜎|𝑧0 |
2  as a function of JNR estimation. There are many factors on which the variance 

of 𝜎|𝑧0 |
2 might depend. In these simulation results, the majority of the parameters and 

variables were kept constant, and a single parameter at a time was changed while conducting 

the experiments. 

Figure 4.39 Results for setting up the threshold to activate the required filter depending on 

the variance of the magnitude of 𝑧0 
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 Proposed System Model and Algorithm 

Figure 4.40 Proposed System-Level Model 

Figure 4.41 Setting up the threshold to activate the required CANF filter depending on the 

variance of the magnitude of 𝑧0  
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PROPOSED JNR LEVEL ESTIMATON 

ALGORITHM I: JNR Level Estimation (𝑁𝑝, |𝑧0 |,𝑧1, 𝑧2 𝑎𝑛𝑑 𝑧3) 

Collect 𝑁𝑝 number of samples of adaptive parameter |𝑏0 | 

Step 1: Compute mean of |𝑧0 |   over 𝑁𝑝 number of samples 

Step 2: Determine 𝜎|𝑧0 |
2  the variance of |𝑧0 | 

𝜎|𝑏0 |
2 =

1

𝑁𝑃
 𝑎𝑏𝑠(𝑧0 [𝑛])

2

𝑁𝑃−1

𝑛=0

−𝑚𝑒𝑎𝑛(|𝑧0 |) 

Now   

 If   𝜎|𝑏0 |
2 < 𝑧0 

  then  DEMU𝑋𝑐𝑡𝑟𝑙  00 ( No CANF filtering) 

elseif 𝑧0 < 𝜎|𝑧0 |
2 < 𝑧1 

  then  DEMU𝑋𝑐𝑡𝑟𝑙  01 ( 1st Order) 

elseif 𝑧1 < 𝜎|𝑏0 |
2 < 𝑧2 

then  DEMU𝑋𝑐𝑡𝑟𝑙  10( 2st Order) 

elseif 𝜎|𝑏0 |
2 > 𝑧3 

then  DEMU𝑋𝑐𝑡𝑟𝑙  11( 3st Order) 

 

The 𝑧1, 𝑧2 𝑎𝑛𝑑 𝑧3 represent the threshold levels for the DEMUX to pass on the signal either 

to 1st, 2nd or 3rd CANF. Magnitude of 𝑧0 is the threshold for the detection of incoming 

interference. If the mean of |𝑧0 | approximate to unity, it indicates the presence of CWI in 

the useful signal. The absolute value of  𝑧0 , i.e.|𝑧0 |, fluctuates about its mean value 

whenever CWI interference is present in the useful signal, and these fluctuations differ for 

different levels of JNR and hence the variance of |𝑧0 | can be used to estimate the power 

level of JNR. The level or range of fluctuation strongly depends on the level of JNR. 

Figure4.38 (a) and (b) illustrate the convergence curves of |𝑧0 | for different values of JNR. 

Different levels of fluctuation of the magnitude of |𝑧0 | are more prominent in Figure4.38 

(a), which shows how  |𝑧0 |  eventually converges to unity for different levels of JNR have 
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different variances about unity. Another observation from Figure4.38 (a) is that when the 

JNR level is 0 dB (the pink curve), the modulus of the parameter 𝑧0  does try to converge to 

unity, but the level of fluctuation is higher than any of the curves in Figure4.39 (a). As the 

level of JNR increases, the respective fluctuation for each successive JNR level dampens 

and decreases in amplitude. The simulation results in Figure 4.38 (b) indicate that the rate of 

convergence of the modulus of  𝑧0 is different for different levels of JNR when the rest of 

the parameters in the simulation are kept unchanged. When interfering power is more, less 

number of iterations taken by the NLMS algorithm to lock on the target frequency and the 

modulus of  𝑧0  converges faster. Keeping the rest of the parameters constant, it can be 

understood from the simulation results in this section that the convergence of the modulus 

of 𝑧0  primary depend on two factors, the power of narrowband CWI interference and the 

pole contraction parameter 𝑘𝛼.As | 𝑧0 | fluctuate about is mean value whenever CWI 

interference is present in the signal, and these fluctuations differ for different levels of JNR; 

the variance of | 𝑧0 | can be used to estimate the power level of JNR. The proposed 

interference power estimation is based on the variance of the modulus of  𝑏0  about unity. 

Figure 4.41 shows how the variance of the modulus of the parameter  𝑧0 can be used to 

estimate the power of the jamming signal and JNR. The labels 𝑧1, 𝑧2 𝑎𝑛𝑑 𝑧3 in Figure 4.41 

represent three different threshold levels for 1st, 2nd and 3rd CANF to be used in the proposed 

system level model. 
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 Conclusions 

This chapter presents the interference detection and mitigation techniques via first-order 

complex adaptive notch filters and second-order real notch for GPS-based applications. 

Different types of jamming signals, such as narrowband CWI, chirp-type interference and 

frequency hopping signals, are modelled in MATLAB and incorporated with a GPS signal 

generator designed in Chapter 3 of this research work. 

 It also provides a detailed analysis of fixed complex notch filters and their performance in 

terms of interference suppression. Complex notch filters of orders one to six are tested 

against different levels of JNR. Each filter's performance is evaluated in terms of SNR at the 

output of the acquisition module. As the order of the CNF increases, the subsequent filter's 

interference mitigation ability enhances. By doing this, the computational complexity 

double. The output SNR of the 3rd and 4th order is almost similar, but there is a slight 

improvement in the SNR of the 4th order notch filter. Complex notch filter of order 5th and 

6th gives superior performance for interference mitigation for the rest of the notch filters. 5th 

Order CNF can mitigate interference up to 60dB of JNR, whereas the 6th order CNF 

mitigation dynamic range is almost 80dB (JNR). While 1st, 2nd and 3rd order CNF have 

mitigating dynamic ranges of 21dB, 32dB and 51dB, respectively.  

Further, this design was extended to adaptive notch filters, which can autonomously detect 

and mitigate narrowband CWI and Chirp-type interference. Analysis of the notch bandwidth 

is conducted as well to determine the optimal notch width (𝑘𝑎) as the size of the width of the 

notch control the convergence rate of parameter  𝑧0 and determine how fast target frequency 

can be located. 

There is no point in using a higher notch filter for the low level of JNR, which consumes 

more power. A simple and less power-hungry 1st  order notch filter can be used to mitigate 
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low-level interference. A simple and innovative system-level model is proposed utilizing 

multi-stage CANF efficiently with a threshold setting of JNR estimation. The threshold 

setting parameter provides a trade-off between the effective excision of CWI, the order of 

the filter, and power consumption. It results in a computationally effective solution for 

interference mitigation for GNSS-based applications. Different aspects and properties of the 

parameter  𝑧0   is exploited which could be beneficial for the estimation of JNR levels. The 

variance of the magnitude of the parameter 𝑧0  is proposed to be set as a threshold setting 

variable to estimate the level of JNR. It can be employed to toggle between different orders 

of the filter in the proposed system depending on the level of JNR, as explained in section 

4.10 of this thesis.  
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Chapter 5   

 

ADAPTIVE IIR NOTCH FILTERS FOR 

INTERFERENCE MITIGATION TO 

IMPROVE SIGNAL ACQUISITION 

PERFORMANCE 

 

 Introduction 

This chapter compares the direct form IIR notch filter and Lattice form IIR notch filter 

regarding convergence speed and tacking ability of hop frequency interference for GPS-

specific applications. It also presents the simulation results of these two adaptive notch 

filters, the first real 2nd IIR direct form notch filter (Figure 5.1) and the second lattice-based 

notch filter (Figure 5.2). A modified, fully adaptive lattice-based structure with constraints 

adaptation of the notch bandwidth parameter is presented in this chapter. A full gradient term 

is derived from adapting the notch bandwidth parameter 𝜌. Finally, the proposed algorithm 

is compared to the existing methods [48] [67] and [68] from the open literature on adaptive 

notch filtering. The performance of each algorithm is determined under various conditions 

considering different data quantization levels, Jamming to Noise Density (𝐽/𝑁0 ) versus 

effective Carrier to Noise Density (𝐶/𝑁0) at the output of the correlator. 
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The proposed Fully Adaptive Lattice Notch Filter is based on the simultaneous adaptation 

of two coefficients to control the notch's centre frequency and bandwidth. It is demonstrated 

here that the proposed filter has a superior tracking ability and convergence speed against 

existing adaptive notch filtering methods. 

Figure 5.1 2nd Order Direct Form IIR Notch Filter and its transfer function 

 

 

 

Transfer Function 

𝐻𝐷𝑛𝑜𝑡𝑐ℎ(𝑧) =
(1 − 2𝑅𝑒𝑎𝑙(𝑧0)𝑧

−1 + |𝑧0|
2𝑧−2)

1 − 2𝑘𝛼𝑅𝑒𝑎𝑙(𝑧0)𝑧
−1 + 𝑘𝛼

2|𝑧0|
2𝑧−2
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Figure 5.2 Fully Adaptive Lattice-Based Notch Filter and its transfer function 

In this chapter, three different adaptation algorithms, selected from the open literature, are 

analysed and modelled in MATLAB, which are: 

I. Normalized Least Mean Square (LMS) error based direct form 2nd Order filter 

Structure (described in Chapter 4) from [51] and [67]. 

II. Signed Magnitude Variable step-size LMS based Direct form 2nd Order filter 

structure from [68] and 

III. Variable step-size LMS-based Lattice-based structure from [48]. 

Extensive research is available regarding adaptive notch filters for tracking single and multi-

tone sinusoidal signals [69-80] and removing these unwanted tones from the useful signal. 

The research work carried out in [80] [85-86] is most relevant to this work and provides a 

strong basis and good reference for comparison. But on the other hand, very few papers were 

published on the utilization of an ANF for the removal of interference from GPS L1 signal 

or GNSS signal[48-49][51][68], while  [83-84] are more concentrated on general DS CDMA 

type signal. Most of these algorithms focus on single-tone CWI interference. Only a few 

Transfer Function 

𝐻𝐿(𝑧) =
1 + 𝜌

2

1 − 2𝛽(𝑛)𝑧−1 + 𝑧−2

1 − 𝛽(𝑛)(1 + 𝜌(𝑛))𝑧−1 + 𝜌(𝑛)𝑧−2
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have adapted notch bandwidth parameters, such as [74] and [81-82]. Second-order IIR notch 

filters of various structure types, such as all-pass, lattice and direct form, are extensively 

used in these research publications for various applications.  

 Adaptation of the Notch Bandwidth Parameter 

In Chapter 4, only a single parameter is adapted in the CANF, which was the notch centre 

frequency. It was observed that when the notch is wider, the CANF tracks down the target 

frequency more quicker. The notch width is narrow, so the notch filter is slower to locate the 

target frequency. This observation led to the need for a literature review on adaptive the 

notch bandwidth parameter. It was noted that very few research works were carried out 

relevant to updating the notch bandwidth parameter in adaptive notch filtering. The 

following paragraphs present a review of a few selected works. 

In [81-82], the authors developed ANF, which adapts the notch bandwidth parameter. The 

update equation for 𝜌  is presented in this paper as follows. 

𝜌(𝑛) = 𝜌(𝑛 − 1) − 𝜇𝜌𝑦(𝑛)𝜓(𝑛)                                                                                     (5.1) 

Where 𝜓(𝑛) is the gradient function. The transfer function of the filter, generating this 

gradient 𝜓(𝑛), is given as [64]. 

𝑊(𝑧) = 
𝛽(𝑛)𝑧−1−𝑧−2

1−𝛽(𝑛)(1+𝜌(𝑛))𝑧−1+𝜌(𝑛)𝑧−2
                                                                                 (5.2) 

Both [81] and [82] are published by the same authors and describe how adapting the notch 

bandwidth parameter via the LMS algorithm improves the SNR. Moreover, in [81], the 

authors showed the convergence of 𝜌 to 0.76 and 0.88, rather than converging to a value 
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much closer to the unity (more narrower notch) and provide no explanation for why steepest 

descent algorithms are used to update the variable 𝜌(𝑛) as in equation (5.1). 

In [80], the steepest descent algorithms are used to update the adaptive parameters of the 

filter. Still, this publication does not include any result on the enhancements or 

improvements in the performance of ANF for adapting the𝜌, the notch bandwidth parameter. 

During the literature review, it was noted that the authors use the all-pass notch transfer 

function in most of the research work, as shown in (5.3). This transfer function is also utilised 

in various other research works relevant to adapting bandwidth parameters [48] and [56].  

𝐻(𝑧) = 
1+𝜌

2

1−2𝛽𝑧−1+𝑧−2

1−𝛽(1+ρ )z−1+ρ z−2
                                                                                  (5.3) 

In [67], the author effectively drives the same update equations as in [81] (given in (5.1)) 

and limits the value of 𝜌 between 0.70 and 0.96 and but doesn’t show what 𝜌  convergences. 

Furthermore, in chapter 10 of [46], it was shown how the magnitude response of direct form 

2ndIIR notch filter alters unevenly when parameter 𝜌 is adapted. It means 𝜌  should only be 

adapted in an all-pass structure to ensure uniformity of gain in the pass-band region. The 

author acknowledges the benefits of the adaptation notch bandwidth and systematically 

narrows down notch bandwidth over time, but such a method is not applicable to hop 

frequency interference. 

As a result of the literature review, it is concluded that 

I. None of these works shows how the notch bandwidth parameter behaves if hop 

frequency interference is injected into the system. 

II. There is no clarity on how the notch bandwidth parameter is constrained while 

adapting it. 



129 

 

III. Narrower notch bandwidth takes longer to adapt to the target frequency, whereas 

wider notch bandwidth converges to the target frequency at a faster rate.  

 Adaptation of Notch Bandwidth Parameter via partial 

gradient 

In this section, an analysis of the partial gradient is conducted, and the proposed full gradient 

with constraints is presented in section 5.4. The research work shown in [81] and [85] 

utilized the same partial gradient term to adapt the notch bandwidth parameter. It is also 

observed that the lattice structure proposed in [48] for anti-jamming of CWI for GPS signal 

uses the same equation as mentioned in [81] but only adapts a single parameter 𝛽 (notch 

centre frequency), while 𝜌 is kept constant. Interestingly [48], [81] and [85] are closely 

linked together with minor twigs and use a time-varying step size.  

 Partial Gradient Term for Adapting Notch Bandwidth 

Parameter 

Method I [81]: In this first method, the partial gradient term in [81] and [85] is used to 

update the parameter 𝜌, and it is derived from the output of the all-pass-based notch filter. A 

partial gradient term is derived by assuming 𝜌 is fixed in the numerator of (5.4), and the only 

denominator is differentiated with respect to 𝜌 as follows 

𝐻𝐿(𝑧) = 
𝑁(𝑧)

𝐷(𝑧)
 = 

1−2𝛽(𝑛)𝑧−1+𝑧−2

1−𝛽(𝑛)(1+𝜌(𝑛))𝑧−1+𝜌(𝑛)𝑧−2
                                                                     (5.4) 

where, 

𝐷(𝑧) = 1 − 𝛽(1 + 𝜌)𝑧−1 + 𝜌𝑧−2                                                                                   (5.5) 

Differentiating 𝑁(𝑧) with respect to  𝜌  yields the following terms 
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𝜕

𝜕𝜌
{𝐷(𝑧)} = −𝛽𝑧−1 + 𝑧−2                                                                                               (5.6) 

and are the internal state of the all-pass filter.     

𝑔𝜌 = −𝛽 𝑢[𝑛 − 1] + 𝑢[𝑛 − 2]                                                                                        (5.7) 

Where 𝑢[𝑛 − 1]and  𝑢[𝑛 − 2]    are the internal state of the all-pass filter.  The update 

equation for  𝜌, bandwidth parameter becomes 

𝜌[𝑛] = 𝜌[𝑛 − 1] − 𝜇𝜌 𝑦𝐿[𝑛]𝑔𝜌[𝑛]                                                                                  (5.8) 

Where 𝜇𝜌 and 𝑦𝐿  are fixed step-size and output of notch filter 𝑦𝐿 . On the other hand, 𝛽 is 

updated as follows 

𝑔𝑟𝑎𝑑(𝑔𝛽[𝑛]) = (1 − 𝜌(𝑛))𝑢[𝑛 − 1]                                                                              (5.9) 

𝛽[𝑛] = 𝛽[𝑛 − 1] − 𝜇[𝑛]. 𝑦𝐿[𝑛]𝑔𝑟𝑎𝑑(𝐽β[𝑛])                                                                 (5.10) 

𝜇[𝑛] =
𝜇𝛽

𝜙β[𝑛]
                                                                                                                     5.11) 

𝜙β[𝑛] = 𝛾𝜙β[𝑛 − 1] + (1 −  𝛾)𝑔𝑟𝑎𝑑(𝐽β[𝑛])
2
                                                             (5.12) 
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Where  𝜙β, 𝛾 and 𝜇𝛽 are instantaneous power estimation of the gradient signal, forgetting 

factor (0.9 – 0.99) and fixed step size, respectively.  

Figure 5.3 The adaptation of 𝜌 via [81] in all-pass lattice notch filter 

The above algorithm is modelled in MATLAB and tested for hop frequency interference. 

The tracking ability and convergence of both 𝛽 and 𝜌 are analysed using the simulation 

parameters in Table 5.1. A target signal with four different hop frequencies is generated with 

different levels of noise variance, as mentioned in Table 5.1. Each hop frequency is 1000 

samples in length, as shown in Figure 5.4, represented by the green line. 

Table 5.1 Simulation parameters for [81] 

Noise variance   𝜎2  0.25 (6dB) and     0.04 (14dB) 

𝜇𝛽  step-size for 𝛽  0.018 (fixed)  

𝜇𝜌  step-size for   𝜌 0.008 (for 6dB) and    0.01 (for 14dB) 

‘N’ no. of samples 4000 

Initial value of  𝛽 0.25 (normalized frequency) 

Initial value of  𝜌 0.70 (Pole contraction factor) 

𝛾 forgetting factor 0.90 
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From the simulation results in Figures 5.3 and 5.4, it is evident that Method-I performs 

poorly and 𝜌 fails to converge to an optimum value. The noise variance was set to 0.25, 

meaning a hop frequency signal is immersed in a noisy environment. As shown in Figure 

5.3, at the start, each new target frequency 𝜌  converges extremely slowly, moreover, 𝜌  tries 

to go beyond unity in between samples 2100-2400; thus, this can create instability. It is also 

observed that the 𝛽  is tracking the target frequency with insufficient accuracy, and its ability 

to track the target frequency degraded, as shown in Figure 5.4. In between region 2100-2400 

samples in Figure 5.4, 𝛽 failed to track the target frequency (green line) as shown by the 

blue line. In the same region (between 2100 and 2400 samples) 𝜌  try to overshoot as shown 

in Figure 5.3. 

Figure 5.4 Tracking performance of all-pass based Notch filter in [81], with a noise variance 

of 0.25. 

The second simulation set is obtained by further reducing the noise level and making the hop 

frequency interference more prominent. The noise variance was set to 0.04 this time, 

equivalent to an SNR of 14dB, as shown in Table 5.1. Also, to obtain these results, the step 

artefact 
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size of both 𝛽 and 𝜌 is adjusted to update them, as mentioned in table 5.1. Again in this set 

of simulations 𝜌 overshoots in between 2200  and 2300 samples only for a brief period of 

time as shown in Figure 5.6, but 𝜌  convergence to 0.90 from an initial value of  0.70 is 

extremely slow which is visible in the first 1000 samples.  

Figure 5.5 Tracking performance of all-pass based Notch filter in [81], with a noise variance 

of 0.04 

Figure 5.5 contains an artefact on the plot, which occurs when the gradient's magnitude 

approaches zero. At this moment, the output of the adaptive notch filter oscillates between 

two values.  

In both of these sets of simulations with a variance between 0.25 and 0.04, the 𝜌 was hard 

reset to 0.70 after every 1000 samples. In real-life situations, this has to be done 

automatically by ANF before tracking of next subsequent frequency to enable fast tracking. 
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Figure 5.6 The adaptation of 𝜌 with a variance of 0.04 

The observations on Method-I can be summarised as follows 

I. The parameter  𝜌  must be constrained in order to obtain a reliable adaptation of the 

bandwidth of the notch 

II. The bandwidth parameter 𝜌 should not approach unity. Otherwise, the system 

introduces instability, and vice versa parameter 𝜌  should not be too small (-0.5 to 

0.2) not to distort the useful signal.  

III. The partial gradient method shows poor performance whilst adapting 𝜌 and it is too 

simplistic to track the hop frequency signal. 

Method II [68]: Work published in [68] utilizes 2nd Direct Form IIR notch filter structure 

using a sign-magnitude LMS algorithm which becomes a point of interest due to its 

simplicity and less computational complexity. In [68], only 𝛽 is adapted, while notch 

bandwidth parameter 𝜌  is kept fixed at 0.90. The update equation for 𝛽 is as follows [68] 

𝛽[𝑛] = 𝛽[𝑛 − 1] − 𝜇[𝑛]. 𝑦𝐷[𝑛]. 𝑠𝑖𝑔𝑛 [
𝑔1[𝑛]

1+|𝑔1[𝑛]|
]                                                            (5.13) 
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Where𝜇[𝑛] is fixed step-size, 𝑦𝐷 is the output of the filter and 𝑔1[𝑛] is gradient signal given 

as  

𝑔1[𝑛] = 𝑥[𝑛 − 1] − 𝜌𝑦𝐷[𝑛 − 1]                                                                                    (5.14) 

Transfer function as mentioned in [68] 

𝐻𝐷(𝑧) = 
1−𝛽(𝑛)𝑧−1+𝑧−2

1−𝜌𝛽(𝑛)𝑧−1+𝜌2𝑧−2
                                                                                         (5.15) 

The same method was tested, and the hop frequency signal was generated with 4000 

samples. Every 1000 samples signal is switched to a different frequency. Again, here 

variance of noise was set to 0.25, the value of 𝜇 was set to 0.008 and  𝜌  was set to 0.90. The 

value of 𝜇  is empirically set to achieve the best possible results. 

Figure 5.7 Sign Magnitude LMS for tracking the hop frequency signal [68] 

Figure 5.7 represent the simulation results of [68] modelled in MATLAB. Due to the 

algorithm's simplicity, a large amount of performance is lost, failing to track and converge 

to the target frequency. Hence, removing hop CWI interference from the GPS L1 signal was 
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not further pursued via [68]. Furthermore, the 2nd Order Direct Form adaptive notch filter in 

chapter 4 [51] is also tested, and its complete algorithm is described in the previous chapter. 

Which utilizes complex variable 𝑧0 to adapt target frequency, again in this case, as well as 

notch bandwidth 𝑘𝛼 is fixed, and the step size is normalized.  

Figure 5.8 shows the simulation results for adapting the hop frequency signal and the effect 

of the different values of 𝑘𝛼 is demonstrated by observing the red and black curve in Figure 

5.8, where the value of 𝑘𝛼 is small, meaning a wider notch; ANF with a wide notch quickly 

locates the target frequency. On the other hand, when 𝑘𝛼 is 0.9, the notch narrower, and 

adapts much slower to locate the target frequency, as presented by the black curve. Table 

5.2 compares the number of samples taken to lock onto subsequent hop frequency. From the 

values in table 5.2, it can be said that the narrower notch track target frequency is 1.7 times 

slower than the wider notch.  

Figure 5.8 Tracking and Convergence performance of Direct Form IIR Notch filter [68] 
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Table 5.2 Number of samples required to lock on the subsequent target frequency 

 

The observations on Method-II can be summarised as follows 

I. Assuming a hopping frequency signal is being tracked without delay or in fewer 

samples, a stronger performance can be attained by setting the initial bandwidth 

parameter to a small value for each subsequent hop frequency and then adapting the 

notch bandwidth parameter to narrow down the notch bandwidth. 

II. Both [34 and 51] 2nd order Direct Form Adaptive IIR Notch Filter algorithms show 

limitations in terms of performance while tracking hop frequency signal with fixed 

notch bandwidth parameters. 

 3D Frequency Response Analysis and the Cost Function 

In this section, further 3D frequency domain analysis of both direct form structure and all-

pass lattice-based ANF filter is carried out to gain more understanding and provide valuable 

insight into the limitation and functionality of an ANF. Furthermore, the study is carried out 

to demonstrate how the frequency response of each filter alters under the following 

conditions: 

I. Notch bandwidth parameter ‘𝜌‘ for both structures varies from -1 to 1 

II. Frequency response when target frequency is close to DC or Nyquist. 

III. Cost Function of each of the filter  

 

 𝑓1ℎ𝑜𝑝 𝑓2ℎ𝑜𝑝 𝑓3ℎ𝑜𝑝 𝑓4ℎ𝑜𝑝 

𝑘𝛼 = 0.8     ‘Wider Notch’ 100 300 400 280 

𝑘𝛼 = 0.9     ‘Narrower Notch’ 160 540 700 500 
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 2nd Order Direct Form IIR Notch Filter 

Transfer Function of Direct Form IIR notch filter used in [51][67-68] 

𝐻𝐷(𝑧) =. 
1−𝛽(𝑛)𝑧−1+𝑧−2

1−𝜌𝛽(𝑛)𝑧−1+𝜌2𝑧−2
         Where 𝛽 = −2cos (2𝜋𝑓𝐶𝑊𝐼)                                                   (5.16) 

The 3D frequency response is given by taking the FFT of the output of (5.15), which is  

𝐹𝐷(𝜌), where 𝛽 is kept constant. 

𝐹𝐷(𝜌) = ∑ {∑ 𝑦𝐷(n , 𝛽, 𝜌)
𝑁−1
𝑛=0 }1

𝜌=−1                                                                                (5.17) 

 

 

 

 

Figure 5.9 (b) Front view of 3D frequency response. 

Figure 5.9 (a) 3D Frequency Response of Direct Form IIR Notch Filter for when values of  

ρ sweep between 0 and 1. (b) Front view of 3D frequency response 

One thing common in all these simulations is that, as the value of the notch bandwidth 

parameter 𝜌 changes from 1 to 0, it alters the gain levels in the pass-band region. When 𝜌 is 

between 0.60 and 0.80 (Figure 5.10 (a)), the direct form structure alters its magnitude 

response very slightly in the pass-band region. Though there is also scaling of magnitude 

response present between 0.80 and 0.90, it is very less in magnitude. 
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Figure 5.10 (a) 3D Frequency response for the value of 𝜌 between 0 to 0.6. (b) The front 

view of 3D Frequency response in (a) 

Figure 5.11 (a) More gain scaling if target frequency is closer to Nyquist. (b) Front view of 

Figure 5.11 (a) 

In Figure 5.11(a), it can be observed that as the value of 𝜌 sweeps from 1 to 0, the notch gets 

wider, as expected. Still, the target frequency close to Nyquist is worse and uneven compared 

to the target frequency located at half Nyquist, as shown in Figure 5.9(a). Even if the notch 

bandwidth parameter 𝜌 is adapted in this type of structure, it has to be constrained between 

0.80 to close to unity. For example, a target frequency close to Nyquist is being tracked by 

a direct form ANF filter while tracking. If the value of 𝜌 becomes lower than 0.80, it severely 

alters the signal in the pass-band region due to a rise in the magnitude of the gain in the 

passband region, as shown in Figure 5.11(b). Hence algorithm has to be designed and 
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developed in such a way that it guarantees 𝜌 never becomes smaller than 0.80, which is a 

very stringent condition for any adaptive algorithm.  

Furthermore, in the previous section, it was demonstrated that if the value of 𝜌 is small, it 

means the notch width is wider, hence locating the target frequency at a faster rate. However, 

given if one can initialise a notch filter with a value of 𝜌 below 0.80, such as 0.70 or even 

0.60, which means more quickly the ANF locate the target frequency. If the value of 𝜌  is 

set below 0.80, the direct form structure suffers from scaling of the magnitude response in 

the pass-band region. 

Figure 5.12 3D frequency response when ρ is a sweep from -1 to 1, as 𝜌 approaches -1, a 

pole is introduce as shown in the figure 

 All-Pass Lattice-based ANF 

The transfer function as given in [48][81] and [85] 

𝐻𝐿(𝑧) =
1+𝜌

2

1−2𝛽(𝑛)𝑧−1+𝑧−2

1−𝛽(𝑛)(1+𝜌(𝑛))𝑧−1+𝜌(𝑛)𝑧−2
     Where 𝛽 = −cos (2𝜋𝑓𝐶𝑊𝐼)                        (5.18) 
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Similarly, the 3D frequency response of the lattice is obtained by taking the FFT of the output 

of equation 5.17, which is 𝐹𝐿(𝜌), where 𝛽 is kept constant. The input signal to the system 

is a unit impulse signal with length N. 

𝐹𝐿(𝜌) = ∑ {∑ 𝑦𝐿(n , 𝛽, 𝜌)
𝑁−1
𝑛=0 }1

𝜌=−1                                                                                 (5.19) 

Figure 5.13 (a) 3D Frequency Response of Lattice-based Notch Filter  when the values of 𝜌 

sweeps from between -1 and 1.(b) top view of 3D  frequency response of Figure 5.13 (a) 



142 

 

 

Figure 5.14 (a) 3D Frequency Response of Lattice-based Notch Filter when target frequency 

close to Nyquist and ρ sweeps from 0 to 1. (b) Front view of the 3D  frequency response of 

Figure5.14 (a) 

As this notch filter design is based on an all-pass transfer function, the gain in the passband 

region stays constant, which is unity. Hence useful signal in the passband region is not 

altered or distorted, unlike the direct form transfer function. Figure 5.13 shows the 3D 

frequency response when the value of  𝜌 sweeps from -1 to 1. As observed from Figure 5.13, 
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when the value of 𝜌  approaches -1, the notch width becomes wide enough to spread all over 

the frequency spectrum, hence producing an all-stop kind of response. It implies that while 

adapting notch bandwidth parameter 𝜌 in an ANF, it should never converge toward minus 

one. 

Suppose the target frequency is close to Nyquist. In that case, the lattice-based filter 

maintains its intrinsic frequency response characterises, as demonstrated in Figure 5.14, 

where the target frequency is closer to Nyquist, just above 0.40.  

 Cost Function 

The cost function analysis provides an intuitive understanding of the convergence of both 

the parameter of ANF β and 𝜌. The cost function plots in this section offer a different 

perspective, which helps understand the limitations of the Adaptive IIR notch filter. By 

considering the cost function 𝐽𝐷(β, 𝜌) (Direct Form) and  𝐽𝐿(β, 𝜌) (Lattice Form) for the 

transfer function of filters in equations 5.20 and 5.21.  It is a function of both variable β  and 

𝜌, given by This can be approximate via batch method [85] and can be expressed as follows. 

𝐽𝐷(β, 𝜌) = ∑ ∑ {
1

𝑁
∑ 𝑦𝐷

2[𝑛]𝑁−1
𝑛=0 }1

𝜌=0
1
β=−1                                                                          (5.20) 

𝐽𝐿(β, 𝜌) = ∑ ∑ {
1

𝑁
∑ 𝑦𝐿

2[𝑛]𝑁−1
𝑛=0 }1

𝜌=0
1
β=−1                                                                          (5.21) 

The cost function for both filters is plotted by sweeping the value of β from -1 to 1 and the 

value of 𝜌 from 0 to 1 and input with the signal of frequency half Nyquist 0.25 and noise 

variance of 0.04. Figures 5.15 and 5.16 are the respective 3D plot of the cost of two transfer 

functions.  
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Figure 5.15 Cost Function Plot of Direct Form Transfer Function 

 

Figure 5.16 Cost Function Plot of All-pass Lattice Transfer Function 
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Figure 5.17 Illustration of the plots in Figures 5.15 and 5.16, superimposed on each other 

Figures 5.15 and 5.16 show that as notch bandwidth approaches unity, the gradient of the 

cost function is flat, as shown by two ellipses marked in Figures 5.15 and 5.16. By closely 

examining the gradient of the cost function for an all-pass based transfer function is flatter 

for the larger surface area compared to another counterpart.  

For both 3D plots of the cost function, it can be observed that the gradient/ steepness of the 

surface and depth of the cost function are inversely proportional to the notch bandwidth 

parameter 𝜌. The effect on the deepness is illustrated in Figure 5.18. In both Figures 5.15 

and 5.16, as 𝜌 sweeps from 1 to 0, the valley of both curves becomes steeper, which means 

the gradient is higher. For much smaller values of 𝜌 (closer to zero), the curve gradient is 

also steeper. It causes the adaptive algorithm to converge at a faster rate. For 𝜌 close to unity, 

the cost function has a flat gradient; the adaptive algorithm takes a long time to locate the 

target frequency. Figure 5.17 shows the difference in the steepness of the slope of surfaces 

for two curves. Both 3D plots are superimposed onto each other. The curve in the thick line 

represents an all-pass lattice-based cost function. It is steeper than the other curve, meaning 
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lattice-based ANF converges quicker to global minima. In practical applications, a very 

narrow notch is desired to mitigate single-tone sinusoidal signal effectively, which means a 

higher value of 𝜌 is required.  And if the value of 𝜌 is high, close to unity minimization of 

the cost function yields a flat response, as shown in Figure 5.16, which means the adaptive 

algorithm adapts at a slower pace. To achieve fast convergence, the initial value of 𝜌 can be 

set as a small value (let's say 0.70) and then adapted to an optimum value close to unity. 

At the start of each subsequent hop signal, ANF has to provide fast convergence of parameter 

β to the target frequency. To achieve this, the notch bandwidth parameter 𝜌 has to be 

automatically reset to a lower value (such as 0.60 or 0.70).  

Figure 5.18 Illustration of the effect of ρ on the deepness of the Cost Function. The deepness 

of the cost function increases as the 𝜌 approaches zero 

The observations from the analysis presented in this section are summarised as follows 

I. The parameter 𝜌 has to be constraints between the optimum minimum value and 

optimum maximum value to develop and design adaptive notch bandwidth in an 

ANF. If 𝜌 is very small, let's say 0.3 - 0.5, the notch width will be wide enough to 
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distort the useful signal, and if the value of 𝜌 exceeds unity it will lead to instability 

or if 𝜌 approaches -1, filter response becomes an all-stop type. 

II. All-pass lattice notch filter can maintain its frequency response characteristics as 𝜌 

varies from -1 to 1, providing unity gain in the passband region. 

III. Analysis of the cost function concludes that the initial minimum value 𝜌 has to be 

less than the value for which the plot of the cost function begins to be non-flat. In 

other words, the initial or resetting value of  𝜌 cannot be in the flat region of the plot 

of the cost function. It ensures fast convergence at the start of each subsequent hop 

frequency. 

 Proposed Full Gradient Term for Notch Bandwidth 

Parameter 𝝆 

In [81], [82] and [85], a partial gradient term is utilized to adapt the notch bandwidth 

parameter𝜌in a lattice-based ANF. The simulation results in section 5.3 show that this 

method is poor and unreliable for the hop frequency type of interferences. Hence a full 

gradient term can be derived by assuming 𝜌 is not fixed in the denominator, as previously 

done in section 5.3.1. It is achieved by differentiating (5.22) with respect to  𝜌 .   

𝐻𝐿(𝑧)) =
1+𝜌

2

1−2𝛽𝑧−1+𝑧−2

1−𝛽(1+𝜌)𝑧−1+𝜌𝑧−2
=
𝑈𝜌

𝑉𝜌
                                                                             (5.22) 

Therefore differentiating (5.22) via quotient as follows 

𝜕

𝜕𝜌
(𝐻𝐿(𝑧)) = 

𝑈𝜌
′.𝑉𝜌−𝑉𝜌

′.𝑈𝜌

𝑉𝜌
2                                                                                              (5.23) 

Which yields 

𝜕

𝜕𝜌
=
0.5 {(1−2𝛽𝑧−1+𝑧−2).(1−𝛽(1+𝜌)𝑧−1+𝜌𝑧−2)}−(1+𝑝)(𝛽𝑧−1+𝑧−2).(1−2𝛽𝑧−1+𝑧−2)

(1−𝛽(1+𝜌)𝑧−1+𝜌𝑧−2)
2                  (5.24) 
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(5.24) can now be further simplified by rearranging and cancelling the common terms in the 

numerator. 

𝜕

𝜕𝜌
= 

0.5 (1−2𝛽𝑧−1+𝑧−2).(1−𝑧−2)

(1−𝛽(1+𝜌)𝑧−1+𝜌𝑧−2)2
                                                                                         (5.25) 

Now splitting up the denominator gives the following expression 

𝜕

𝜕𝜌
=
1

2

(1−2𝛽𝑧−1+𝑧−2)

(1−𝛽(1+𝜌)𝑧−1+𝜌𝑧−2)
×

(1−𝑧−2)

(1−𝛽(1+𝜌)𝑧−1+𝜌𝑧−2)
                                                             (5.26) 

Lastly, adding the term (1 + 𝜌) in the numerator and denominator of equation 5.26 creates 

the expression as shown in equation 5.27 

                                                                       𝐻𝐿(𝑧) 

𝜕

𝜕𝜌
(𝐻𝐿) =

1 + 𝜌

2

1 − 2𝛽(𝑛)𝑧−1 + 𝑧−2

1 − 𝛽(𝑛)(1 + 𝜌(𝑛))𝑧−1 + 𝜌(𝑛)𝑧−2

×
1 − 𝑧−2

1 − 𝛽(𝑛)(1 + 𝜌(𝑛))𝑧−1 + 𝜌(𝑛)𝑧−2
×

1

1 + 𝜌
 

                                                                                   𝐺𝜌(𝑧)                                               (5.27) 

To implement (5.27), another filter is required. Two transfer function are being multiplied 

together in the z-domain, which imply both these filters are needed to cascade in the time 

domain to generate a full gradient term for 𝜌. Hence update equation of the notch bandwidth 

parameter becomes as follows. 

𝜌[𝑛] = 𝜌[𝑛 − 1] + 𝜇𝜌 𝑦𝐿[𝑛]𝑔𝜌[𝑛]/𝜙β[𝑛]                                                                    (5.28) 

Where, 𝜇𝜌  is step-size, 𝑦𝐿[𝑛] is the output of the filter  𝐻𝐿(𝑧), and 𝑔𝜌[𝑛] is the output of the 

full gradient transfer function  𝐺𝜌(𝑧). And 𝛽 is adapted as done in section 5.3.1 [48] and 
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[81]. Where 𝜙β[𝑛]  is given by (5.29), as mentioned in [48]. 𝜙β[𝑛] is the instantaneous 

power estimate of the gradient signal 𝑔𝛽[𝑛].The gradient signal 𝑔𝛽[𝑛] is used to update 𝛽 

of the ANF. 

𝜙β[𝑛] = 𝛾𝜙β[𝑛 − 1] + (1 −  𝛾)𝑔𝑟𝑎𝑑(𝐽β[𝑛])
2
                                                             (5.29) 

𝑔𝑟𝑎𝑑(𝐽β[𝑛]) =  𝑔𝛽[𝑛] = (1 − 𝜌(𝑛))𝑢[𝑛 − 1]                                                             (5.30) 

Where 𝛾 the forgetting factor in between 0.90 to 0.99 is, 𝑢[𝑛 − 1] is the internal state of the 

filter. And is updated as follows 

𝛽[𝑛] = 𝛽[𝑛 − 1] − 𝑢𝛽[𝑛]. 𝑦𝐿[𝑛]𝑔𝛽[𝑛]                                                                          (5.31) 

Where, 𝑢𝛽 is given by equation (5.10).The structure required to generate full gradient term 

to update parameter 𝜌, which is created by cascading two filter  𝐻𝐿(𝑧)and𝐺𝜌(𝑧), can be 

implemented as shown in Figure 5.19. 

 

Figure 5.19 Implementation of full gradient term for updating term 𝜌 
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This structure is modelled and simulated in MATLAB, and simulation results are shown in 

Figures 5.20 and 5.21 for tracking the hop frequency signal.  

Figure 5.20 Full gradient-based adaptation of 𝜌 in Lattice based ANF 

Figure 5.21 The tracking performance of Lattice-based ANF for the hop frequency signal 
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Table 5.3 Simulation parameters used to simulate Figures 5.20 and 5.21 

 

 

 

 

Simulation parameters are shown in table 5.3. Figure 5.20 demonstrate the full gradient 

approach, which provides encouraging results. The results in Figure 5.20 are produced via 

constraints adaptation of  𝜌 as follows: 

Algorithm II:  Adaptation of 𝜌(𝑛)  with constraints 

Input:𝑥[𝑛] 

Output:𝑦𝐿[𝑛] 

 

Initialisation :𝜌[𝑛] = 0.70 ; 𝜇𝜌 = 0.03; 𝛾 = 0.90   

1: For𝑛 =1:1:𝑁𝑠𝑎𝑚𝑝𝑙𝑒   

2: 𝑦𝐿[𝑛] = 𝒍𝒂𝒕𝒕𝒊𝒄𝒇𝒊𝒍𝒕𝒆𝒓(𝛽[𝑛], 𝜌[𝑛], 𝑥[𝑛] )   

3: Update→ 𝛽[𝑛]   

4:  If0.70 < 𝜌[𝑛] < 0.95   

5:  𝜌[𝑛] = 𝜌[𝑛 − 1] + 𝜇𝜌 × 𝑦[𝑛] × 𝑔[𝑛]/𝜙𝛽 ⊳ Update→ 𝜌 

6:   𝜌[𝑛 − 1] = 𝜌[𝑛] ⊳  

7:  end   

8:  
If   0.70 > 𝜌[𝑛] > 0.95 ⊳ 

Retain→ 𝜌[𝑛 − 1]  

previous value of 𝜌if it 

9:     𝜌[𝑛] = 𝜌[𝑛 − 1]  exceed 0.95  

10:  end    

11:  
If𝜙𝛽 < 0.50 ⊳ 

Reset condition at start 

of  

12:     𝜌[𝑛] = 0.70  new hop frequency 

13:  end    

11: end   

 

Noise variance   𝜎2  0.25  

𝜇𝛽  step-size for 𝛽  0.018   

𝜇𝜌  step-size for   𝜌 0.033-0.04 

‘N’ no. of samples 4000 

Initial value of  𝛽 0.25 (normalized frequency) 

Initial value of  𝜌 0.70 (Pole contraction factor) 

𝛾 forgetting factor 0.90 
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It is to be noted that these constraints are set empirically to obtain optimum results in terms 

of convergence speed and robust performance. The parameter 𝜌 only adapts if the current 

value of 𝜌 is in between set constraints 0.70 and 0.95 and resets itself to 0.70 if the 

instantaneous power 𝜙β approaches zero (reset if 𝜙β is less than 0.5). In Figure 5.20, it can 

be noted that 𝜌 does not reset to 0.70 for the subsequent hop frequency exactly at 1000 

samples, 2000 samples and 3000 samples mark. This means  𝛽  starts to lock onto a new 

target frequency before 𝜌 is reset to 0.70. Moreover, the second hop frequency (1000-2000 

samples) 𝜌 converges to 0.95 at a very slow rate. Further constraints are needed to apply, 

and modification is required in the constraint’s algorithm. Another approach is tried and 

tested, which can be called the ‘hard reset and wait method’. In this method, the value of 

𝜌 is reset to 0.70 after every 1000 samples, as we are aware of the fact that each hop 

frequency is 1000 samples long in 4000 samples in the input signal. After every reset, the 

value of 𝜌 is kept minimum (0.70) for a certain number of samples (wait for for100-150 

samples), then start updating 𝜌 again. Simulation results for this kind of approach are 

presented in Figures 5.22 and 5.23. 

Comparing the results of Figure 5.21 and 5.23, tracking in Figure 5.21 is offset by more 

margin, whereas simulation results in Figure 5.23 are more in line and along the target 

frequency. But in real life, each hopping frequency might have a different duration, size, or 

number of samples. This implies that ANF required another mechanism within this 

developed algorithm to automatically set parameter 𝜌 to the desired minimum value just 

before tracking the next subsequent hop frequency. Figure 5.22 shows the adaptation of 

parameter𝜌, it is well-shaped line graph and, after every reset of parameter 𝜌, is not updated 

for 100 samples value is kept at 0.70 and afterwards quickly converges to 0.95 until the next 

hop signal.  
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Figure 5.22 Adaptation of parameter 𝜌 via hard reset and wait method 

Figure 5.23 Tracking performance of Lattice-based ANF with hard reset and wait method 
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Algorithm III:  Adaptation of 𝜌(𝑛)  with constraints 

Input :𝑥[𝑛] 

Output :𝑦𝐿[𝑛] 

 

Initialisation :𝜌[𝑛] = 0.70 ; 𝜇𝜌 = 0.03; 𝛾 = 0.90   

1: For𝑛 =1:1:𝑁𝑠𝑎𝑚𝑝𝑙𝑒   

2: 𝑦𝐿[𝑛] = 𝒍𝒂𝒕𝒕𝒊𝒄𝒇𝒊𝒍𝒕𝒆𝒓(𝛽[𝑛], 𝜌[𝑛], 𝑥[𝑛] )   

3: Update→ 𝛽[𝑛]   

4:  If0.70 < 𝜌[𝑛] < 0.95   

5:  𝜌[𝑛] = 𝜌[𝑛 − 1] + 𝜇𝜌 × 𝑦[𝑛] × 𝑔[𝑛]/𝜙𝛽 ⊳ Update→ 𝜌 

6:   𝜌[𝑛 − 1] = 𝜌[𝑛] ⊳  

7:  end   

8:  
If   0.70 > 𝜌[𝑛] > 0.95 ⊳ 

Retain→ 𝜌[𝑛 − 1]  

previous value of 𝜌 if  it 

9:     𝜌[𝑛] = 𝜌[𝑛 − 1]  exceed 0.95  

10:  end    

11: end   

 

Following simulation results based on the ‘minimum constraint method’, in this method 𝜌 

initialise again with 0.70 and update the equation 5.26 as long as the value of 𝜌 does not 

exceed 0.95. If it does exceed 0.95, the previous value of 𝜌 is retained, implemented as 

follows 

The simulation result in Figure 5.24 demonstrates an interesting inherent capability of the 

derived full gradient function (at the beginning of section 5.4) that at the start of each new 

hop frequency, the 𝜌 does try to reset to 0.70 without any external constraints. Unfortunately, 

in between 1000-1100 samples, 2000-2300 samples and 3000-3100 samples, it toggles 

between 0.95 and 0.75, which is undesirable in a fully adaptive lattice ANF filter. 
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Figure 5.24 Adaptation of 𝜌 with minimum constraints method 

 Fully Constraint Adaptation Algorithm of 𝝆 

Automatic resetting of notch bandwidth parameter𝜌  to 0.70 at the start of each subsequent 

hop frequency became a challenging part of this research. Numerous resetting conditions 

were set and tested. In this section, only a few of them are discussed. These are all heuristic 

approaches and are simply designed by analysing the internal signal of the ANF filter, such 

as  𝜙β, 𝑔𝛽 , 𝑔𝜌, 𝑦𝐿 and 𝜙ρ. These signals are again defined in table 5.4 with their respective 

names and equations.  

Table 5.4 Internal Signal used in developing automatic resetting mechanism for ρ 

Signal  Name  Equation  

𝜙β Instantaneous power of  𝑔𝛽 𝜙β[𝑛] = 𝛾𝜙β[𝑛 − 1] + (1 −  𝛾)𝑔β
2 

𝜙ρ Instantaneous power of  𝑔𝜌 𝜙𝜌[𝑛] = 𝛾𝜙𝜌[𝑛 − 1] + (1 −  𝛾)𝑔𝜌
2 

𝑔𝛽  Gradient signal for updating 𝛽 Refer to Figure 5.19 

𝑔𝜌 Gradient signal for updating 𝜌 Refer to Figure 5.19 

𝑦𝐿  Output of ANF  Refer to Figure 5.19 
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Three methods are proposed in this section which are detailed as follows. 

 Method I Reset Condition:  Filter Output and Instantaneous 

Power (𝝓𝛃) 

Reset 𝜌 when the output of the filter is more than the gradient energy signal 

𝜙β.  The signal 𝜙β approaches to the zero whenever ANF have locked on the target 

frequency, and once the target frequency is located, it grows in magnitude until the 

subsequent hop frequency. This effect is illustrated in Figure 5.25 (a) with a red colour line 

at 1000, 2000 and 3000 samples, the 𝜙β drop exponentially and tend to approach zero. At 

this particular point, the output 𝑦𝐿 of the filter is more than the gradient energy signal 𝜙β, 

which is visible in the zoomed-in version of 5.25(b). 

In Figure 5.25 (b), it can be observed that the gradient signal is below the output the 𝑦𝐿 for 

the considerable number of samples (between 1020-1060 samples) in this region, the 

parameter 𝜌 does not update as well, as shown in Figure 5.26 in between 1000-1100 samples. 

But again, here, the issue is that the parameter 𝜌  does not reset precisely at the 1000, 2000, 

and 3000 samples mark.  It resets just after 1000, 2000 and 3000 marks, as shown in Figure 

5.26. This method failed to reset  𝜌 to 0.70 on time for each subsequent hop signal. One good 

takeaway from this simulation is that as long as 𝜙β is smaller than the filter’s output, the 

value of 𝜌 is not updated for the small fraction of samples. Hence, there is no need to include 

a ‘wait’ condition for certain samples, as demonstrated in the ‘hard reset and wait’ method. 
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Reset condition: 

𝑖𝑓 |𝑦𝐿| > 𝜙βthen reset the value to 𝜌(𝑛) = 0.70 

 

Figure 5.25 (a) The magnitude of the gradient energy shown in red and blue represents the 

corresponding output of the filter (b). Zoomed version of (a) to illustrate the fact that at one 

point in time gradient is less than the output of the filter 
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Figure 5.26 Corresponding resetting the value of 𝜌 via Method I 

 Method II Reset Condition: Instantaneous Gradient of  𝝓𝛒. 

This method is based on the instantaneous gradient of the signal  𝜙β  and 𝜙ρ. During the 

analysis of different internal signals of the adaptive notch filter, it was observed that at the 

start of each subsequent hop frequency signal (for example, at 1000, 2000 and 3000 

samples), the instantaneous gradient of 𝜙β rapidly decreases and while the instantaneous 

gradient 𝜙ρ rapidly increases. At this particular point absolute value of the instantaneous 

gradient of each of 𝜙ρ is of comparable level that of the  𝜙β. Figure 5.27 shows the 

instantaneous gradient curve for each signal, 𝜙β in blue and 𝜙ρ in red. The instantaneous 

gradient of the 𝜙ρ(red line) is mostly below 1, between 300-980 samples, 1500 -2000 

samples, 2000 - 3000 samples and above 3000 samples. The region of interest is marked in 

black circles, this peaking of the instantaneous gradient of 𝜙ρ occur exactly around 1000, 

2000, and 3000 sample points. These are the positions at which 𝜌 has to reset to 0.70. 
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Instantaneous gradient of 𝜙ρ can be simply calculated by 

∆𝜙ρ = 𝜙ρ[𝑛] − 𝜙ρ[𝑛 − 1]                                                                                            (5.32) 

Figure 5.27 Absolute value of the instantaneous gradient of 𝜙βand𝜙ρ 

Figure 5.28 Instantaneous Gradient of 𝜙ρ 
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Reset Condition: 

𝑖𝑓  𝑎𝑏𝑠(𝜙ρ[𝑛] − 𝜙ρ[𝑛 − 1]) > 3.5, then reset the value to 𝜌(𝑛) = 0.70  

𝑎𝑛𝑑 𝑤𝑎𝑖𝑡 𝑓𝑜𝑟   𝑁 𝑛𝑢𝑚𝑏𝑒𝑟 𝑠𝑎𝑚𝑝𝑙𝑒𝑠  𝑏𝑒𝑓𝑜𝑟𝑒 𝑢𝑝𝑑𝑎𝑡𝑖𝑛𝑔 𝜌 𝑎𝑔𝑎𝑖𝑛 , 𝑎𝑛𝑑 𝑁 = 120  

Figure 5.29 (a) Corresponding resetting the value of  𝜌  via Method II, but unable to reset 𝜌   

after 2nd  hop frequency. (b) In the second run of the simulation, and this time unable to reset 

𝜌  after first hop frequency signal 
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In Figure 5.29 (a), method II is able to reset 𝜌 just after 1000 and 3000 samples, very close 

to desired positions(1000, 2000,3000 marks). This method delivered better results than 

method I, where the resetting occurred after a long delay, compared with Figure 5.26. It can 

be seen in both Figures 5.29 (a) and (b) that this method failed to reset at the 2000 samples 

mark for (a) and at the 1000 samples mark for (b). 

 Method III Proposed Method: Instantaneous output power 

and 𝑽𝒕𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅 

After analysis of different signals path and their statistical properties and nature, it is 

concluded that the best possible method to reset the value of 𝜌 is to observe the output of the 

ANF. Additionally, resetting 𝜌 to 0.70 just before the new hop frequency is key to 

successfully adapting both parameters. Therefore, resetting should be applied carefully 

within the algorithm, and the selection of the constraints must be such that it works 

universally regardless of the environment. This method utilized the calculations of the 

gradient energy at the output of the ANF. The output signal of the ANF increases in 

amplitude just before the next hop frequency signal. If this variation at the output of the filter 

can be detected just in time (means at the beginning of the new hop frequency), the value of 

𝜌 can be reset to 0.70 on time without delay. A new signal was created, the parameter 𝜓[𝑛] 

and equals to: 

𝜓[𝑛] = 𝛾𝜓[𝑛 − 1] + (1 − 𝛾)|𝑦𝐿|
2                                                                               (5.32) 

Where 𝜓[𝑛] is gradient energy at the output of the ANF in Figure 5.19, 𝑦𝐿 is the output of 

the filter, and 𝛾 is a forgetting factor close to 0.9-0.99. Figure 5.30 shows the plot of this 

gradient function at the output of the filter.  
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Figure 5.30 Plot of ψ[n] at the output of the ANF 

Figure 5.30 illustrates the plot of 𝜓[𝑛] at the output of the ANF, unlike in Figure 5.28, only 

three distinct peaks are visible at 1000, 2000 and 3000 samples mark. It provides better 

resetting criteria than previously tried and tested in Method I and Method II.  

𝑉𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 2𝐸{|𝑥[𝑛]|}                                                                                               (5.33) 

A reset threshold was set, and it is called 𝑉𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑. It is the equivalent of twice the size of 

the expected value of the input signal (noisy signal), as shown in equation 5.33. The peaking 

of the output gradient signal 𝜓[𝑛] always occurs at the exact position at which parameter 𝜌 

needed to be reset, and these peaks are always more than the value of the  𝑉𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, hence 

this provides a resetting condition that can be applied universally regardless of the nature or 

statistical properties of the input signal. 

Reset Condition:  

𝑖𝑓 𝜓[𝑛] > 𝑉𝑡ℎ𝑒𝑟𝑠ℎ𝑜𝑙𝑑, then reset the value to 𝜌(𝑛) = 0.70  

𝑎𝑛𝑑 𝑤𝑎𝑖𝑡 𝑓𝑜𝑟   𝑀 𝑛𝑢𝑚𝑏𝑒𝑟 𝑠𝑎𝑚𝑝𝑙𝑒𝑠  𝑏𝑒𝑓𝑜𝑟𝑒 𝑢𝑝𝑑𝑎𝑡𝑖𝑛𝑔 𝜌 𝑎𝑔𝑎𝑖𝑛 , 𝑎𝑛𝑑 𝑀 = 120   
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Figure 5.31 Corresponding resetting the value of 𝜌 via Method III 

A complete algorithm with constraints is presented on the next page of this thesis. In Figure 

5.31, the adaptation of 𝜌 is simulated for the full gradient structure, as shown in Figure 5.19. 

This simulation demonstrates that the value of 𝜌 is resetting exactly at 1000, 2000, and 3000 

samples mark, as desired. To ensure 𝛽 always adapts before 𝜌, the adaption of 𝜌 is always 

initiated after the ‘M’ number of samples and also whenever 𝜌 reset to value 0.7 as shown 

in step 4 of the algorithm I (on next page), again it has to wait for ‘M’  number of samples. 

Hence allowing 𝛽 to converge to the target frequency at a quicker pace before 𝜌  converges 

to 0.95, as shown in Figure 5.31. The simulation result in Figure 5.31 was produced with 

𝜇𝜌 set to 0.03 and 𝜇𝛽 set to 0.018. The forgetting factor 𝛾 was fixed at 0.9 for the adaption 

of  𝜌 and 𝛽. As per proposed algorithm I on the next page, 𝜌 was initialized at 0.70, 𝜌 adapts 

after ‘M’ of samples, so 𝛽 start to converge to the target frequency at a faster rate. Step 3 of 

the algorithm ensures 𝜌 only updates its value when the current value of the 𝜌 is in between 

the range of 0.70 to 0.95. Otherwise, if 𝜌 tends to be more than 0.95 or below 0.70, the 

previous value of 𝜌  is retained. Step 4 simply reset the value of 𝜌  back to 0.70 when the 
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target frequency is about to hop to the subsequent hop frequency. 𝜌 Reset only when the 

value of 𝜓[𝑛] is more than 𝑉𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑. Every time 𝛽  tries to lock on to the new target 

frequency, the value 𝜙β tend to approach 0.  As 𝛽 locks on to the target frequency, the 

recursive calculation (5.27) of 𝜙β keeps on growing until the subsequent target frequency 

(illustrated in Figure 5.25(a) red colour curve), which control by how much the value of 𝜌 

in (5.26) has to increase. Initially 𝜙β is smaller; therefore, 𝜌 converges at a fast rate, but as 

𝜙β get larger in size, and the 𝜌  is updated at a very less rate.  

Algorithm IV:  Adaptation of 𝜌(𝑛)  with constraints 

Input:𝑥[𝑛] 
Output :𝑦𝐿[𝑛] 

 

Initialisation:𝜌[𝑛] = 0.70 ; 𝜇𝜌 = 0.03; 𝛾 = 0.90   

1: For 𝑛 =1:1:𝑁𝑠𝑎𝑚𝑝𝑙𝑒   

2: 𝑦𝐿[𝑛] = 𝒍𝒂𝒕𝒕𝒊𝒄𝒇𝒊𝒍𝒕𝒆𝒓(𝛽[𝑛], 𝜌[𝑛], 𝑥[𝑛] )   

3: 
𝜓[𝑛] = 𝛾𝜓[𝑛 − 1] + (1 − 𝛾)|𝑦𝐿|

2 ⊳ start of new hop  

frequency 

4: Update→ 𝛽[𝑛]  detection parameter 

5: If 𝑛 >  𝑗 + 120 ⊳ wait for 120 samples at  

6: 
 

If 0.70 < 𝜌[𝑛] < 0.95  
start of new hop 

frequency 

7:  𝜌[𝑛] = 𝜌[𝑛 − 1] + 𝜇𝜌 × 𝑦[𝑛] × 𝑔[𝑛]/𝜙𝛽 ⊳ Update→ 𝜌 

8:   𝜌[𝑛 − 1] = 𝜌[𝑛] ⊳  

9:  end   

10: 
 

If   0.70 > 𝜌[𝑛] > 0.95 ⊳ 
Retain→ 𝜌[𝑛 − 1]  
previous value of 𝜌if  it 

11: 
 

   𝜌[𝑛] = 𝜌[𝑛 − 1]  
exceed 0.95 or if𝜌 is 

below 0.70 

12:  end    

13: 
 

If 𝜓[𝑛] > 𝑉𝑡ℎ𝑒𝑟𝑠ℎ𝑜𝑙𝑑 ⊳ 
Reset→ 𝜌 to minimum 

value  

14: 
 

𝜌[𝑛] = 0.70  
0.70 at the start of new 

hop  

15:  𝑗 = 𝑁𝑠𝑎𝑚𝑝𝑙𝑒  frequency 

16:  End   

17: End   

18: End   
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 Simulation Results 

Now correct algorithm for resetting 𝜌 has been developed and identified. Along with that, a 

full gradient approach is used, which is derived at the start of section 5.4. A comparison of 

simulation results is carried out in this section for tracking hop frequency signal interference. 

The research work [48] specifically describes the mitigation of CWI interference from GPS 

signal via lattice-based adaptive notch filter and is considered for comparison. Work in [48] 

is driven from [81-82], and [81] is already modelled in section 5.3.1. In [48] author only 

adapts signal parameter 𝛽, and with variable step-size.  

Figure 5.32 Tracking Performance of Lattice-based ANF when only 𝛽 is adapted [48]. Blue 

colour line show tracking of ANF when 𝜌=0.95 . Black line show tracking of ANF when  

(𝜌=0.9) 
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Figure 5.32 demonstrates the performance of lattice-based when single parameter 𝛽 is 

adapted. Two sets of simulation results are produced, one with 𝜌 equal to 0.90 (black curve) 

and the other with 𝜌 equal to 0.95 (blue curve). It is evident from the simulation results that 

with a higher value of 𝜌 (approaches to unity), consideration amount of tracking 

performance of the ANF is lost. Simulation is done with these values as a tighter notch is 

desired in practical application. Even the black curve with a lower value of  𝜌  is offset by 

some margin. It takes longer to locate the target frequency because the gradient of the cost 

function when 𝜌 is closer to unity is flat (as described in section 5.3.2) and takes longer to 

converge to the target frequency. The same simulation parameters were used to simulate the 

proposed method, and Figure 5.33 shows the tracking performance of the proposed structure 

(Figure 5.19) and constraint adaptation algorithm for the updating 𝜌. And simulation results 

in Figure 5.33 demonstrate that the proposed method's frequency tracking performance is 

much superior to the one shown in Figure 5.32. In Figure 5.33, the proposed fully adaptive 

ANF is able to converge to the next subsequent hop frequency signal very quickly, hence 

reducing filter transient endure and preserving the useful signal. Figure 5.34 shows the 

corresponding adaptation of parameter 𝜌 via the proposed algorithm. Figure 5.35 shows a 

tracking comparison of [48] and the proposed method when the simulated results are 

superimposed. Both black and red curves struggled to locate the target frequency at the 

beginning of the subsequent hop frequency. This delay in locating the next subsequent target 

frequency enables a small interference signal to leak into the system, thus not completely 

removing the undesired signal. Hence leads to inefficient excision of the interference signals. 

In contrast, the newly proposed algorithm optimizes the performance of the lattice-based 

ANF by simultaneously adapting the notch bandwidth parameter 𝜌 and notch centre 

frequency parameter 𝛽. The red curve in Figure 5.35 demonstrates the superior performance 

of the proposed fully adaptive notch filter in terms of convergence speed and tracking 
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capabilities. It follows the target frequency (green line dash line) more precisely compared 

to [48].  

 

Figure 5.33 Tracking performance of ANF via Proposed Method. Simultaneously adapting 

both parameters 𝜌 and 𝛽 

 

Figure 5.34 Corresponding adaptation of parameter 𝜌 for above diagram 
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Figure 5.35 Frequency tracking comparison between [48] and the Proposed Method 

 Complete Modelling of the System 

A complete set-up is modelled in MATLAB and SIMULINK to ensure uniformity 

throughout both adaptive algorithms ([51] and proposed) under test to perform an analysis 

of two types of filters. Figure 5.37 shows a typical GPS receiver's front-end and acquisition 

module. It consists of multistage IF conversion, LNA with a gain of 110 dB [87] and ADC 

(with 4, 8 and 16 bits). GPS signal Generator is also modelled as described in chapter one of 

this thesis. 
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ADC Requirements:   An Analog to Digital Converter (ADC) is used to turn live analogue 

signals into digital values with certain quantization levels. ADCs use a certain number of 

bits when converting signals, and the number of bits used to digitize the RF signal determines 

the resolution of the measured signal. For instance, a 16-bit ADC can convert the signal into 

65,536 different levels, whereas an 8-bit ADC only converts it into 256 levels. Most low-

cost commercial GNSS receiver employs 1-bit to 3-bits. Further increasing the bit depth 

above 3-bits doesn’t contribute to improvement in the 𝐶/𝑁0 value [88]. 

Figure 5.36 Number of bits required to acquire signal with different levels of JNR 

In general, the more bits, the better the input signal reproduction. The dynamic range of an 

ADC is calculated by dividing the maximum and minimum amplitude and converting them 

to decibels. Each bit in ADC uses increases the dynamic range by 6dB. By applying this 

criterion, the GPS L1 signal from the output generator and the jamming signal are digitized 

with 18 bits to accommodate the high power interference and ensure the signal is fully 

preserved for processing via ANF.  
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Figure 5.37 Complete System Modelling for testing of the proposed algorithm 

Figure 5.36 shows a relationship between level JNR and the number of bits required by ADC 

to fully preserve the signal at its output. For each JNR level of 25dB, 30dB, and 35dB, 

approximately 5-bits, 7-bits, and 9-bits of ADC are required, respectively. As observed from 

the diagram, output SNR improves as the level of JNR increases. It is due to the fact that as 

the level of interference increases, ANF adaptive more rapidly and with less variation, excise 

interference more precisely, as explained right at the end of chapter 4.  

SNR and 𝐶/𝑁𝑜 In an ideal scenario, after evaluation of the Cross Ambiguity Function (CAF), 

it should present with well-defined sharp peak and the values of the peak corresponding to 

the value of 𝜏0 𝑎𝑛𝑑 𝐹𝐷 which matches the delay and Doppler frequency of the satellite in 

space. CAF is evaluated via (5.31). One very basic and still power metric that can evaluate 

the strength of the signal is the SNR at the output of the acquisition block.  SNR in the CAF 

can be calculated [66] by equation (5.34).  

𝑆(𝜏0, 𝐹𝐷) = |
1

𝑁
∑ 𝑟[𝑛]𝑐[𝑛 − 𝜏0]𝑒

−𝑗2𝜋𝐹𝐷𝑁−1
𝑛=0 |

2

                                                                (5.34) 

𝑆𝑁𝑅(𝑑𝐵) = 10𝑙𝑜𝑔 [
max [𝑆(𝜏0,𝐹𝐷)]−𝑚𝑒𝑎𝑛[𝑆(𝜏,𝐹𝐷)]

𝑠.𝑡.𝑑[𝑆(𝜏0,𝐹𝐷)]
]                                                            (5.35) 
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In GPS signal acquisition, pre-correlation SNR is negative, and post-correlation SNR is 

positive. Hence it is convenient to normalize the SNR to a 1Hz bandwidth. By doing so, the 

result is referred to as a carrier to noise density, usually measured in decibels (5.36).  B is 

the bandwidth of that stage of the filter. 

𝐶

𝑁0
= 10𝑙𝑜𝑔10(𝑆𝑁𝑅 × 𝐵)  [𝑑𝐵 − 𝐻𝑧]                                                                           (5.36) 

Acquisition Module: Very first operation performed by the  GPS receiver is the acquisition 

of the GPS L1 signal. The acquisition module in the receiver determines whether the satellite 

signal is present or absent and calculates the coarse value of the code phase delay 𝜏0 and the 

Doppler frequency 𝐹𝐷 of the incoming signal. Acquisition of GPS signal is carried out by 

simultaneously searching for Doppler frequency range and all possible code phase offsets. 

There are various methods to evaluate Cross Ambiguity Function during acquisition, such 

as i)  Serial Search, ii) Parallel Acquisition in the time domain, and iii)  Parallel Frequency 

Code Phase. A later method is used, which provides efficient FFT while evaluating CAF and 

fast computation compared to i) and ii).   
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Figure 5.38 shows the CAF evaluation of the jammed signal at the output of the acquisition 

module. As no clear peak is visible, thus GPS L1 signal is not acquirable. Both the direct 

form algorithm [51] and the proposed method are compared in terms of output  𝐶/𝑁0 when 

Jamming to Noise Density (𝐽/𝑁0) of different levels is applied.  

Figure 5.38 Evaluation of CAF at the output of acquisition with CWI hop frequency 

interference 

Keep in mind that JNR is different from 𝐽/𝑁0 the parameter, in 𝐽/𝑁0  jamming power is set 

against the value 𝑁0 with is specified in chapter 3 equation (3.11). The modelled GPS signal 

generator in Simulink is used to produce the signal under test with 𝐽/𝑁0 ranging from 0 -160 

dB-Hz. Both [51] [67] the direct form-based ANF and the proposed algorithm are employed 

to remove and excise CWI hop frequency interferences. Figure 5.39 shows each notch filter's 

performance in terms of preserving useful signals after ANF processing. Figure 5.39 (a) 

shows the PSD of the jamming signal along with this GPS L1 signal. Figure 5.40 (b) shows 

the PSD of the signal after mitigation of the hop frequency interference through the proposed 
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method (fully adaptive notch filter). These blue circles represent the small notches the ANF 

created with minimal distortion on the useful signal. The same jammed GPS L1 signal was 

used to test [51], and Figure 5.39(c) shows the PSD of the output signal of direct form ANF 

[51]. It can be clearly observed by the PSD curve that useful signal is distorted, and Direct 

Form IIR notch under such conditions is unable to completely mitigate the interference. 

Furthermore, it introduces the scaling of the signal around the notch centre frequency. 

Figure 5.39 PSD of useful signal with the interference of J/N_0100dB-Hz.(b) PSD of 

Interference excision via the proposed method. (c) Interference excision via method 

published in [51] and [67] 

Figure 5.40 presents simulation results for  𝐶/𝑁0 at the output of the acquisition block. The 

brown curve shows the value of output 𝐶/𝑁0when the jamming signal is present and 𝐶/𝑁0  

drops sharply as 𝐽/𝑁0value gets above 65dB-Hz. At this point (up to 𝐽/𝑁0=65db-Hz) 

jamming signal is almost the same size in amplitude as a useful signal. Hence, the signal can 

be acquired without using ANF because the CDMA signal is jamming resistant for low-
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powered interference signals. However, as 𝐽/𝑁0 gets above 80 dB-Hz output 𝐶/𝑁0 level 

becomes lower than 41 dB-Hz for the brown curve and GPS L1 signal becomes acquirable 

via acquisition module. The red curve shows simulation results when a direct form structure 

is used to mitigate the interference [51]. The 𝐶/𝑁0   start to drop even before  𝐽/𝑁0  reaches 

above 45dB-Hz. This is due to the reason that the adaptive parameter  𝑧0 in [51] is unable to 

converge when the interference level is smaller than the size of the signal and produces a 

random notch with mild depth  which degrades the useful signal quality hence degrading the 

𝐶/𝑁0 value. For 𝐽/𝑁0 between 65-110dB-Hz, the direct form algorithm performs steadily 

and output 𝐶/𝑁0 value is almost constant and close to 43dB-Hz.  As the 𝐽/𝑁0 increases 

above 120dB-Hz, direct form based ANF’s performance rapidly degrades and unable re-

attain useful signal, due to slow convergence of parameter 𝑧0 to subsequent hop frequency, 

as shown in Figure 5.8(section 5.3.1). 

Figure 5.40 𝐶/𝑁0 At output of the acquisition module. Red curve represents the Direct form 

IIR. The black curve represents lattice-base ANF with the proposed algorithm 
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The performance of the lattice-based ANF with the proposed full gradient adaptation of 

notch bandwidth parameter 𝜌 with constraints is shown by the black curve in Figure 5.40. 

Its performance is much better than the 2nd order direct-form ANF. It can mitigate the higher 

level of frequency hop jamming signal due to the fact that by simultaneously adapting both 

parameters, the transient endurance by ANF at the beginning of each the hop frequency is 

reduced, hence, preserving the useful signal.  

 Hardware Complexity Reduction of the Proposed 

Structure 

The proposed structure to implement the full gradient adaptation of the notch bandwidth 

parameter is earlier shown in section 5.4, Figure 5.19. An extra filter is required to implement 

this method, which increases the hardware complexity of the system. In order to simplify 

hardware and computational complexity, heuristically different gradient signals were 

generated from the structure. As shown in Figures 5.41(a), (b) and (c). 

The frequency response of the full gradient signal 𝑔𝑝 (Figure 5.19 of section 5.4) is plotted 

in Figure 5.42. Its transfer function is given  as follows 

𝐺𝜌(𝑧) =
1−𝑧−2

1−𝛽(𝑛)(1+𝜌(𝑛))𝑧−1+𝜌(𝑛)𝑧−2
×

1

1+𝜌
                                                                       (5.37) 

It has a band-pass response, as shown in Figure 5.42, with zeros at DC and Nyquist.  
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(a) 

(b) 

(c) 

Figure 5.41 Three gradient signal under test (a) represents  𝑔𝑝3  (b) 𝑔1 (c) 𝑔𝑝2   
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Figure 5.42 Frequency Response of 𝐺(𝑧) 

Now the frequency response of these gradient signals 𝑔 𝑝3, 𝑔𝑝2  and  𝑔1   are also plotted 

to verify whether any of these signals could be adopted as a gradient signal to simplify the 

structure in Figure 5.19.  The figure below shows three curves, yellow, black, and blue, for 

𝑔1 𝑔𝑝3  and 𝑔𝑝2  respectively.  

Figure 5.43 Frequency response of the gradient signal𝑔𝑝3 , 𝑔𝑝2  and  𝑔1 
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The pass-band gain of  𝑔𝑝3  and 𝑔𝑝2  is almost the same in magnitude as for 𝑔𝜌 in Figure 

5.42, but its stop-band rejection is not as good as that of 𝑔𝜌. But the 𝑔1 exhibits the same 

inherent curve shape as that of 𝑔𝜌, but with much lower gain levels. Analysing this simple 

similarity between 𝑔𝜌 and 𝑔1, a gain factor can be applied to 𝑔1 to alleviate it to the same 

level as 𝑔𝜌 . The transfer function of from 𝑥𝑖𝑛[𝑛]  to output 𝑔1[𝑛] (Figure 5.41c) given in 

[37], and its z-transform is equal to  (5.38) 

𝐺1(𝑧) =
1−𝜌

2
×

1−𝑧−2

1−𝛽(1+𝜌)𝑧−1+𝜌𝑧−2
                                                                                    (5.38) 

Now 𝐺1(𝑧)of Figure 5.41 can be converted to 𝐺𝜌(𝑧), but simply adding a gain factor 

𝐺1(𝑧) =
1−𝜌

2
×

1−𝑧−2

1−𝛽(1+𝜌)𝑧−1+𝜌𝑧−2
×

1

1+𝜌
×

2

1−𝜌
                                                                (5.39) 

Now multiplying last to gain factors added on the left side of the transfer function yield the 

following expression 

𝐺1(𝑧) =
1−𝜌

2
×

1−𝑧−2

1−𝛽(𝑛)(1+𝜌(𝑛))𝑧−1+𝜌(𝑛)𝑧−2
×

2

1−𝜌2
                                                            (5.40) 

Which becomes equivalent to the following expression 

𝐺𝜌(𝑧) = 𝐺1(𝑧) ×
2

1−𝜌2
                                                                                                     (5.41) 

Hence structure in Figure 5.19 can be modified and simplified as follow.  
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Figure 5.44 The proposed modified gradient signal  𝑔1 for the adaptation of notch bandwidth 

parameter 𝜌 

Figure 5.45 Frequency response of 𝑔𝜌 in red and 𝑔1 yellow 

Illustrates the effect of adding this (
2

1−𝜌2
)  gain factor and comparison between 𝑔1 and 𝑔𝜌. 

From this Figure, it can be concluded that this new 𝑔1gradient signal has the same response 

as 𝐺𝜌(𝑧). It can be generated within the lattice-based adaptive notch filter without cascading 

an extra filter.  

The computational complexity for all methods is compared in table 5.5.  As the complexity 

of ANF increases, there is an improvement in its performance of ANF. As [68] is the least 

complex in terms of computational burden, it performed miserably whilst tracking hop 
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frequency interference (as shown in Figure 5.7). And as the complexity increases for both 

[48] and [51], both performed better than [68] and were able to track hop frequency. 

Unfortunately, it has to go through a long transient phase at the start of each new hop 

frequency signal, degrading its performance severely. The computational complexity of the 

proposed algorithm in section 5.4 is almost double that of the other counterpart. It comes 

with the advantage that its performance is superior both in terms of output 𝐶/𝑁0 and 

convergence speed. Moreover, in the proposed algorithm, we are adapting an extra parameter 

𝜌; hence a number of computations per sample tend to increase. There has to be some kind 

of trade-off between the quality of interference excision and the computational complexity 

of the system. GPS-based navigation systems demand high precision and accuracy, and 

today’s high-speed DSP processor can accommodate an increase in computational 

complexity by two/ three folds.  A reduction in the term of computational complexity is 

achieved by simply generating a gradient signal within the structure itself, as shown in Figure 

5.44.  

Further simulation results of the proposed structure and its algorithm are compared with 

research carried out in [81].  In the previous section of this thesis, [81] was modelled in 

MATLAB without any constraints on the notch bandwidth parameter 𝜌. Results show that 

parameter 𝜌 tend to overshoot unity, as presented in Figures 5.3 and 5.6. Hence motivated 

to develop a full gradient adaptation of parameter 𝜌 with constraints as illustrated in section 

5.4 of this thesis.  

Now adaptive notch filter in [81] is modelled with constraints on the notch bandwidth 

parameter 𝜌. A comparative analysis is made in terms of the convergence of parameters 𝜌 

and 𝐶/𝑁0 at the out of the acquisition module between the proposed structure/proposed 

algorithm II and reference work [81]. Research work in [81] is implemented again in 
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MATLAB with proposed algorithm IV incorporated within the adaptive notch filter of 

[81].  

Table 5.5 Comparison of the existing method and proposed method 

 

 

Both filters have different gradient functions and update equations for notch bandwidth 

parameter 𝜌, as shown in Table 5.6. The update equation of 𝜌 for the proposed structure has 

a variable step-size, while the other one has a fixed step-size. In this section, the goal is to 

model both of these adaptations of parameter 𝜌 with developed constraints algorithm II in 

section 5.4.4 of this thesis.  

 Reference [31] Reference[34] Reference [51]  Proposed 

Method 

Fully Adaptive 

Notch Filter – 

Full gradient 

term 

Structure  Direct form IIR All-pass 

Lattice-based 

structure 

Direct Form IIR All-pass 

Lattice-based 

structure 

Adaptation of 

Notch Centre 

Frequency  

 Yes Yes Yes  Yes 

Adaption of 

Notch 

Bandwidth 

Parameter 

is Fixed is Fixed is Fixed Yes - adaptive 

Update 

Algorithm 

Normalize LMS Variable Step-

Size LMS 

Signed 

Magnitude 

Variable Step-

Size LMS 

Variable Step-

Size LMS 

Computational 

Complexity per 

sample 

+𝑆 ×𝑀 ÷ 𝐷 +𝑆 ×𝑀 ÷ 𝐷 +𝑆 ×𝑀 ÷ 𝐷 +𝑺 ×𝑴 ÷𝑫 

8 15 1 7 12 2 7 7 1 14 19 4 

Computational Complexity per 

sample 

Of Modified Structure (Figure 

5.44) 

+𝑆 ×𝑀 ÷ 𝐷 

Figure 5.44 10 15 3 
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Table 5.6 Comparison of two filters in terms of transfer functions, gradient signals (for 𝜌 

and 𝛽)  and update equations 

 Proposed Method Reference [81] 

Transfer 

Function 

𝐻𝐿(𝑧)

=
1 + 𝜌

2

1 − 2𝛽(𝑛)𝑧−1 + 𝑧−2

1 − 𝛽(𝑛)(1 + 𝜌(𝑛))𝑧−1 + 𝜌(𝑛)𝑧−2
 

𝐻𝐿(𝑧)

=
1 − 2𝛽(𝑛)𝑧−1 + 𝑧−2

1 − 𝛽(𝑛)(1 + 𝜌(𝑛))𝑧−1 + 𝜌(𝑛)𝑧−2
 

Gradient 

Signal  

𝐺𝑝(𝑧) 

𝐺𝑝(𝑧)

=
2

1 − 𝜌2
1 − 𝑧−2

1 − 𝛽(𝑛)(1 + 𝜌(𝑛))𝑧−1 + 𝜌(𝑛)𝑧−2
 

𝐺𝑝(𝑧)

=
𝛽𝑧−1 − 𝑧−2

1 − 𝛽(𝑛)(1 + 𝜌(𝑛))𝑧−1 + 𝜌(𝑛)𝑧−2
 

Update 

Equation 

for  𝜌[𝑛] 

𝜌[𝑛] = 𝜌[𝑛 − 1] + 𝜇𝜌 𝑦𝐿[𝑛]𝑔𝜌[𝑛]/𝜙𝛽[𝑛] 𝜌[𝑛] = 𝜌[𝑛 − 1] − 𝜇𝜌 𝑦𝐿[𝑛]𝑔𝜌[𝑛] 

Gradient 

signal  

for𝛽[𝑛] 

𝐺𝛽(𝑧) =
(1 − 𝜌(𝑛))𝑧−1

1 − 𝛽(𝑛)(1 + 𝜌(𝑛))𝑧−1 + 𝜌(𝑛)𝑧−2
 

𝐺𝛽(𝑧)

=
𝑧−1

1 − 𝛽(𝑛)(1 + 𝜌(𝑛))𝑧−1 + 𝜌(𝑛)𝑧−2
 

 

In this section series of simulations is presented under different conditions and hence provide 

deeper insight into the adaptation of parameter 𝜌  in both these variants. The main aim is to 

determine each filter's performance and provide a fair comparison by considering relevant 

research work. The following sets of simulations are obtained while keeping the value of 𝜌 

fixed at 0.50, 0.80 and 0.98. As per the ideal notch width value of 𝜌 must be as close as 

possible to the unity. To provide an extremely narrow notch width to minimise distortion of 

useful signal in the system for a fixed/static notch filter. But this might not be the case for 

an adaptive notch filter. An adaptive notch can be characterised by fast locking on to the 
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target frequency and reducing the transient time for each subsequent hop frequency. By 

doing so, the performance of the ANF enhances for any given application. 

 

Figure 5.46 Comparison of tracking of hop frequency CWI with 𝜌 fixed at 0.98 for both the 

proposed method and [81] 

Figure 5.46 shows if the value of pole contraction parameter 𝜌 is close to unity, and in this 

case, is it 0.98, providing an extremely narrow notch width. For both adaptive notch filters, 

the detection of the next subsequent hop frequency (target frequency) was delayed/lagged 

severely and unable to lock on to the target frequency on time. This causes the leaking of 

CWI into useful signal; hence, ANF cannot completely remove hop frequency CWI from 

the useful signal. In Figure 5.46 blue curve represents the proposed method, and the black 

curve shows the simulation results for [81] under similar conditions. The variable step-size 

of both is empirically chosen to provide the best possible results. Under static conditions (𝜌 

is fixed) blue curve shows a reasonable tracking compared to the black curve. But overall, 
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both adaptive notch filters are unable to track target frequency and converge to the correct 

hop frequency at the right time.  

In the next set of simulation results in Figures 5.47 and 5.48, parameter 𝜌 is fixed at 0.50 

and 0.80. Furthermore, the variable step size for the updating notch centre frequency 

parameter 𝛽 is kept the same (𝜇𝛽 = 0.018) and compare the ability tracking of two ANF 

algorithms. In Figure 5.47, the value of the parameter 𝜌 is 0.50, which is much lower and 

corresponds to a wider notch and fast convergence of 𝛽 to the target frequency. This effect 

is illustrated in Figure 5.47 and Figure 5.48. Tracking is more in-line with the prescribed 

target frequency, represented by the orange dash line.  

 

Figure 5.47 Comparison of tracking of hop frequency CWI with ρ fixed at 0.50 for both 

proposed methods and [81] 

The two small zoomed-in graphs in Figure 5.47 clearly show how each of the algorithms 

converges to the target frequency and the blue curve tracks more precisely, and faster 

convergence is achieved compared to the black curve [81]. Figure 5.48 demonstrates that as 
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the value of the 𝜌  is increased to 0.80 (providing a narrower notch width than 0.50), both 

algorithms lag as compared to the simulation in Figure 5.47. For both Figures 5.47 and 5.48, 

the value of step-size 𝜇𝛽  are kept the same and the purpose of these simulations is to verify 

and test the convergence of parameter 𝛽 to the target frequency. From these simulations, it 

is concluded that both algorithms provide comparable similar results if the notch bandwidth 

parameter 𝜌 is kept static (fixed). However, the proposed algorithm converges a lit quick 

than the other counterpart if the value of step-size 𝜇𝛽 for both is kept the same. 

 

Figure 5.48 Comparison of tracking of hop frequency CWI with 𝜌 fixed at 0.80 for both 

proposed methods and [81] 
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Figure 5.49 Comparison of tracking of hop frequency CWI with ρ fixed at 0.995 for both 

proposed methods and [81] 

Four values of the pole contraction parameter 𝜌 were used in the above simulations. 

𝜌(1) = 0.50            𝜌(2) = 0.80                   𝜌(3) = 0.98                   𝜌(4) = 0.995   

The value 𝜌(1) = 0.50 is chosen as the smallest pole contraction parameter, which 

significantly affects the bandwidth of the notch filter and corresponds to a very wide notch, 

which is undesirable in practical use. Whereas value 𝜌(4) = 0.98  is extremely close to unity 

and produces a very narrow notch. Both algorithms’ ability to work with poles extremely 

close to unity diminishes, as shown in Figure 5.49, which means the filter is on the brink of 

instability. Therefore, the proposed algorithm IV monitors the stability of the filter. In the 

proposed algorithm, if the value of 𝜌 exceeds 0.95, it reverts into the stable model and is 

reset in order to prevent divergence.  

In the next round of the simulations, the algorithm presented in [81] is modelled as it is in 

MATLAB. But the adaptation of the notch width parameter 𝜌 was carried out as per 

proposed algorithm IV in section 5.4.4 of this thesis.  
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The motivation here is to thoroughly test, verify and make a fair comparison between the 

proposed algorithm with full gradient term and relevant work in the field of simultaneous 

adaptation of both parameters 𝛽 and   𝜌 in lattice-based ANF filter. Previously comparative 

analysis of the proposed algorithm was carried out with direct form ANF [51] [67] lattice-

based ANF [48] (specific for application GPS). All these algorithms utilized an adaptation 

of single parameter 𝛽, while notch width parameter 𝜌 is kept fixed.  

It is clear and evident from simulation results in Figure 5.35 (section 5.4) and Figure 5.40 

(section 5.6) that proposed an  algorithm with full gradient term and constraints adaptation 

of parameter 𝜌 shows superior performance in terms of tracking (Figure 5.35) and 𝐶/𝑁0  at 

the output of the acquisition module (Figure 5.40). Now the task is to compare the proposed 

algorithm with existing relevant work, which adapts both parameters simultaneously, to 

ensure the novelty of the proposed method in this research work. 

Table 5.7 Simulation parameters for reference [81] 

 

Update equation for the notch width parameter 𝜌 in [81] is as follows. 

𝜌[𝑛] = 𝜌[𝑛 − 1] − 𝜇𝜌 𝑦𝐿[𝑛]𝑔𝜌[𝑛]                                                                                (5.42) 

Noise variance   𝜎2  0.25 

𝜇𝛽  step-size for 𝛽  0.018 - 0.022 

𝜇𝜌  step-size for   𝜌 Variable (0.003-0.01)  adjusted to get the best possible 

results  

‘N’ no. of samples 4000 

Initial value of  𝛽 0.25 (normalized frequency) 

Initial value of  𝜌 0.70  (Pole contraction factor) 

𝛾 forgetting factor 0.90 
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Where, 𝜇𝜌 is the fixed step-size set between 0.003 to 0.01, 𝑦𝐿 is the output of the filter and 

𝑔𝜌 is gradient signal for the adaptation of parameter 𝜌, it is given by following the transfer 

function as in equation 5.43. 

𝐺𝑝(𝑧) =
𝛽𝑧−1−𝑧−2

1−𝛽(𝑛)(1+𝜌(𝑛))𝑧−1+𝜌(𝑛)𝑧−2
                                                                                 (5.43) 

The difference between the transfer function of two gradient signals are shown in table 5.5, 

and the update equation for the parameter 𝜌[𝑛] in the proposed method is as follows. 

𝜌[𝑛] = 𝜌[𝑛 − 1] + 𝜇𝜌 𝑦𝐿[𝑛]𝑔𝜌[𝑛]/𝜙β[𝑛]                                                                    (5.44) 

In the proposed method, variable step-size 𝜇𝜌 is used by dividing it by 𝜙β, which is the 

instantaneous power at the output of the gradient signal of the parameter 𝛽. Every time 𝛽  

tries to lock on to the new target frequency, the value 𝜙β tend to approach 0.  As 𝛽 locks on 

to the target frequency, the recursive calculation (5.27) of 𝜙β keeps on growing until the 

next target frequency (illustrated in Figure 5.25(a) red colour curve), which control by how 

much the value of 𝜌 in (5.44) has to increase. Initially,𝜙β is smaller. Therefore, 𝜌 converges 

at a fast rate, but as 𝜙β get larger in size, then 𝜌  is updated at a very lower rate. The proposed 

method is already presented in detail, with the derivation of the full gradient, constraints 

algorithm, and extensive simulation results in section 5.4 of this chapter.   

As the fixed step size is used in [81], hence different values of step size are set up to produce 

the best possible adaptation of the notch width parameter 𝜌. The following simulations 

illustrate the effect of fixed step-size 𝜇𝜌 for [81], when proposed algorithm II is incorporated 

in it. Figure 5.50 presents the simulation results when 𝜇𝜌 is fixed at 0.003. It can observe 

from the simulation result that the notch width parameter 𝜌 converges very slow and does 

not reach to prescribe upper limit of 0.95 in algorithm II. It means the average notch width 
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is wide, which might have a significant effect on useful signal and output 𝐶/𝑁0. Hence the 

value of the fixed step-size 𝜇𝜌  is increased to 0.006 and its simulation results are shown in 

Figure 5.51. The parameter  𝜌 does converge to upper limit of 0.95 but takes a longer time. 

Furthermore, the value of 𝜌 does not stabilise around 0.95 and due to fixed step size, the 

value of 𝜌 tends to spike down to around 1510 samples, 1850 samples, 2300 samples and 

2500 samples points. Now step size 𝜇𝜌   is further increased from 0.006 to 0.009, and Figure 

5.52 shows the comparison between two different step-size used in the simulation. 

Figure 5.50 Adaptation of 𝜌 with a partial gradient [81], 𝜇𝜌  is fixed at 0.003 and utilizing 

the proposed constraints algorithm 
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Figure 5.51 Adaptation of 𝜌 with partial gradient [81], 𝜇𝜌 is fixed at 0.006 and utilizing 

proposed constraints algorithm 

 

Figure 5.52 Adaptation of ρ with partial gradient [81], 𝜇𝜌  is fixed at 0.006 & 0.009 and 

utilizing proposed constraints algorithm 
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It is evident from Figure 5.52 as the value of step-size 𝜇𝜌  increase to 0.009, the amplitude 

of the spikes gets larger, and the number of spikes increases, the black curve in Figure 5.52 

represent this effect. It means that after the parameter 𝛽 has locked on to the target frequency, 

an adaptive notch filter is not in an ideal state (narrower notch width), and the width of the 

notch keeps on fluctuating. Each time when the parameter  𝜌  spike down, the notch width 

gets wider, and it simply excises wider content in a spectrum and significantly affects the 

useful signal. More so over, initial converges of parameter 𝜌 for different values of 𝜇𝜌 is also 

very slow compared to the proposed method. The effect of the slow converges of parameter 

𝜌  and intermediate spikes in Figure 5.52 are reflected in the form of the magnitude response 

of the ANF in the steady state in Figure 5.53. In Figure 5.53, the black curve shows the 

magnitude response of [81] implemented via the proposed algorithm II. The blue curve 

shows the simultaneous adaptation of both parameters via the proposed algorithm designed 

in section 5.4.1 of this chapter. The -3dB bandwidth for the black curve is much wider than 

the blue curve, which means more along with interference, some portion of the useful signal 

is being removed as well, degrading the quality of the useful signal.  
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Figure 5.53 Magnitude response of both ANF in steady state at a normalized frequency of 

0.15 

Figure 5.54 shows this effect in a more elaborated manner. The magnitude response of both 

ANF is plotted in a steady state. Figure 5.54 (a) shows each of the notches (four notches) 

produced when the adaptive algorithm in [81] is used along with the proposed constrained 

algorithm for notch width parameter𝜌. The red line represents the -3dB bandwidth level. 

Figure 5.54 (b) shows the simulation results for the proposed algorithm (full gradient term, 

variable step-size, and proposed gradient generated within the filter structure) developed in 

this chapter. Both these simulations were run under the same conditions. 
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Figure 5.54 All four notch at target frequencies of 0.103, 0.15, 0.307 and 0.413. (a) 

Magnitude response of ANF in reference [81]. (b) Magnitude response of the ANF via the 

proposed method 

Analysing both Figure 5.54(a) and Figure 5.54(b), it is clearly evident that the proposed 

method produces an ideal notch filter response. Once the parameter 𝛽 have locked on the 

target frequency, all four notches' width is narrower. On the other hand, in Figure 5.54(a), 

the notches are produced with a wider notch, increasing the area of excision from the 

spectrum of the GPS L1 signal.  

Furthermore, both algorithms were tested to mitigate hop frequency CWI in the GPS L1 

signal.  Recall, in section 5.6, a completed system was modelled to compare and evaluate 

the performance of direct form 2nd order ANF and the proposed method in terms of output 

𝐶/𝑁0 at acquisition block. The same modelled and test signal is used to mitigate interference 

using reference [81] with the constrained 𝜌 algorithm. 
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Figure 5.55 𝐶/𝑁0 At the output of the acquisition module. Red curve represents the Direct 

form IIR. The black curve represents lattice base ANF with the proposed algorithm, and 

the blue curve represents results attained by reference [81] via constrained 𝜌 algorithm 

 

Figure 5.55 shows a comparison of the carrier-to-noise density 𝐶/𝑁0 at the output of the 

acquisition block for three different types of algorithms.  

There is a significant difference between the performance of the direct form 2nd ANF and 

the proposed method. 𝐶/𝑁0 For the direct form 2nd ANF is lower. This is due to the 

introduction of the large transient at the start of each subsequent hop frequency because the 

parameter 𝜌 is fixed at a higher value of 0.90.  𝐶/𝑁0 It starts to degrade rapidly when the 

value of 𝐽/𝑁0 is just getting above the 110dB mark for the red curve, which presents direct 

form 2nd ANF. 

While if 𝐶/𝑁0 the curve for the reference [81] (blue) and proposed method (black) are 

compared to the output 𝐶/𝑁0 is same up to 𝐽/𝑁0 level of 78dB. But as levels of 𝐽/𝑁0 exceed 
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the 80dB mark, the blue curve sinks and lower 𝐶/𝑁0 is achieved. It is due to the fact that as 

the power of the interference increases, the convergence of parameter 𝜌 to the upper limit is 

slowed down. Hence producing a wider notch and causing degradation of 𝐶/𝑁0 at the output 

acquisition block. At one point in the simulation (130dB mark), 𝐶/𝑁0 values for the blue 

curve get even less than the red curve. Mainly cause of the adaptation of parameter 𝜌 is not 

consistent or ideal (narrower) for extremely high-power interferences. Simultaneous 

adaptation of both parameters 𝛽 and 𝜌 in [81] can be applied where single-tone CWI is 

available. However, multi-tone hop frequency CWI mitigates interference, but the mitigation 

dynamic range is less than the proposed method.  

Both curves, the black and the blue curve start to rapidly plunge around 𝐽/𝑁0 level of 

120dB.Output 𝐶/𝑁0 for both filters start to decrease exponentially. Now keep in mind that 

JNR is different to  𝐽/𝑁0  parameter, in 𝐽/𝑁0  jamming power is set against the value 𝑁0 

with is specified in chapter 3 equation (3.11). To convert from 𝐽/𝑁0 to JNR, simply subtract 

60dB from /𝑁0 . Now 120dB mark means JNR of 60dB, which means the jamming signal 

is 1000 times stronger than the thermal noise level in GPS L1. While the actual GPS signal 

itself is 20dB below the thermal noise level. Hence 120dB mark is a very high-power 

interference signal, and this point can be considered as  𝐶/𝑁0  degradation point for any 

second-order ANF.  Even direct form 2nd order ANF (red curve) follows a similar trend but 

slightly earlier than the 120dB mark.  

 Fixed-Point Simulation of the Proposed Adaptive Notch 

Filter 

Any real-world number can be represented as a binary digit inside a  digital processor. All 

processors fall into two categories in how they represent numerical values: floating-point 

and fixed-point. Their representation primarily defers in a way in which they handle the 
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radix-point or the decimal point. In floating point, radix point is floating and can be moved; 

hence using the same word size, we can increase both precision and range.  Fixed-point, in 

turn, is characterized by a single word with a fixed radix point, so there is always a trade-off 

between precision and range for a fixed size.  However, the differences between these two 

processors are significant enough that they require very different approaches for algorithm 

implementation. 

The fixed-point implementation in DSP has fixed word lengths. They are less expensive than 

their counterparts. They use less power which makes them very ideal for battery-powered 

applications. They have higher clock speeds. On the other hand, for FPGAs, world length is 

not restricted by target hardware. The designer can select the optimal word length, but every 

increase in the wordlength impacts the silicon area and power usage. 

Developing an understanding of which applications are appropriate for which processors are 

worthwhile. The large dynamic range available in floating point design makes them more 

flexible. They tend to be more expensive because they implement more functionality 

occupying larger silicon areas and wider buses. Floating point processors tend to be more 

high-level language friendly, thus can be easier to develop code for; thus, ease of 

development and schedule advantage can be traded off against higher cost and hardware 

complexity. Typically, lower cost and higher speed of fixed-point implementation are traded 

off against added design efforts for algorithm implementation.  

Digital designers need to keep track of wordlengths and scaling. They need to handle 

rounding methods and saturation explicitly. Especially an adaptive algorithm is prone to 

quantization of the data path and coefficients of the filter because an adaptive algorithm 

precisely calculates or updates the values of adaptive parameters for every input sample. In 

this case, we are adapting two coefficients, namely, 𝛽[𝑛], the notch centre frequency and 



197 

 

𝜌[𝑛], the pole contraction parameter. There are many different types of fixed-point 

arithmetic implementation, but commonly used are sign/magnitude, one’s complement and 

two’s complement. Figure 5.56 illustrates fixed-point binary representation; the most 

Significant Bit (MSB) is the sign bit. If the sign bit is zero, the number is assumed to be 

positive; if the sign bit is one, then the number is assumed to be negative.  

 

 

 

 

 

 

 

 

Figure 5.56 Fixed-Pointed Binary Representation 

 Floating-Point and Fixed-Point Comparison 

The received GPS is down-converted to an intermediate frequency (IF), and this signal is 

sampled at the rate of sampling frequency 𝐹𝑠 and discretized the signal in the time domain. 

The GPS signal is quantized by a B-bit quantizer where the quantizer is defined as in 5.45 

𝑄𝐵
𝐴𝑔[𝑥] = −(2𝐵 − 1) + 2∑ 𝑢(𝐴𝑔

𝐿
𝑖=−𝐿 𝑥 − 𝒊)                                                                (5.45) 

Here 𝐴𝑔 is the gain applied to the incoming signal before the quantization process, 𝑢(𝑡) is 

the unit step function, and 𝐿 = 2(𝐵−1) − 1. In the previous section, we have already 

developed the mathematical model of the GPS receiver, from the RF front end to the out of 

0 1 1 0 1 1 0 0 

+ 6. 75 

Sign bit 
Whole Number 

Part 

Fractional Part 

Binary Point 

Word length 
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the acquisition module. Quantization is a non-linear process which means noise is added to 

the system. The quantization of the numbers is carried out using rounding or truncation. 

Various types of rounding techniques are reported in the literature, such as round to zero, 

convergent round, and round towards minus infinity (truncation). The quantization error and 

rounding types are beyond this research's scope. In this section, the proposed adaptive filter’s 

coefficients are quantized, and the amplitude of the incoming GPS L1 signal is discretized 

using 4-8 bits. The quantization of the coefficient of an adaptive filter is a very sensitive 

process due to the sensitivity of the adaptation algorithm.  A minor change can make ANF 

unstable, leading to divergence instead of converging to an optimal solution or target 

frequency.  

 

 

 

 

Figure 5.57 Performance comparison of floating-point and fixed-point 

Figure 5.57 shows the methodology of comparing a floating-point and a fixed-point 

proposed adaptive notch filter. Mean Square Error (MSE) is used as a performance metric 

to assess and optimized the binary representation of the incoming signal and adaptive filter 

coefficients 𝛽[𝑛]  and  𝜌[𝑛]. Below are three mathematical equations that represent the mean 

square error between the floating-point values and fixed-point values.  

𝑀𝑆𝐸 𝑎𝑡 𝑜𝑢𝑡𝑝𝑢𝑡  =
1

𝑁
∑ (𝑦𝐿[𝑛] − 𝑦𝑞𝐿[𝑛])

2𝑁
𝑛=1                                                               (5.46) 

𝑀𝑆𝐸 (𝛽[𝑛])  =
1

𝑁
∑ (𝛽[𝑛] − 𝛽𝑞[𝑛])

2𝑁
𝑛=1                                                                             (5.47) 
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𝑀𝑆𝐸 (𝜌[𝑛])  =
1

𝑁
∑ (𝜌[𝑛] − 𝜌𝑞[𝑛])

2𝑁
𝑛=1                                                                         (5.48) 

In equations 5.47 and 5.48, the variable 𝛽𝑞[𝑛], and 𝜌𝑞[𝑛] are the quantized version of the 

notch frequency and pole contraction parameters, respectively. 𝑦𝑞𝐿[𝑛]  in equation 5.45 is 

the output of the filter whose coefficient is quantized to 𝛽𝑞[𝑛], and𝜌𝑞[𝑛]. 𝑦𝐿[𝑛] is the output 

of the filter in floating point simulation environment. Mean square error provides insight 

into how much a floating-point system matches a fixed-point system. Ideally, the error 

should be zero for the perfect match, but it is not possible in the real world. Therefore, in 

this case, look at the MSE very close to zero and assume that the signal is an almost perfect 

match. Furthermore, due to the autocorrelation property of C/A code or PRN code. 

 Quantization of the Proposed Filter’s Coefficients. 

It is a lattice-based adaptive notch filter and range of the magnitude of coefficient 𝛽[𝑛] is 

between – 1 and 1, and the range is between 0 and 1 for 𝜌[𝑛].  As stated in the previous 

chapter, to maintain stability, the pole contraction parameter 𝜌[𝑛] is constrained between 

0.70 and 0.95. If it converges to extremely close to 1, let’s say to 0.9999, the filter can lead 

to divergence. Similarly, for notch frequency parameter 𝛽[𝑛], if the quantization is applied 

on both coefficients, there should be enough room for the 𝜌[𝑛]  should not be quantized to 

1 by default due to the quantization process itself.  

The adaptation of both parameters 𝛽[𝑛]  and  𝜌[𝑛] can be viewed as a quantization process 

on the micro-level because ANF varies the notch frequency parameter 𝛽[𝑛] by a very slight 

amount up or down to find the target frequency. If this change is very small compared to the 

quantization level, then the algorithm is unable to adapt to the correct target frequency. 
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Hence, more quantization levels must be considered so that the changes in the adaptation of 

both 𝛽[𝑛]  and  𝜌[𝑛] are less visible without distorting the functionality of the adaptive notch 

filter.    

 

 

 

 

 

Figure 5.58 Illustration of quantization of both coefficients in the proposed filter 

The floating-point implementation of the proposed filter leads to the perfect excision of 

various types of interference signals in GPS L1, as demonstrated throughout this research 

work. Therefore, the accuracy of ANF depends on the precise calculation of the adaptive 

coefficients of the filter. The quantization of the coefficients 𝛽[𝑛]  and  𝜌[𝑛] leads to non-

ideal characteristics in a digital filter, and it deteriorates the adaptability nature of the ANF 

too. The proposed ANF is simulated both in a floating-point and fixed-point simulation 

environment to analyse the effect of the quantisation of coefficients. In the quantized version, 

wordlength varies from 7 bits (1 sign 1, integer bit, and 5 fractional bit) to 23 bits (1 sign, 

bit 1 integer and 21 fractional bits). GPS L1 signal is added to the model as was done 

previously, and the GPS L1 passes through both floating-point and fixed-point models. The 

MSE between the output of floating-point and fixed-point is measured. 
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Furthermore, the MSE between estimated coefficients in floating-point and fixed-point is 

also measured. Figure 5.59 shows the measured error at the output of ANF. The MSE error 

reduces as the number of fractional bits increases.  

Figure 5.59 MSE at the output of the filter with different numbers of factional bits 

The performance of the fixed-point ANF filter is very low for the fractional bits between 5 

to 9. As the fractional bits increase from 10 onwards, there is a fixed amount of improvement 

per bit, and it has a constant slope till the 19th bit. From there onwards, the MSE levels stay 

the same, just below -70dB. Due to the fact that the C/A code itself is a pseudo-random 

noise-like signal with random noise added, simulating the GPS L1 signal every time for a 

different number of fractional bits produces a different set of random noise, so it is 

impossible to get MSE of zero. The next two figures demonstrate MSE error between 

successive unquantized and quantized filter coefficients.  The wordlength is varied from 7-

bits to 23-bits. The proposed algorithm updates the filter’s coefficients after every iteration. 

Therefore at every iteration, both coefficients are quantized to the required number of 

fractional bits. Figure 5.61 shows the MSE for quantization of  𝛽[𝑛]. It is a downhill slope 
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with a constant gradient, which is understandable because once 𝛽[𝑛]  locks the target 

frequency, there are random changes in its successive values. So fixed-point estimation of 

𝛽[𝑛]  gets more accurate as number of fractional bits increases.  

Figure 5.60 MSE of quantization of the coefficient β[n] of the ANF filter with different 

numbers of factional bits 

Figure 5.61 MSE of quantization of coefficient ρ[n] of the ANF filter with different numbers 

of factional bits 
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Figure 5.61 demonstrates how MSE error changes when 𝜌[𝑛]  is quantized to a different 

number of fractional bits. The coefficient 𝜌[𝑛] adapts between 0.70 and 0.95 and is 

constrained between these two values. MSE error for 𝜌[𝑛] decreases as the number of 

fractional bits increases. The next step is finding a minimum number of fractional bits that 

the acquisition module can acquire even if the MSE error is high. During simulation, it was 

observed that with 13 fractional bits, the acquisition module was able to acquire the signal.  

 Implementation, Testing and Transferability.  

Implementation: Adaptive digital signal processing can be synthesized and implemented 

in hardware. Different platforms are available such as DSP processors, Application Specific 

Integrated Circuit (ASIC), and Field Programmable Gate Array (FPGA). It is typical for 

DSP processors to be programmed in C, along with assembly code if needed for 

performance. It is primarily limited by the clock rate and the number of useful operations 

per clock that determine performance. ASIC-based special-purpose hardware cannot be 

altered to suit slightly different needs. As a result, new hardware is required for each new 

algorithm in such an approach. 

ANF have traditionally been built using a digital DSP Processor. When performance is the 

main requirement, ASICs are another option. It is important to note, however, that both 

implementations require a trade-off between flexibility and performance. FGPA have 

recently become very attractive for the implementation of adaptive filters.  An FPGA can be 

reprogrammed to deliver excellent flexibility and performance while enabling parallel 

computations at short processing times. A modern FPGA also incorporates an embedded 

microprocessor. Combining hardware and embedded software on a single chip improves the 

performance of fast filter structures with arithmetic-intensive adaptive algorithms.    
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Implementing the proposed method on FPGA via the Xilinx system generator for adaptive 

signal processing requires a definite design methodology, as shown in figure 5.62. By using 

the System Generator, designers can minimize the time spent describing and simulating 

circuits. Due to this, the design is flexible, and parameters can be adjusted quickly to see 

their effect on the architecture and performance. The Xilinx block sets are an add-on toolbox 

in Simulink to facilitate the development of FPG Applications. Using Xilinx blocks, you can 

implement designs with pre-existing IPs whose parameters can be altered. Using Simulink 

simulation or hardware co-simulation, the block-level design is validated once the block-

level design is complete. After synthesis or implementation, SysGen can generate the device 

resource utilization report and the timing report. 

 

Figure 5.62 Workflow diagram for Practical Implementation via MATLAB/Xilinx platform 

Today's FPGA development boards are processing powerhouse for high-end applications, 

and Xilinx provides various development boards to meet different designer's requirements.  
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The previous section discussed the effects of finite wordlengths on the proposed adaptive 

algorithm. ANF performance could be adversely affected by quantization errors, such as 

acquisition blocks' inability to acquire signals when coefficients were represented with fewer 

bits. When implementing an adaptive filter, the effects of the quantization errors become 

even more significant. Due to the fact that updating coefficient values are based on 

multiplication operation. The critical steps are the two multiplications to calculate the 

variation of each coefficient (𝛽[𝑛] & 𝜌[𝑛]). Both coefficients of the proposed ANF filter 

change at each iteration, depending on the values of the filter output signal 𝑦𝐿[𝑛], gradient 

signals (𝑔𝛽[𝑛]  &  𝑔𝜌[𝑛])  and step-sizes  𝑢𝛽[𝑛] and 𝑢𝜌[𝑛]. Whereas signals 𝑦𝐿[𝑛],  𝑔𝛽[𝑛] 

and 𝑔𝜌[𝑛]) are the signal from the filter itself. Both step-size 𝑢𝛽[𝑛] and 𝑢𝜌[𝑛] are very small 

numerical values, thus where small operands can lead to bigger quantization errors than 

larger operands. Based on the analysis of the proposed algorithm, updating the coefficients 

is the most problematic step since it has two multiplications, and it is crucial to the 

algorithm's convergence and stability.  Three solutions are considered to overcome these 

design constraints. (1) Perform quantization after the accumulation with extended resolution: 

A significant reduction in quantization error can be achieved in the filtering process. (2) Use 

the power of two factors for both step-size 𝑢𝛽[𝑛] and 𝑢𝜌[𝑛]: By doing so, the first 

multiplication need not be performed because it can be replaced by an accumulation with a 

proper left shift operator. (3) Use scaled coefficient: to ensure filter output 𝑦𝐿[𝑛] and filter 

intermediate signal  𝑔𝛽[𝑛] and 𝑔𝜌[𝑛] are greater than one.  

In addition to this, there are a few other limitations. Firstly, the proposed method is limited 

to a specific type of interference signal. ANF is ineffective at tracking and mitigating linear 

chirp interference if the instantaneous frequency changes faster than its convergence rate. 
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Testing Set-Up: This section briefly describes the proposed method's evaluation, validation, 

and performance through an example experiment setup. An in-field test can determine how 

interference signals affect GNSS receivers. There are some limitations to in-field testing: 

 Field test equipment and resource transportation costs. 

 A lack of control over the testing conditions and interference characteristics. 

 Satellites should be tested only under the existing and detected constellations, and 

no other regional constellations or satellite configurations should be tested. 

 There are a variety of interferences that can lead to miscalculations and the inability 

to generate them all in real-life situations. 

 

The experiment can be set up in a controlled environment, such as inside an anechoic 

chamber, to overcome these challenges. It provides a completely isolated environment for 

testing jammers/interference with no interference from any source other than the transmitted 

interference. High-ended industrial GNSS simulators can generate GPS L1 signal with a 

realistic test environment and manually configure GPS L1 signal power level, IF frequency, 

code-phase delay, Doppler frequency and different GNSS signals.  

 

Figure 5.63 Example experiment setup 
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Similarly, a signal generator gives great flexibility to generate different types of interference, 

such as CWI, linear chirp, and hop frequency. Signals from the Multi-GNSS simulator and 

signal generator are combined via an RF combiner and transmitted via an antenna. A high-

sensitivity commercial receiver receives the corrupted signal with interference, which can 

store raw data. Stored raw data post-processing can be carried out in MATLAB and evaluate 

the performance of the proposed lattice-based ANF against different types of interference 

based on a fixed-point system-level model. 

 

Figure 5.64 A typical GNSS receiver architecture 

Transferability: ANF is a very versatile DSP processing block with a wide range of 

applications, from high-speed applications to superior noise-cancellation technology. 

Recently advancements in interoperability of open service for true multi-GNSS have created 

a niche for unified GNSS receivers with multi-frequency dimensions. The navigation signals 

transmitted by all of these systems are spread across two common frequency ranges (in 

between 1.1-2.5 GHz). Lower L band with L5, E5, B2 and L3 and upper L band with signal 

L1, B1 and E1.  Future systems will achieve greater positioning accuracy and increase 

availability by adopting multi-frequency, multi-constellation capabilities. 

A typical GNSS receiver architecture is shown in Figure 5.63, and this functional block 

diagram remains unchanged with the addition of multiple constellation capabilities. But it 
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does affect some components such as the antenna, RF front-end and baseband processing. 

For each frequency (Upper L and Lower L band), functional blocks are (approximatively) 

replicated.  

Table 5.8 Navigation frequencies processed by typical multi-GNSS receivers 

System Frequency 

Band 

Carrier 

Frequency 

(MHz) 

Code 

Modulation  

Chip-

Rate 

(MHz) 

Length of PRN code BW 

(MHz) 

IF 

(MHz) 

GPS 

L1 1575.42 BPSK 1.023 

1023          (1ms) 

2 (OS) 

 

20(RS) 

3 

L2 1227.6 BPSK 0.5115 

10230        (4ms) 

2 (OS) 

 

20(RS) 

3 

L5 1176.45 QPSK 10.23 

10230        (1ms) 

20 20 

Galileo 

E1 1575.42 CBOC 1.023 

4092          (4ms) 

4 (OS) 4.5 

E5a 1176.45 AltBOC 10.23 

10230        (1ms) 

20 (0S) 20 

E5b 1207.14 AltBOC 10.23 

10230        (1ms) 

20 20 

Beidou 

B1C 1575.42 BOC 1.023 

10230      (10ms) 

20 (OS) 20 

B1 1561.098 BPSK 1.023 

1023          (1ms) 

4 (OS) 4.5 

B2 1207.14 BPSK 2.046 

2046          (1ms) 

4 (OS) 4.5 

 

Table 5.8 shows the spectrum of GNSS navigation signals processed by a typical multi-

GNSS receiver [16]. Yellow colour coded represents Open Service (OS) signals whose 

bandwidth is from 2-4 MHz except for Beidou III BIC with 20 MHz. In contrast, Restricted 

Service (RS) on the same frequencies have a signal bandwidth of 20MHz. The red colour 

code represents the same carrier frequency for OS signal by GPS, Galileo and Beidou to 
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increase the harmonious development of true multi-GNSS receivers. Finally, green colour 

coded in table 5.8 represents typical digital IF frequencies for each navigation signal [16], 

ranging from 2 to 20 MHz. At the RF front-end, the L-band frequency is translated to the IF 

centre frequency, and then this analogue IF signal is converted to a digital IF signal by ADC; 

from there onwards, all GNSS processes are digital. At the digital IF stage (as shown in 

Figure 5.63), all of the GNSS signals in the view are still buried in thermal noise along with 

CWI or chirp interference if it is present. At this point, the proposed method can be 

incorporated within the hardware with strong firmware to mitigate interference from the 

GNSS signal, as shown in Figure 5.63. As the navigation signal is buried in noise, ANF sees 

different PRN codes from different constellations as random noise and tries to estimate 

interference signal frequency. In other words, the proposed method tries to extract CWI, 

chirp type and hop-frequency interference signals embedded in noise. 

There are two key features of the proposed method: its superior convergence speed and the 

ability to set thresholds using internal filter signals. Different GNSS signals received on the 

surface of the earth have different power levels, such as E1 is −157dBW, E5 is −155dBW, 

and B1 is −163dBW. Therefore, the proposed method must be modified so that it calculates 

thresholds adaptively for various levels of signal power received. 

 Conclusions 

A novel lattice-based adaptive IIR notch algorithm is presented, which can simultaneously 

adapt its notch bandwidth and centre frequency parameters. The proposed algorithms show 

favourable convergence properties for their parameters 𝛽 and 𝜌. When compared with the 

relevant competitive designs, the proposed method shows improved tracking performance 

and higher 𝐶/𝑁0at the output of the acquisition block.  
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Simulation results have demonstrated that the proposed algorithm is consistently stable and 

has also proven its superior performance under different conditions. These advantages are 

attained due to the constraint imposed on the pole of ANF. If the pole of the ANF moves 

towards the instability region (unity on unit circle or more), it reverts into the stable model 

set to prevent divergence.  

This chapter provided a detailed analysis of various adaptive algorithms for ANF. Such as 

two algorithms for direct form structure IIR notch filter were implemented [48] and [68]. 

Also, one algorithm for the lattice-based structure [51] is also implemented. The existing 

algorithms were then compared with the proposed fully adaptive filter based on the lattice 

structure, which can simultaneously adapt its coefficients.  

A complete study of 3D frequency response and simulation of the cost function of ANF were 

generated and plotted, which provided the groundwork to understand and develop proposed 

methods. It also explained how a direct form structure suffers from gain scaling in the 

passband region if 𝜌 is adapted; gain scaling gets worse if the target frequency is close to 

DC or Nyquist.  

This chapter proposed a fully adaptive notch filter with full gradient term to update parameter 

𝜌, demonstrating excellent converging speed and better retrieval of the useful signal. 

Different resetting algorithms for parameter  𝜌 are developed and then proposed a fully 

constraints algorithm for the adaptation of parameter 𝜌.  

A full gradient term is derived from the filter output in section 5.4, which is then utilized to 

update the 𝜌 in a fully adaptive notch filter. Also, the modified version of the proposed 

structure is presented with less computational complexity.  
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Furthermore, the resetting of the parameter 𝜌 to 0.70 just before the new hop frequency is 

key to successfully adapting both parameters. Therefore, resetting should be applied 

carefully within the algorithm, and the selection of the constraints has to be such that it works 

universally regardless of the environment. Various resetting algorithms were designed, 

modelled, and tested and presented with simulation results with different resetting criteria. 

The parameter 𝜌 has to be sharply reset at the beginning of the next hop frequency, hence 

developed a resetting mechanism within the adaptive algorithm to automatically set 

parameter 𝜌 to a desired minimum value just before the next subsequent hop frequency 

tracking.  

In section 5.6, two different structures of adaptive notch filter are compared in terms of 

tracking, convergence speed, and output 𝐶/𝑁0 specifically for GPS-based applications. A 

complete GPS transmitter, receiver front-end, and acquisition module are modelled in 

MATLAB and Simulink. Simulation results prove that the lattice structure with the proposed 

full gradient algorithm for adaptation of notch bandwidth parameter 𝜌 shows superior 

performance in terms of convergence speed and level of 𝐶/𝑁0  at the output of the acquisition 

module.  

At the end of this chapter proposed method was further compared with [81], as [81] also 

simultaneously adapted both its coefficient. The simulation results have illustrated that the 

proposed method has better convergence properties for the parameter𝜌 and improved 𝐶/𝑁0 

was attained. The convergence of 𝜌 and resetting of 𝜌 on time (at the start of new hop 

frequency) are two key points for successfully mitigating hop frequency CWI.    

A constraint adaptation of the notch bandwidth parameter is developed, modelled, and 

presented. It is shown in the simulation results that by simultaneously adapting both 𝜌 and 

𝛽, the performance of a lattice-based adaptive notch filter can be enhanced significantly. 
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Furthermore, the proposed algorithm's tracking ability and convergence speed are compared 

with the existing techniques to provide an in-depth comparative analysis between existing 

methods. Existing and proposed methods are tested for hop frequency type of interference. 

The trade-off between the quality of interference excision and the computational complexity 

of the system needs to be addressed, and further work needs to simplify the proposed method 

and develop it into a computationally efficient system. 
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Chapter 6   

 

EXPLOITING THE AUTO-

CORRELATION FUNCTION AND THE 

SPECTRUM ENVELOPE OF THE GPS 

L1 SIGNAL 

 

The circular convolution of any PRN code (C/A code) with itself forms the autocorrelation 

function. This correlation process is also referred to as matched filtering because a locally 

stored replica of that signal filters the incoming signal. The incoming GPS L1 signal is 

matched against different Doppler frequencies and code phase delay, forming the Cross-

Ambiguity Function (CAF). GPS signals are designed to give a maximum correlation peak 

when codes are perfectly aligned and no visible peak (noise-like) when codes are not aligned. 

The height of the main peak is nominally 1023 samples, and the minimum level is as low as 

-1. The other side lobes can be as large as +64 or -65. Further details about PRN code, 

autocorrelation properties, and CAF is already discussed in Chapter 1, 2, and 3.  

For a simplified analysis, the focus is on the Power Spectral Density (PSD) and Bandwidth 

(BW) of the GPS L1 signal. PRN code is a series of -1 and +1 and running at the chip 

rate𝑇𝑐 =
1

𝐹𝑐
, where 𝐹𝑐 is the chipping rate 1.023MHz.  One period of C/A code can be written 

as [24] 

𝑥(𝑡) = ∑ 𝑥𝑛𝑝 (
𝑡−𝑛𝑇𝐶

𝑇𝐶
)𝑁−1

𝑛=0                                                                                                  (6.1) 
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In (6.1), 𝑝(𝑡) represents chip waveform with unit width and unit height and is centred at the 

origin. Here in this equation, 𝑝(𝑡) is modified to have a pulse duration of 𝑇𝐶 and delay of 

𝑛𝑇𝐶 and 𝑥𝑛 represent elements (-1 or 1) of the sequence to be transmitted. The code repeats 

itself after 1023 chips. Hence 𝑁 is the number of chips in each code (N=1023) and 𝑇𝐶 is the 

duration of a single chip. 

Fourier Transform of time domain rectangular pulse 𝑟𝑒𝑐𝑡(𝑡)is  𝑠𝑖𝑛𝑐 function in the 

frequency domain as illustrated in the equation below. 

𝑝(𝑡) =  𝑟𝑒𝑐𝑡(𝑡) = 𝐴 {
1,   −

𝑇𝐶

2
≤ 𝑡 ≤

𝑇𝐶

2

   0 ,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
}
𝐹𝑇 
⇒ 𝑃(𝑓) = 𝐴𝑇𝐶

sin(𝜋𝑇𝐶𝑓)

𝜋𝑇𝐶𝑓
                          (6.2) 

The discussions below give basic definitions of Power Spectral Density (PSD) and signal 

Bandwidth (BW). 

Power Spectral Density: The power spectral density represents the signal power 

distribution over the frequency interval (−∞,+∞) over both positive and negative 

frequencies. The power of the signal in the frequency band (-W, W) is given by 

𝑃𝑡𝑜𝑡 =
1

𝑇
∫ |𝑃(𝑓)|2 𝑑𝑓
𝑤

−𝑤
                                                                                                    (6.3) 

 



215 

 

Figure 6.1 Illustration of the theoretical spectrum of GPS L1 C/A at baseband 

Hence according to Parseval’s relation, the total power of the signal is equal to 

𝑃𝑡𝑜𝑡 =
1

𝑇
∫ 𝑝(𝑡)2 𝑑𝑡
𝑇

0
                                                                                                         (6.4) 

Bandwidth:  The bandwidth (BW) of a signal is the width of the frequency band in which 

~95%(usually between 99-90%) of its power is located, which can be formulated as follows 

∫ 𝐴2𝑇𝐶
2𝑠𝑖𝑛𝑐2(𝜋𝑇𝐶𝑓) 𝑑𝑓

𝐵𝑊

−𝐵𝑊
 0.9 ∫ 𝐴2𝑇𝐶

2𝑠𝑖𝑛𝑐2(𝜋𝑇𝐶𝑓) 𝑑𝑓
+∞

−∞
                                        (6.5) 

Building onto (6.3), the power spectral density of the C/A code can be approximated using 

the following equation [24]. 

𝑆(𝑓) =  𝐴2𝑇𝐶
2𝑠𝑖𝑛𝑐2(𝜋𝑇𝐶𝑓)                                                                                               (6.6) 

Therefore, the envelope of the spectrum of the C/A code is a ‘sinc-like’ function, and the 

main lobe in Figure 6.1 of the spectrum occupies 90% of the signal power and contains 90% 



216 

 

of the signal information. The pre-correlation filter in the GPS RF front-end typically filters 

this main lobe. As the PSD of the C/A code follows the ‘sinc’ function, the side lobes on the 

left and right of the main lobe contain minimal signal power. Therefore, filtering outside 

lobes on both sides causes a small amount of information loss. Only the main lobe can be 

used to correlate the incoming filtered signals with the local replica of the C/A code for 

signal acquisition. C/A code is designed to yield the maximum correlation peak when codes 

are aligned due to this auto-correlation property which makes the satellite navigation signal 

acquirable even if the main lobe of the signal is filtered out. 

After reviewing some basics, now the main goal here in this research is to establish up to 

what extent or how much bandwidth is required at the minimum to acquire a GPS L1 signal, 

i.e. how much power loss in the main lobe of C/A code can be compensated in order to 

acquire the signal fully.  

If any type of interference is present in the main lobe of the GPS L1 signal, the GPS receiver 

cannot acquire and track the satellite. This thesis considers two main types of interference/ 

jamming signals of great interest: single-tone and closely packed multi-tone with higher JNR 

levels. Two research question arises:  

1. Determining the percentage of the main lobe that can be discarded/removed from the 

received C/A code could still preserve the information for acquisition. 

2. Amount of degradation caused by the output of the acquisition module.  

Answering these two questions is not that easy. Firstly, because these PRN codes are 

random, we must convert the received GPS signal from a deterministic signal into a random 

signal. Secondly, while computing PSD for C/A code, the analysis gets difficult because C/A 

code is short in length and not well modelled as a random code as it repeats itself 20 times 
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during a single data bit. While conducting the analysis, numerous digital signal processing 

techniques are designed, modelled, and simulated in MATLAB.  

 Acquisition of GPS L1 Signal When Certain Percentage 

of Main Lobe Discarded 

The term ‘clean C/A code’ refers to when C/A code is correlated with itself only, without 

any noise being added to it. The test methodology is illustrated in the Figure below. 

Figure 6.2 Illustration of the analysis methodology for the acquisition of GPS L1 with a 

certain percentage of GPS L1 main-lobe discarded 

A straightforward and intuitive methodology is adopted to ensure the accurate validity of the 

results. In both cases, band-stop and band-pass,  an ideal rectangular filter is employed to 

analyse optimum achievable performance through the acquisition module. In the simulation 

results, the bandwidth of region of interest is always represented as the percentage of signal 
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bandwidth which is 2.046MHz. For the band-stop filter, the band-stop region is set to 10%, 

20%, 30% and so on until 100% of the signal bandwidth.  After filtering C/A code through 

an ideal band stop filter of different bandwidths, it is passed on to the acquisition module, 

which gives the peak at desired Doppler bin and code phase delay. Here maximum 

correlation peak shortens in height as the stop bandwidth increases because a certain amount 

of power of the signal from the main lobe is being chopped off. Let’s say the maximum 

attainable correlation peak is 1, without band-stop filtering, but as we invoke the stop-band 

filtering, the subsequent peaks reduce in height. A new metric is developed to measure the 

correlation peak's degradation.  

𝑃𝑒𝑎𝑘 𝐷𝑒𝑔𝑟𝑎𝑑𝑎𝑡𝑖𝑜𝑛 𝑀𝑎𝑡𝑟𝑖𝑐 =  
𝑃𝐵𝑊 (𝑛)

𝑃𝑚𝑎𝑥
                                                                           (6.7) 

Where  𝑃𝑚𝑎𝑥 represents the maximum correlation peak without filtering, 𝑃𝐵𝑊 (𝑛) represents 

the maximum achievable peak, the bandwidth of the band-stop filter is BW, and 𝑛  represents 

the percentage of the bandwidth. 

As the process is random, to obtain reliable results, each simulation is run multiple times, 

and output results are averaged and then plotted. Table 6.1 shows specifications for the 

simulation set-up throughout this section. 
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 CASE I: Filter ‘Clean C/A code’ through variable width 

ideal band-stop filter 

Table 6.1 Simulation set parameters 

Simulation Parameters  

Satellite ID 5 

Fs 5 MHz 

Intermediate Frequency  (IF) 1.25MHz 

Number of Samples 5000 samples 

C/N0 48 dB 

Received Signal Power -160 dBW 

Acquisition Time 1ms of Coherent Integration  

Width of Main Lobe in term of number of samples  2046 samples 

JNR level [ 35dB] 

Input SNR Between  -17 dB to  -20 dB  

 

The C/A code is sampled at 5 MHz and transmitted at an IF of 1.25 MHz without any noise 

being added to it. Figure 6.4 shows the PSD of the test signal sampled at 5MHz, and the 

main lobe is centred at IF frequency with a bandwidth of 2 MHz 

Figure 6.3 (a) shows the peak degradation metric, which reduces as the percentage of the 

band-stop region increases. From the shape of the curve, it can be said that the peak is 

reducing in the manner of exponential decay function. A constant stop-band region width of 

different lengths corresponds to the removal of uneven signal power from the main lobe of 

the C/A code. The centre frequency of the band-stop region is 1.25 MHz. The simulation is 

run step by step, increasing each band-stop region by 1% at a time. The maximum correlation 

peak of the subsequent CAF function was observed to decay exponentially. 
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Figure 6.3 (a) Peak Degradation Metric (PDM) vs Band-stop region. (b) PDM in dB 

The normalized maximum correlation peak through this simulation is unity. Further analysis 

plotted in Figure 6.3 (a) shows that when the stop-band region is 10% of the signal 

bandwidth, the peak degrades by 25% of the maximum correlation peak, while at 10% of 

the stop-band region, the correlation peak is 0.75 times of the maximum correlation peak. 

Similarly, for 20% and 30% of the stop-band region, the correlation peak is 0.4 and 0.2 times 

the maximum correlation peak. By the time the stop-band region reaches 50%, the 

corresponding correlation is approximately 0.04. 
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Figure 6.4 SNR at the output of the acquisition module after band-stop filtering with variable 

width 

The maximum achievable output SNR for the ‘clean C/A code’ is above 22.5 dB, as shown 

in Figure 6.4, when the stop-band region is 0%. Two prominent bumps are visible as the 

stop-band percentage increases from 0% to 100%. Firstly in between 10% and 20%. 

Secondly, the larger and wider bumps are between 50% and 70%. These are the two regions 

where SNR is peaking. Interestingly even a certain percentage of the C/A code spectrum is 

removed. It can be explained by the fact that auto-correlation of C/A code,  when codes are 

perfectly aligned, produces noise levels at -1, +1 and  +64, -65, apart from the main peak of 

height 1023. Hence while discarding certain regions of the C/A code, the main or maximum 

peak height reduces along with the noise level. From the definition, SNR is the signal and 

noise power ratio. Therefore, the noise floor generated by the auto-correlation of two 

perfectly aligned codes diminishes rapidly in size as the band-stop region increases from 

10% to 20% and from 50% to 70%. This is a clean C/A code, and even when the stop-band 
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region is 100% of the bandwidth of the main lobe, its side lobe in Figure 6.1 is still present 

for the correlation, and therefore, the signal still has high SNR above 21 dB as shown in 

Figure 6.4. 

 CASE II: Filtering ‘Clean C/A code’ through variable 

width ideal band-pass filter 

In this set of simulations, the same parameters were used, given in Table 6.1. The only 

difference is that an ideal band-pass filter with a variable pass-band region is used. 

Performance analysis is carried out in terms of peak degradation metric and SNR at the 

output of the acquisition module.  

Figure 6.5 (a) Peak Degradation Matric (PDM) vs Band-Pass region (b) PDM in dB 
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These sets of results and analyses provide information about how much of the main lobe can 

be filtered using a band-pass filter at the RF front-end .  The signals have most of their energy 

located in a certain frequency lobe. For BPSK modulation, energy is concentrated at around 

IF frequency, within ± 𝐹𝑐 interval, where 𝐹𝑐 is the chip rate. Figure 6.5 (a) shows that the 

peak at the pass-band region decreases from 100% to 0%.  This graph follows the shape of 

an arctangent function, but the region between 30%   to 50% follows an almost linear 

increase in the PDM value as pass-band width increases. Furthermore, when the pass-band 

region is 70% of the signal bandwidth, PDM is 0.88 times of maximum correlation peak, 

corresponding to the loss of approximately 0.53 dB, as shown in Figure 6.6(b). When the 

pass-band is 40% of the main lobe, the value of PDM is precisely half, corresponding to a  -

3dB loss in the height of the maximum correlation peak. 

Figure 6.6 is more self-explanatory; as the width of the pass-band region increases, the 

corresponding SNR at the acquisition output also increases. Closely observing this curve, it 

can be seen that the increase in SNR from 60% to 100% is not as rapid as it increases from 

10% to 40%. From 60% to 100%, the increase is very marginal, just by 0.56dB. Hence for 

an ideal case, for a ’clean C/A code’, if the pass-band region is 60% of the main lobe, the 

reduction in output SNR is lower, which is a very promising result to justify the use of IIR 

filter bank-based processing of GPS L1 signal.  

Both for case I and case II, the centre frequency of the pass-band region (for band–pass filter) 

and stopband-region (for band-stop filter) is at IF, and the widths of both these regions 

increase outwards from the centre location of IF.  
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Figure 6.6 SNR at the output of the acquisition module after band-pass filtering with variable 

width 

 CASE III: Filtering ‘C/A code +Noise’ through variable 

width ideal band-stop filter 

The previous two cases assumed an ideal C/A code without any noise. In Case III, higher 

noise levels and interference are considered. The top graph in Figure 6.7 shows the PSD of 

the C/A code and noise baseband. The bottom graphs show the GPS L1 signal with noise 

added to it, which sits around -204dB/Hz, with an input SNR of -19dB, meaning the signal 

of interest is -16db below the noise floor. 
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Figure 6.7 (a) PSD of C/A code and noise. (b) Combine PSD of C/A code added with noise 

exact noise level 
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Figure 6.8 (a) PDM vs Stop-band region. (b) PDM in dB 

Figure 6.9 SNR at the output of the acquisition module 
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Figures 6.8 and 6.9 show simulation results for peak degradation metric and output SNR for 

ideal band-stop filter variable bandwidth. The peak degradation metric follows a similar 

curve as shown in Figure 6.3 for the case I. On the other hand, the SNR plot in Figure 6.9 is 

entirely different from Figure 6.4. As we perform coherent integration of 1ms, the output 

SNR in noisy conditions cannot be close to SNR achieved in an ideal scenario in case I. It 

can be observed from Figure 6.9 that the output SNR degrades rapidly as the stop-band 

region is above 40% of the signal bandwidth. The SNR is 13dB or above, between 0% to 

40%, which is a good indication for coherent integration of 1ms of data during the acquisition 

of the signal. It can be concluded from these simulations that if an optimized (close to ideal)  

IIR band-stop filter is designed with 30% of the stop-band region discarding 30% of the 

main lobe and still GPS L1 signal is acquirable.  

 CASE IV: Filtering ‘C/A code +Noise + multi-tone 

interference’ through variable width ideal band-stop filter 

In chapter five, three different adaptive notch filters were demonstrated. Lattice adaptive 

notch filter performed and produced more effective results. Later in chapter 5, when a lattice 

adaptive notch filter is used to suppress a closely packed multi-tone/ hop frequency type of 

interference signal, its performance is severely degraded, and the acquisition module is 

unable to acquire the signal. Here, ‘evil waveform’ refers to closely packed multi-tone 

signals separated by a few frequency bins.  

The multiple simulation sets are run, with various parameters being altered. The closely 

packed tone was placed in such a way that it occupies 5% to 10% of signal bandwidth. Along 

with that, the JNR level is set to be 40dB. As shown in the last section of chapter 5, when 

the JNR level was about 40dB, the lattice notch filter could not remove the interference. 
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Figure 6.10 Illustration of how multi-tone interference signal suppression via band-stop filter 

Figure 6.11 Shows the peak degradation vs Band-stop region for JNR level 40dB 

 



229 

 

Figure 6.12 SNR at the out of the Acquisition module for JNR level of 40dB after the 

suppression of closely packed multi-tone interference 

Output SNR in Figure 6.12 is very low as long as the stop-region is 10%. This is because the 

multi-tone interference occupies 10% of the bandwidth. As long as the stopband region is 

10 % or less than the interference bandwidth, it is not completely removed, corresponding 

to a lower SNR. Between 12% and 40%, the output SNR peaks and reaches  17dB.   Figure 

6.13 shows the corresponding 3D acquisition plots at 15%, 25%,35%  and 45% respectively. 
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Figure 6.13 Four 3D acquisition plot at 15%, 25% 35% and 45% band-stop region 

The noise floor is significantly lower, ranging from 15% to 35%, and the acquisition peak is 

clearly visible. But at 45%, the useful signal degradation severely produces false peaks in 

the CAF evaluation function. The acquisition peak ratio metric is utilized for further analysis, 

which is introduced in chapter 3. The acquisition peak ratio is the ratio between the highest 

and the second-highest peak while evaluating the CAF. If the ratio is 2.5 or above, the GPS 

L1 signal can be acquired. While setting variable widths to the stop-band filter, ranging from 

1% to 100%, hundreds of such CAF functions are produced at the output of the acquisition 

module. For each CAF function at 1%, 2%, and so on until 100%, the acquisition peak ratio 
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is calculated and plotted, providing an alternative way to analyse the performance of band-

stop filtering for mitigating interference in the main lobe of the GPS L1 signal. 

Figure 6.14 Acquisition Peak Ratio for each CAF ranging from 0% to 100% 

In Figure 6.14, the green bar represents the region where the peak acquisition ratio is 2.5 or 

above, meaning it is where a satellite can be acquired. On the same plot, the blue bar 

represents a region where the satellite signal is not acquirable as the acquisition peak ratio is 

below 2.5. This metric has provided another performance evaluation parameter to test the 

proposed method. 

 Concluding Remarks: 

The interference in the GPS spectrum can be different by type and nature, and the ANF 

cannot be applied as an effective method to mitigate all interference types. In the earlier 

chapters of this thesis, only CWI with single-tone, multi-tone and time-varying frequency 

interference have been analysed and mitigated. These two types of interference represent 

only a small percent of the interference GPS receiver encounters. The extremely weak level 
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of GPS signal on the earth's surface makes GPS prone to all different kinds of interference 

signals. Hence, it is difficult to design and develop an effective interference detection and 

mitigation module within a GPS receiver for various interference signals.  

To tackle other kinds of interference signals, a method is proposed in [89], in which Time-

Frequency analysis of incoming DSSS signals with interference signals is carried out to 

detect and mitigate a broader spectrum of interference signals from the useful signal. Time-

Frequency Representations (TFR) are basically mapping the one-dimensional signal in the 

time domain onto the two-dimensional function of time and frequency. This way signal is 

represented over a Time-Frequency plane, revealing more information about the localisation 

of the interference signal component within the useful signal. Furthermore, in [90][91] and 

[92], TFR-based interference excision methods are used specifically for DSSS types of 

communication signals. Regarding GNSS signals, TFR analysis is limited by heavy 

computational requirements due to the length of spreading code (PRN), which is several 

thousands of symbols [24]. On the other hand, the memory requirement and computational 

load in a GPS receiver are limited and don’t provide extra room for additional modules, such 

as stand-alone interference detection and mitigation. Therefore, fewer computational 

techniques, such as adaptive notch filters, have been preferred to TFR analysis. However, 

these ANF-based techniques are applicable to the specific class of interference signals. Thus 

it becomes ineffective for those interference signals which are characterized by TFR. TFR 

separates different desired and undesired signal components and provides a superior view to 

analyse and monitor different kinds of disturbing signals.  

The primary motivation for these experiments on the exploitation of auto-correlation and 

spectrum envelop of GPS L1 signal was to provide insight into the acquisition of GPS L1 

signal when a certain percentage of the information from the main lobe of the GPS L1 signal 
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is discarded. Then the aim is to utilize the outcome/ findings of the experiments to develop 

novel methods to mitigate interference in the useful signal.  

As the resources available in the consumer-based GPS receiver are limited, the proposed 

method utilizes the in-built FFT in the acquisition module to develop new mitigation 

methods based on a frequency domain or time-frequency based excision of interference. The 

acquisition of the GPS L1 signal via a parallel frequency code phase search (Figure 6.16) is 

a sort of Time-Frequency analysis [91]. The evaluation of CAF in the acquisition module 

corresponds to the evaluation of the spectrogram (STFT), where the length of the analysis 

window depends on the received signal (1ms).  But if the acquisition method in Figure 6.16 

can be modified slightly, that can incorporate different analysis windows. Hence the 

acquisition module can act as a detector and mitigate the different kinds of interference by 

setting up some sort of threshold without any extra resources required.  

 

Figure 6.15 Acquisition of GPS L1 via Parallel Frequency Code Phase Search Method 
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Chapter 7   

 

CONCLUSION AND FUTURE WORK 

 

This section briefly summarizes the work presented in this thesis and outlines each chapter's 

outcomes.  

This research has produced a vast array of simulation results for a fair comparison between 

existing techniques and the proposed method. Carried out system-level modelling of GPS 

receivers end in MATLAB to evaluate the performance of the proposed method against other 

counterparts. SIMULINK was used to design and develop a purpose-built GPS L1 simulator 

to maintain consistency across different sets of simulation results. GPS L1 simulator can 

generate a realistic GPS L1 signal with different strengths, code-phase delay and Doppler 

shift and conditions to provide homogeneous test signals to test both existing techniques and 

the proposed method. Moreover, simulations based on the GPS L1 simulator’s time-series 

Intermediate Frequency or baseband samples naturally produce high-fidelity results. 

 Each method, whether existing or proposed, were tested under different scenarios to assess 

the validity, accuracy and performance in term of  Carrier to Noise Density (𝐶/𝑁0), Signal 

to Noise Ratio (SNR), Peak Degradation Metric, and Mean Square Error (MSE). Further, 
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these simulations were initially used to characterise existing techniques and then expanded 

to incorporate newly proposed methods. These results provide valuable information for 

designing mitigation units that use adaptive notch filters for a computationally efficient 

solution for interference mitigation in GPS receivers. For both existing and proposed ANF-

based methods, a broad spectrum of configurations was set up within ANFs to robustly test 

them, run each method at its optimal performance, and finally make a comparison between 

them. 

Chapter one provides an overview of the characteristics of GPS signals and those of 

fundamental concepts and definitions. A series of signal processing operations such as 

correlation, modulation, and multiplexing have been explained to get a coherent 

understanding of the GPS L1 signal to model it in Simulink successfully. Moreover, 

properties of PRN code are discussed, such as higher chipping rate (for improved precision), 

orthogonally and correlation peaks. Further insight into the BOC modulation for new-

generation GNSS signals is given. 

Chapter two outlines the fundamental modelling and simulation of the GPS L1 signal in 

Simulink. The detail on the generation of PRN code is explained as it was essential to 

produce the C/A codes for individual satellites in the simulator. Additionally, the P(Y) code 

and the navigation data are explained with the help of a series of MATLAB plots at the 

output of each processing stage. It provides the basis for understanding the fundamental 

concepts presented in chapter one and its implementation to create a software-based GPS L1 

signal simulator.  

Chapter Three overviews different acquisition algorithms used to acquire GPS L1 signals, 

such as serial search, parallel frequency search and parallel frequency code phase acquisition 

algorithms. Later in this chapter, serial and parallel algorithms were modelled in MATLAB. 



236 

 

The GPS L1 signal simulator, designed in chapter two, provided the input to the modelled 

acquisition loop in MATLAB. The serial search of the C/A code with 40920 sampled data 

points takes too much time, while the same number of data points in parallel frequency code 

phase search can be obtained in only two seconds. It was followed by a brief discussion on 

different techniques in literature to compute DFT efficiently. A literature review of recent 

research on the fast acquisition of GNSS signals via FFT-based algorithms was also a part 

of this chapter. 

Chapter 3 further investigates coherent and non-coherent detectors and how they work and 

are used to increase the sensitivity of receivers when the input GNSS signal is weak.  

Analysis of different acquisition schemes within the GNSS receiver, as well as the details 

on the development of a MATLAB-based acquisition algorithm, was shown to improve the 

acquisition performance of the weak GNSS signal. 

Chapter four initially gives an overview of CWI interference, its detection mitigation.and 

implementing a first-order complex notch filter in MATLAB to remove the interference is 

demonstrated. This chapter presents models of narrowband real CWI, complex CWI, and 

complex chirp sinusoidal interference in MATLAB.  

Furthermore, a detailed analysis of the fixed complex notch filter and their performance in 

terms of interference suppression is demonstrated. The design of adaptive notch filters, 

which can autonomously perform detection and mitigation of narrowband CWI and Chirp-

type interference. 

A brief insight into the effect of the notch filter on the CAF function is presented. The non-

linear phase of the IIR notch filter distorts the Cross-Ambiguity Function. Hence needs 

further processing to compensate for the bias. IIR Notch filter degrades the correlation peak 

amplitude and translates the autocorrelation function on the time axis. IIR Notch filter-based 
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schemes to mitigate CWI are less complex and easy to implement but require further research 

to process the coarse acquisition of GPS L1 signal.  Analysis of CWI on the GPS signal is 

carried out, and different methods in the literature were reviewed to mitigate CWI.  

Complex notch filters of orders one to six are employed to remove narrowband complex 

CWI from the GNSS signal. These complex notch filters' performance was evaluated in 

terms of output SNR at the acquisition block, mean square error, and acquisition Figure of 

merit.  These simulations are further analysed to give a threshold setting for activating or 

deactivating a specific adaptive notch filter. There is a limit to the amount of interference at 

each one of the complex notch filters. Hence, a high-order complex filter is necessary to 

counter powerful interference signals without degrading the useful signal.  

This chapter further presents a detailed analysis of the use of the simple gradient-based 

algorithm with first-order complex and second-order real IIR notch filters. Finally, the 

simulation results demonstrate that 1st order CANF and second adaptive IIR notch filter can 

efficiently suppress the narrowband CWI, chirp-type interference, and frequency 

hopping signal. A complete set of simulation results are produced and presented as follows: 

 

 The plot of convergence of parameter 𝑧0 

 The plot of a time-frequency representation of the signal before and after mitigation 

 The plot of the CAF after the mitigation of the interference. 

 The plot of Doppler shift and code phase delay after mitigation of the interference 

Analysis of the notch bandwidth is conducted  and needed to determine the optimal notch 

width (𝑘𝑎) as a function of the width of notch control the convergence rate of parameter  𝑧0 

was established. 
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A simple and innovative system-level model is proposed, which can utilize each CANF 

efficiently with a threshold setting of JNR estimation within the adaptation block. The 

threshold setting parameter provides a trade-off between the effective excision of CWI, the 

order of the filter, and power consumption. It results in a computationally effective solution 

for interference mitigation for GPS-based applications. 

Different aspects and properties of the parameter 𝑧0  is exploited, which could be beneficial 

for the estimation of JNR levels. The variance of the magnitude of the parameter 𝑧0 is 

proposed to be set as a threshold-setting variable for estimating the level of JNR. It can be 

employed to toggle between different orders of the filter depending on the level of JNR. The 

effect of coefficient quantization is marginally considered for the first and second-order 

complex filter 

Chapter 5 provides a detailed analysis of various adaptive algorithms for ANF too. Two 

direct form structure IIR notch filter algorithms were implemented [48] and [68]. Along with 

that, one algorithm for the lattice-based structure [51] is also implemented. The existing 

algorithm was then compared with the proposed fully adaptive filter based on the lattice 

structure, which simultaneously adapts its coefficients and enhances its performance. 

A complete study of 3D frequency response and simulation of the cost function of ANF were 

generated and plotted, which provided the groundwork to understand and develop the 

proposed methods. This thesis presents a Novel Fully adaptive notch filter with full gradient 

term to update parameter 𝜌, it demonstrated excellent performance in terms of convergence 

speed, providing a better retrieval of the useful signal. Different resetting algorithms for 

parameter  𝜌 were developed, and then a fully constraints algorithm for the adaptation of 

parameter 𝜌 was proposed.  
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A full gradient term is derived from the filter output in section 5.4, which is then utilized to 

update parameter𝜌 in a fully adaptive notch filter. The modified version of the proposed 

structure with less computational complexity was presented. Furthermore, the resetting of 

the parameter 𝜌 to 0.70 just before the new hop frequency is key to the successful adaptation 

of the adaptive notch filter. Therefore, resetting of  𝜌should be applied carefully within the 

algorithm, and the selection of the constraints has to be such that it works universally 

regardless of the environment. Various resetting algorithms were designed, modelled, and 

tested and presented with simulation results with different resetting criteria. The parameter 

𝜌 has to be sharply reset at the beginning of the next hop frequency, hence a resetting 

mechanism within the adaptive algorithm to automatically set parameter 𝜌 to a desired 

minimum value just before the tracking of the next subsequent hop frequency was 

developed.  

Moreover, the performance of the direct form IIR ANF and proposed lattice form ANF are 

compared in terms of output 𝐶/𝑁0 at the acquisition module. Complete system-level 

modelling is carried out to test both ANF filters. The proposed method is able to mitigate 

desired interference more precisely and enhance the output 𝐶/𝑁0 at the acquisition module.  

At the end of this chapter, a novel method was proposed and compared with [81], as [81] 

also simultaneously adapted its coefficient. The simulation results have shown that the 

proposed method has better convergence properties for the parameter𝜌 and improved 𝐶/𝑁0 

was attained. The convergence of 𝜌 and resetting of 𝜌 on time (at the start of new hop 

frequency) are two key points for successfully mitigating hop frequency CWI.    

A novel lattice-based adaptive IIR notch algorithm is presented, which can simultaneously 

adapt its notch bandwidth and centre frequency parameters. The proposed algorithms show 

favourable convergence properties for both its parameters 𝛽 and 𝜌, such as improved 
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tracking performance and higher 𝐶/𝑁0 at the output of the acquisition block when compared 

with the relevant competitive designs.  

Simulation results have demonstrated that the proposed algorithm is consistently stable and 

has also proven its superior performance under different conditions. These advantages are 

attained due to the constraint imposed on the pole of ANF. If the pole of the ANF moves 

towards the instability region (unity on unit circle or more), it reverts into the stable model 

set in order to prevent divergence.  

Chapter 6 provided a novel analysis, which is a work of the first of its kind for GPS-specific 

application to the best of my knowledge. The proposed interference scheme consists of three 

band-stop filters with different stop-band regions along the main lobe of the C/A code. As 

far as the interference is in the main lobe of the GPS L1 signal, the signal is severely affected. 

Hence interference excision from the main lobe is of the uttermost importance. On the other 

hand, if the interference is on the side lobes, it does not really affect the acquisition process 

because the main lobe is filtered out during the pre-correlation filtering stage. Initial analysis 

and experiment results show that even if a certain percentage of information is discarded 

from the main lobe of the GPS L1 signal, the signal is still acquirable as long as only 25-

30% of the information is removed from the main lobe of the GPS L1 signal. 

One of the main takeaways from the band-stop and band-pass experiment is that the GPS L1 

signal is still acquirable even if a certain amount of information is completely removed from 

the main lobe of the GPS L1 signal. This provides flexibility to design and develop 

alternative methods and techniques to mitigate interference in GPS, not just CWI 

interference but other kinds of interference signals.  
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Such as : 

I. Filter Bank-based techniques 

II. Frequency Domain excision of the interference 

III. Time-Frequency domain suppression of the interference  

The following paragraphs address these three techniques, each of which could be considered 

a potential future work. 

 I. Filter Bank-based techniques 

A Filter Bank Based Method can be constructed to mitigate interference in the main lobe of 

the C/A code in which a number of band-stop filters with different stop-regions (B1, B2 and 

B3 in Figure below) are used to mitigate the interference located anywhere in the main lobe. 

have shown that if the 30% of the main lobe of C/A code is discarded from any side, either 

centre or left or right most, GPS L1 signal is still acquirable Figure 7.1 illustrates the main 

concept of the proposed idea. The analysis from chapter 6  

Figure 7.1 Illustration of the proposed method 

II. Frequency Domain excision of the interference 
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The interference suppression techniques based on the frequency domain involve the removal 

of the interference signal by simply analysing the spectrum of a useful signal with 

interference. The frequency domain interference suppression technique does not rely on an 

adaptive mechanism or algorithm; hence its processing speed is much higher than time 

domain adaptive filtering.  The FFT module within the acquisition module can be modified 

to achieve this. A different threshold setting can be applied to suppress the interference via 

the frequency domain method. Figure 7.2 represents the system model for implementing 

frequency domain inference suppression 

Figure 7.2 Frequency Domain interference mitigation method 

III. Time-Frequency domain suppression of the interference 

Time-Frequency based method provides better visualization of the interference, and different 

types of interference can be precisely located within a useful signal. To accomplish this, the 

structure of the acquisition module is exploited to implement Time-Frequency based 

excision within the receiver by using already available resources in the acquisition stage. 

The main objective is to design an efficient Time-Frequency domain suppression of the 



243 

 

interference based on the spectrogram. As mentioned earlier, CAF evaluation corresponds 

to the spectrogram evaluation. Therefore, an acquisition module within the receiver can be 

used to design and develop a Time-Frequency based interference excision. 
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