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This chapter aims at providing the tools and knowledge to understand and model the plasma
environment surrounding comets in the innermost part near the nucleus. In particular, our goal
is to give an updated post-Rosetta ‘view’ of this ionised environment: what we knew, what we
confirmed, what we overturned, and what we still do not understand.

1. INTRODUCTION
Comets have aroused the curiosity of Humankind for

millennia. Reported in different ways throughout history,
for instance through texts and artworks, a few of them have
passed Earth close enough to be witnessed with the naked
eye. But what makes comets visible and so bright? For
those lucky enough to see them in their lifetime, comets in
the sky display very singular shapes and colours: a very
broad white tail and a thinner blue slightly transparent one,
both originating from the same point where the nucleus is
located. The ‘white tail’ is partly directed anti-sunward
(that is, opposed to the Sun’s direction), with a compo-
nent along the comet’s trajectory. It originates from the
dust reflecting sunlight that is continuously expelled from
the comet’s surface and pushed away, swept by the solar
radiation pressure. This radiation pressure is induced by
solar photons which, once they hit the dust, transfer a part
of their momentum continuously to it, equivalent to a force.
Depending on the size of dust grains, this force, in addition
to inertial ones, is the main driver of the dust dynamics,
which as a result may overcome the Sun’s gravity (Finson-
Probstein model, see Finson and Probstein 1968).

The ‘blue’ tail itself originates from ions present in
the coma. This was first evidenced in the band spectra
of Comet C/1907 L2 (Daniel) (Deslandres and Bernard
1907; Evershed 1907) although its true origin was un-
known at the time (Larsson et al. 2012). Subsequently,
Fowler (1907, 1910) investigated these bands by means of
laboratory experiments and electric discharges in differ-
ent gases and concluded that carbon monoxide was the
most likely cause. Fowler was almost right. The blue
colour displayed by this tail comes in fact from the flu-
orescence of CO+ ions. Although the cometary gas is

mainly composed of water (H2O), other species are present
such as carbon dioxide (CO2), carbon monoxide (CO), and
formaldehyde (methanal, H2CO). As they leave the nu-
cleus, these molecules may break into smaller fragments,
neutral atoms/molecules (through photodissociation), be
ionised (photoionisation), or undergo both processes at
the same time (dissociative photoionisation). The newly
formed CO+ may in turn be excited by absorbing solar
photons at specific wavelengths and is de-excited by re-
emitting a photon at the same wavelength (resonance fluo-
rescence). Amongst cometary species, CO+ is the only one
which efficiently emits in the visible, especially in the blue
part (so-called ‘comet tail’ A-X bands emitting between
308–720 nm).

In almost a century, even though substantial progress
has been made in astronomy and instrumentation, only a
few other ions have been observed and confirmed at comets
through remote sensing from Earth, for example HO+,
CO+

2 , and H2O+ (see the chapter by Bodewits et al. in
this volume). Early on, another mystery was also associ-
ated with the ‘ion’ tail: its direction. Indeed, through the
comet’s course around the Sun, and unlike the dust tail, the
blue ion tail is exactly anti-sunward. The discovery of the
solar wind was motivated by the observations of cometary
ion tails from Earth. Following early works by Hoffmeister
(1943), Biermann (1951) was the first to suggest then that
there is a flow of ionised particles from the Sun, ‘a stream
of solar matter’ (Biermann 1952), although why this stream
could arise was another unanswered question. In 1958, Eu-
gene Parker followed on Biermann’s lead and published his
seminal paper on the generation and existence of the so-
called ‘solar wind’ (Parker 1958), an idea which was ini-
tially ill received (Obridko and Vaisberg 2017).
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Interestingly, contemporarily to these works, the true na-
ture of comets and of their nucleus remained unknown.
Only in 1950 did Fred Whipple formulate the idea that
comets were made of a conglomerate of ices combined
with a conglomerate of meteoric materials (Whipple 1950),
known as the ‘dirty snowball’ nucleus model. Our modern
view based on recent observations of cometary nuclei shows
that comets are rather dirt balls with some snow. Based
on this model, Haser (1957) (see Haser et al. 2020, for
a modern, accessible, and translated version) later devel-
oped the mathematical framework to describe the cometary
neutral environment, nicknamed ‘Haser model’ in the liter-
ature nowadays. Haser derived the mathematical formula-
tion describing the spatial distribution and number density
for neutral species, either those coming from the ice sub-
limation at the (near-)surface of the nucleus, the ‘parent’
species, or those coming from the dissociation of the par-
ent species, the ‘daughter’ species. For ‘parent’ molecules,
such as H2O and CO2, primarily released from the (near-
)surface, the flux is conserved; the number density profile
of the escaping gas of species p is thus given in m−3 by:

np(r) =
Qp

4π Vp r2
exp

(
− r

TpVp

)
(1)

where Qp is the total number of ‘parent’ (p) molecules
expelled from the surface per unit time ([molecules s−1]
or simply [s−1] for short), Vp is the radial speed of these
molecules assumed constant [m s−1] estimated around 0.4–
0.9 km s−1 (see the chapter by Biver et al. in this volume
and Hansen et al. 2016; Biver et al. 2019), r is the dis-
tance from the nucleus [m], and Tp is the lifetime of these
molecules against dissociation [s]. This equation remains
valid for assymmetric outgassing (i.e. Qp varies with lati-
tude and longitude at a given r as long as the gas velocity
remains radial). Usually, molecules are characterised, in
a cometary context, by their so-called characteristic scale
length Lp = VpTp. This model is adequate for species
and molecules that are mainly photodissociated by Extreme
Ultraviolet (EUV) solar radiation, for instance H2O into
HO+H. It also provides an easy way to retrieve the out-
gassing rate Qp of the different cometary neutral parent
species based on remote sensing observations. Lp is usually
of the order of 104–105 km corresponding to a typical life-
time of 104–105 s (Huebner and Mukherjee 2015); the ex-
ponential correction in Eq. 1 should be accounted for when
comets are observed remotely from Earth (as the full extent
of the coma is probed) or when numerical simulations of the
whole cometary environment are developed. Furthermore,
not all neutral species may come directly from the nucleus.
Some species, such as H2CO and CO, may also originate
from dust and photodissociation of larger molecules already
present in the coma, referred to as ‘extended sources’, and
thus do not follow Eq. 1 (Eberhardt 1999). These extended
sources must be accounted for as well in large-scale sim-
ulations beyond thousands of kilometres (see the chapter
by Biver et al. in this volume). However, in the rest of this

chapter, the exponential term may be dropped in Eq. 1 as we
are focusing on major neutral species (originating primarily
from the nucleus) and on in situ observations at cometo-
centric distances r � Lp. In these regions, in situ obser-
vations performed at 1P/Halley (hereafter 1P, Krankowsky
et al. 1986) and at 67P/Churyumov-Gerasimenko (hereafter
67P, Hässig et al. 2015) showed that nH2O ∝ 1/r2 and Eq. 1
reduces to:

np(r) ≈
Qp

4π Vp r2
for r � Lp (2)

Although there are neutral species produced in part within
the coma and linked to the so-called extended sources
(Eberhardt 1999), such as CO and O, such a source can
often be neglected in plasma models of the inner coma.

Similarly to Eq. 2, the total neutral number density nn in
the inner coma is given by:

nn(r) =
∑
p

np ≈
Q

4π Vn r2
(3)

where

Vn =
1

nn

∑
p

Vpnp (4)

Q is the total outgassing rate (total number of neutral
species released by unit time from the (near) surface) and
Vn, the mean bulk velocity of the neutral species.

The neutral gas released by sublimation of ices at the
surface of the nucleus is primarily made of H2O, CO2, and
CO (see the chapter by Biver et al. in this volume). Many
other molecules are also present in the coma, such as dioxy-
gen (O2), ammonia (NH3), and glycine (NH2CH2COOH),
unambiguously detected in situ at 67P (Le Roy et al. 2015;
Altwegg et al. 2016; Gasc et al. 2017) thanks to the mass
spectrometer ROSINA (Rosetta Orbiter Spectrometer for
Ion and Neutral Analysis)/DFMS (Double Focusing Mass
Spectrometer, Balsiger et al. 2007). Along their path in
the interplanetary medium, molecules may undergo differ-
ent fates: They can be excited, dissociated into neutral frag-
ments, or ionised by means of absorption of solar EUV radi-
ation or impact of energetic particles. Although dissociation
is more efficient than ionisation and excitation, a fraction of
the molecules still undergoes ionisation; this forms a region
made of plasma, a mixture of ions and electrons, surround-
ing the nucleus: the ionosphere.

Ionospheres are commonly present around any solar and
extrasolar system body possessing a neutral gas layer, either
an atmosphere, like at Earth, Mars, Jupiter and Titan, or an
exosphere, like at Mercury or Ganymede. It plays a criti-
cal role in the interaction of the Sun (or the star) with the
body. Indeed, none of these solar system bodies is isolated:
They all bathe in an external plasma, either directly the so-
lar wind for bodies without an intrinsic magnetic field or
the magnetospheric plasma (and indirectly the solar wind)
for magnetised bodies. Around comets, two broad types of
plasma are present (see Fig.1):
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• The ionosphere proper, made of cometary electrons
and ions born from outgassed neutral molecules, is
dense (102 − 109 particles m−3). Cometary ions are
heavy (above 12 unified atomic mass units [u] or Dal-
tons [Da]), slow (from 0.5 to a few km s−1), and cold.

• In contrast, the solar wind is rarefied (1 − 10 parti-
cles m−3 at 1 au), made of protons (H+), alpha par-
ticles (He2+), and electrons (e−); it is fast (|VSW| =
400–800 km s−1) and hot (ion temperature Ti ∼
0.8× 105 K, electron temperature Te ∼ 1.5× 105 K
at 1 au typically scaling to the heliocentric distance
rh as r−2/3h and r−1/3h , respectively; see Slavin and
Holzer 1981).

The solar wind transports with itself electromagnetic fields.
It carries the solar magnetic field BSW which is ‘frozen-
in’, that is, the magnetic field is dragged into space by the
expanding solar wind. Moreover, even though there is no
electric field in the solar wind rest frame, as it moves, an ob-
server in a moving frame with respect to the solar wind ex-
periences an electric field from the advected magnetic field
by means of relativistic Lorentz transformation. This field
is the so-called convective or motional electric field defined
as ESW = −VSW ×BSW. A simplistic view of the rela-
tionship between a star and comets is shown in Fig. 1.

BSW

VSW

ESW

Cometary ionosphereSolar wind

E? B?

Fig. 1.— Schematic of the actors of the interaction of the
comet (black disk) with its space environment. They in-
clude: (i) the cometary ionosphere, here represented by wa-
ter H2O+ ions (red/white) and electrons (blue around the
coma), (ii) the solar extreme ultraviolet (EUV) radiation
(yellow), responsible in part for ionising the neutral coma,
and (iii) the solar wind plasma, made of H+ (white) and
electrons (blue) carrying the interplanetary magnetic field
(grey vertical arrows), filling the interplanetary medium and
travelling at speeds typically between 400 and 800 km s−1.
The transition between the solar wind and cometary iono-
sphere and the nature of this transition depend on many fac-
tors (e.g. outgassing activity, composition, heliocentric dis-
tance, etc.), discussed in detail in the chapter by Götz et al.
in this volume.

The first spacecraft to visit a comet and its plasma en-
vironment was the NASA’s International Cometary Ex-
plorer (abbreviated ICE) spacecraft which flew by comet
21P/Giacobini-Zinner (21P) on 11 September 1985 at a
closest approach of 7800 km through the comet’s tail (see
Farquhar 2001). This mission was mainly dedicated to
plasma measurements and was the first to provide in situ
information on the interaction of the cometary ionosphere
with the solar wind (von Rosenvinge et al. 1986; Cowley
et al. 1987). ICE focused on the tail and could not inves-
tigate the innermost coma. Although ions of cometary ori-
gin were observed up to 4 × 106 km from 21P’s nucleus,
they were already significantly accelerated, picked-up by
the solar wind convective electric field, at speeds around
150 km s−1 (Ogilvie et al. 1986). At the time, mass spec-
trometers, which discriminate and separate ions according
to their mass per charge (or simply their mass if ions are
assumed singly-ionised), had a very limited mass resolu-
tion. The resolution in mass spectrometry is defined by
R = m/∆m where m is the mass at which ions are mea-
sured and ∆m is the width of the peak typically at half
height (see IUPAC recommendation and nomenclature, IU-
PAC 1978). With ICE, the mass resolution was relatively
poor, with measurements separated by 1–2 u q−1 (mass unit
per charge, q being the elementary charge in Coulomb),
making it extremely difficult to separate species with rel-
atively close molecular masses, for example HO+, H2O+,
and H3O+.

The following year, the Halley armada, a fleet of five
spacecraft from several space agencies (one from the Eu-
ropean Space Agency ESA [Giotto], two from the Soviet
Union and France [Vega 1 and Vega 2] and two from the
Institute of Space and Astronomical Science, now JAXA,
in Japan [Suisei and Sakigake]), flew by the most famous
comet of all and one of the brightest. As such, Halley’s
comet was the first one to be identified as periodic (1P) with
its 76-year period determined by Edmond Halley in 1705.
In succession, Sakigake, Vega 1, Suisei, Vega 2, and finally
Giotto flew by Comet 1P, each probe providing a more pre-
cise location of 1P and therefore helping the next probe to
get closer to its nucleus. On 13–14 March 1986, the last
spacecraft of the fleet, Giotto, achieved a closest approach
of 600 km at a heliocentric distance rh = 0.89 au from
the Sun (Reinhard 1986). The first detected ‘cometary’ ion
was O+ (most likely candidate at the peak at 16 u q−1) at
5.5 × 105 km from the nucleus (Krankowsky et al. 1986).
Most likely, it resulted from the dissociation of H2O into
O followed by ionisation (Balsiger et al. 1986). The mass
resolution was high enough to separate HO+ from H2O+,
albeit not O+ from NH+

2 and CH+
4 (R & 20, Balsiger et al.

1987).
As Giotto got closer to 1P’s nucleus, the ion composi-

tion changed. Between 1.5 × 105 km and 7 × 104 km, the
cometary plasma composition was dominated by ion mass
16 u q−1 (most likely O+), followed by ion masses 17 u q−1

(most likely HO+) and 18 u q−1 (most likely H2O+). From
6 × 104 km to 3 × 104 km, the order changed: mass

3



18 u q−1 dominated, followed by 17 u q−1 and 16 u q−1.
From 3 × 104 km to the closest approach, mass 19 u q−1

(H3O+) exceeded in counts mass 16 u q−1, and even domi-
nated the overall composition below 2× 104 km. However,
the reader should keep in mind that the main contributor at
a given u q−1 may change during the flyby. For instance,
close to the nucleus, the signal at 18 u q−1 may be associ-
ated with NH+

4 while further away, it is more likely H2O+

due to the ion chemistry. For this reason, ion measure-
ments from Giotto had to be combined with photochemi-
cal models to infer the neutral and ion composition of the
coma (e.g. Allen et al. 1987; Geiss et al. 1991). Further-
more, not only the composition, but also the spatial distri-
bution of the plasma, changed. The ion count associated
with cometary ions exhibited a 1/r2-dependence for come-
tocentric distances r beyond 16, 000 km, whereas, in the
innermost part of the coma, ion counts varied in 1/r.

Giotto was a great mission for exploring large spa-
tial scales around a comet in a very limited time, tak-
ing a veritable snapshot of the cometary plasma down to
600 km, the best achievement until the ESA cometary mis-
sion Rosetta, that escorted comet 67P over a two-year pe-
riod (2014-2016), from rh ∼ 3.6 au to rh ∼ 1.24 au (peri-
helion) and back to 3.8 au at the end of mission (Glassmeier
et al. 2007). Nevertheless, several important aspects should
be kept in mind when we compare the Giotto mission to
Rosetta. Comet 1P was very active (Q ≈ 6.9 × 1029 s−1),
close to the Sun (0.89 au), and, in that respect, its flyby by
Giotto and the entire Armada is far from being representa-
tive of the whole cometary environment and development.

100 200 300 400 500 600
1024

1025

1026

1027

1028

1029

Rosetta

Strong ion-neutral coupling

Weak ion-neutral coupling

Giotto’s flyby

r [km]

Q
[s
−
1
]

Fig. 2.— Schematic of the cometocentric distance covered
by Giotto and Rosetta as a function of the outgassing activ-
ity. Excursions have been excluded. The dashed line defines
the theoretical limit where ions and neutrals become colli-
sionally decoupled (Gombosi 2015) referred to as Ri,n in
this chapter.

As shown in Fig. 2, Giotto’s closest approach was quite
far compared with Rosetta ranges of cometocentric dis-

tances, even when scaling these distances to their vastly
different outgassing rates. Rosetta not only explored a wide
range of distances, from 500 km to the surface, but also
more than 3 orders of magnitude in terms of outgassing
rate, from Q ≈ 1025 to ∼ 3 × 1028 s−1, as 67P gradually
became more active on its journey towards the inner solar
system and then faded again on its outward journey. During
the mission, the scientific community had thus the unique
opportunity to monitor the cometary coma, the ionosphere
and its relationship with the solar wind, and their combined
evolution over time, providing a wealth of unprecedented
scientific data. In the future, we may not have many oppor-
tunities to visit other comets with such a dedication; in this
way, escorting 67P constitutes a major step forward in our
understanding of solar wind-comet interactions.

This chapter proposes to look into the lessons learned
from the combined past cometary flybys and the recent 2
years of escort by Rosetta, from the formation to the compo-
sition and evolution of a cometary ionosphere. It follows the
example of the previous books on the matter, Comets I and
Comets II. Comets I, published before in situ exploration
of cometary environments (prior ICE and the Halley Ar-
mada), made use of remote-sensing observations from the
Earth and possible theories (Ip and Axford 1982; Huebner
et al. 1982), describing the solar wind assimilation into the
cometary environment with the formation of plasma bound-
aries, and the emergence of photochemical models of the
inner coma including ion-neutral gas chemistry. Comets II
focused on the advances brought by the contemporary ex-
ploration of a very active comet, 1P/Halley, with the first
attempt to compare models against in situ observations (Ip
2004). This chapter is a tentative harmonisation and con-
sensus on our current knowledge of cometary ionospheres,
in order to provide some sort of a ‘continuous’ picture from
weakly active to very active comets. This chapter must be
seen and read as a ‘tutorial’ or ‘manual’ for those who want
to become familiar with cometary ionospheres; it sets the
stage for future explorations of comets. In Section 2, we in-
troduce the theory behind the formation of a cometary iono-
sphere and its chemical loss and discuss its plasma balance,
composition, and evolution over time, in the light of both
modelling and observations. In Section 3, we present and
focus on the different electron populations and their role ob-
served at comets, while in Section 4 we present and focus
on the different ion populations and their behaviour. Sec-
tion 5 is dedicated to the role of dust on cometary plas-
mas. Finally, in Section 6, we summarise the contempo-
rary progress and discoveries made in cometary physics fol-
lowed by a non-exhaustive list of open questions.

2. Birth of a cometary ionosphere

2.1. Ion continuity equations

After being ejected from the nucleus’ surface via subli-
mation, desorption, or other mechanisms (see the chapter
by Filacchione et al. in this volume), the cometary neutral
gas forming the coma is partially ionised by solar radiation
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(λ . 100 nm, see Section 2.2.1), and by energetic elec-
trons (Section 2.2.2) and ions (Section 2.2.3), leading to the
formation of an ionosphere. The resulting ionosphere can
be described by macroscopic, fundamental plasma quanti-
ties, such as the number density, mean velocity, and tem-
perature, all in situ observables from instruments onboard a
spacecraft:

• The plasma number density is the number of ions (or
electrons assuming that ions only carry one positive
charge +q) per unit volume, often expressed in m−3.

• The ion (resp. electron) mean (bulk) velocity is the
statistical averaged velocity over all ions (resp. elec-
trons) at a specific location, expressed in m s−1.

• The ion (resp. electron) temperature represents the
variance of the velocity around the mean ion (resp.
electron) velocity. It can be expressed in K or in eV
(where 1 eV ≈ 1.6 × 10−19 J ≈ kB × 11604 K, kB
being the Boltzmann constant).

Note that by virtue of quasi-neutrality of the plasma, ion
and electron number densities (noted ni and ne) must be
‘almost’ equal (ni ≈ ne). However, neither the mean ve-
locities (Vi for ions and Ve for electrons) nor the tempera-
tures (Ti and Te) are necessarily so.

Let us look at the ion number density. The fate of newly-
born ions is manifold (see Section 2.2 for a detailed de-
scription). For instance, ions can be transported, near or
away from the cometary nucleus by means of electromag-
netic forces. They can also collide along their path with
neutral molecules. Through such a collision, the ion may
lose its charge to the benefit of the neutral species, the latter
itself becoming an ion. Finally, ions may recombine with
free electrons and neutralise/dissociate, creating a net loss
of ions and electrons. Such processes need to be taken into
account when assessing the ion number densities. This can
be achieved with the use of a mathematical model based on
solving a set of differential equations.

The time evolution of the number density of cometary
ion species s is captured by the continuity equation, which
describes the evolution of the number of particles over time
and space:

∂ns(r, t)

∂t
= −∇ · (ns(r, t)Vs(r, t))︸ ︷︷ ︸

transport

+Ss(r, t)︸ ︷︷ ︸
source

−Ls(r, t)︸ ︷︷ ︸
chemical

loss

(5)
where r and t, the spatial and temporal coordinates respec-
tively (the spatial reference frame is the comet’s inertial
frame centred on its nucleus), and where:

• ∂ns(r, t)/∂t is the instantaneous temporal variation
of the ion number density in the infinitesimal volume
dV = d3r at the position vector r and time t,

• ∇ · (ns(r, t)Vs(r, t)) is the transport term and quan-
tifies the rate at which plasma enters and leaves the

infinitesimal volume dV at (r, t). It is the net out-
ward flux (here nsVs) through the surface envelop-
ing dV . If there is no production and no chemical loss
of ions s within dV , the number density ns(r, t) de-
pends only on the amount of ions s passing through
the surface dS at (r, t), the outer boundary of dV .
Beware that unlike some fluids, plasma is compress-
ible (i.e. ∇ ·V 6= 0),

• Ss(r, t) is the local and instantaneous source (com-
mensurable to a production rate) of the ion species s
in the infinitesimal volume dV at (r, t) through ioni-
sation or ion-neutral collisions (see Sections 2.2 and
2.3),

• Ls(r, t) is the local and instantaneous chemical loss
rate of the species s in the infinitesimal volume dV at
(r, t) through collisions (see Section 2.3).

All four terms in Eq. 5 are expressed in m−3 s−1. One
should note that there are as many continuity equations as
there are ion species. This constitutes a challenging system
to solve and therefore assumptions should be made. Physi-
cists tend to reduce the number of independent variables,
here 4: 1 for time and 3 for space.

The most practical and well justified assumption is to
model the system at/near steady state, that is, in the limit of
very slow variations/low frequencies and long timescales:
The left-hand side of Eq. 5 becomes zero. Even if the sys-
tem is disturbed, it will naturally converge and recover to-
wards its steady state after a certain typical timescale, ruled
here by transport and chemistry.

The second assumption is regarding the symmetry of the
system. Although comets have various shapes, it has been
shown that the neutral number density follows a 1/r2 law,
at least for the major species, such as H2O and CO2 (e.g.
at 67P, Hässig et al. 2015): This is the same as for a point
source or a sphere emitting gas with a constant radial speed,
as in Eq. 2. Close to the nucleus and in the first few hundred
kilometres from it, this assumption appears reasonable. Far-
ther away from the nucleus, the loss of neutrals needs to be
taken into account (see Eq. 1).

Source and loss terms of cometary ions, Ss and Ls in
Eq. 5, are described in detail in Sections 2.2 (net produc-
tion of charge in the coma) and 2.3 (chemical production
and loss of cometary ions through ion collisions with neu-
trals and with electrons). Solution of Eq. 5, along with the
relative importance of the different terms, is discussed in
Sections 2.4.1 when applied to the full plasma and in 2.4.2
when applied to individual ion species.

2.2. Source of the cometary plasma

We consider three net sources of charge for the cometary
ionosphere: photoionisation by solar Extreme Ultraviolet
(EUV) radiation (see Section 2.2.1), ionisation by energetic
electrons (see Section 2.2.2) and ionisation and charge ex-
change by solar wind ions (see Section 2.2.3). The rela-
tive importance of each of these sources is reviewed in Sec-
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tion 2.2.4. Complementarily, the reader is directed to other
textbooks on the matter (Schunk and Nagy 2009).

2.2.1. Photoionisation

Photoionisation is the process of absorption of a suffi-
ciently energetic photon by an atom/molecule A and the
subsequent ejection of one or several of its bound electrons.
This is a main plasma production process leading to the for-
mation of an ionosphere at any solar system body with a gas
envelop:

A+ photon (or hν) −→ Am+(∗) +me−

−→ Bm+(∗) + C(∗) +me− (6)

where m is the number of electrons released in the pro-
cess (in most cases m = 1) and the star ∗ denotes a pos-
sible excited state of the ion Am+, Bm+, and/or the neutral
species C. Photoionisation can produce new neutral atoms
or molecules (here C) if A is a molecule: The atoms con-
stituting B and C together constituted A. The produced ion
and/or the neutral may be in an excited state and emissions
are produced when the de-excitation is radiative (see the
chapter by Bodewits et al. in this volume). The efficiency
of an photoionisation is linked to the cross section associ-
ated with the absorbing neutral species and produced ion
species. The cross section depends on the energy (or wave-
length λ) of the photon absorbed, that is E = hν = hc/λ
where h is the Planck constant, and the targetted neutral
species.

For the most common molecules encountered around
comets, photoionisation is triggered by photons of energy
E & 12 eV (λ . 100 nm) corresponding to the EUV range.
The minimum energy can be lower in the case of alkali met-
als. Photoionisation depends on the distribution in energy
of the incoming photons. First, the EUV spectrum signif-
icantly departs from the black body emission (see Fig. 3).
Second, this spectrum is composed of emission ‘lines’ in
the EUV/soft X-ray range originating mainly from the chro-
mosphere, the transition region and the solar corona; They
are emitted by excited (often highly ionised) species, such
as H, He, C, O, Si, Fe, etc. (Lean 1991, see Fig. 3). The
EUV photon energy distribution strongly depends on the
solar activity and solar cycle.

In order to obtain an expression of the photoionisation
source term in Eq. 5, several steps are necessary. These are
detailed below. The starting point is to compute the result-
ing efficiency of the solar EUV flux in ionising neutrals. It
is determined by the photoionisation frequency of neutral
species p leading to the production of ion species s:

νhν,ioni
p,s (r) =

∫ λth
p,s

λmin

σhν,ioni
p,s (λ)Fhν(λ, r) dλ (7)

where:

• Fhν(λ, r) [photons m−2 s−1 nm−1] is the spectral
flux of the solar radiation at the position vector r

Fig. 3.— Left axis: Total photoabsorption (σhν,abs) and
photoionisation (σhν,ioni) cross sections for H2O and CO2

as a function of wavelength. Associated wavelength ap-
pearances for ionised products are indicated (top for H2O,
bottom for CO2). Right axis: EUV solar photon flux on 16
July 2016 between 0 and 100 nm from TIMED/SEE mea-
sured at Earth, normalised at 1 au, integrated over 1 nm-
wide bins. Photoionisation and photoabsorption cross sec-
tions are from Heays et al. (2017) and references therein.
Wavelength appearances are from Zavilopulo et al. (2005).

(where the origin is taken at the centre of the nucleus,
|r| = r corresponds to the cometocentric distance).
It is derived from Eq. 11,

• σhν,ioni
p,s (λ) [m2] is the photoionisation cross section

proportional to the probability to have the neutral
species p absorbing a photon of wavelength λ and
forming the ion species s (see Fig. 3),

• λth
p,s is the maximum wavelength triggering the pro-

cess; it corresponds to a threshold energy typically
around 12 eV, referred to as the ionisation energy
Ethp,s (or archaicly ionisation potential). For example,
water has an ionisation energy of 12.5 eV (99.2 nm,
see Fig. 3); if there is dissociation and/or excitation
during the ionisation, the threshold energy has a value
higher than for a single, non-dissociative ionisation
generating all products in the ground state,

• λmin is the minimum wavelength observable in the
solar spectrum, approximately around 0.1 nm. Below
this limit, the solar photon flux becomes negligible,
even during flares.

As photons penetrate the dense coma, the amount of ab-
sorbed photons by cometary molecules becomes more and
more significant. This results in the solar spectral flux being
attenuated as the coma gets thicker and thicker, a process
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known as photoabsorption. Photoabsorption at the position
vector r depends on the total column density Np of neutral
species p crossed by photons from a position r∞ along the
line of sight (where the distance r∞ is large enough such
that there is no significant absorption of solar photons sun-
ward of r∞ along the line of sight) to r. It is defined as:

Np(r) =

∫ l=l∞

l=0

np(r
′(l)) dl (8)

where l represents the curvilinear abscissa along the Sun-
comet line of sight between the point of interest r and r∞
(see Fig. 4). The number density np decreases fast enough
for Np to be finite. For a comet, the neutral number den-
sity decreases as 1/r2 (see Eq. 2) and therefore the neutral
column density is given by:

Np(r, χ) =
Qp

4π Vp

χ

r sinχ
(9)

where χ is the solar zenith angle between r and the direc-
tion of the Sun (χ = 0◦ in the subsolar direction, see Fig.4).
Eq. 9 neither accounts for asymmetric outgassing nor adi-
abatic acceleration of the neutral gas. However, it gives an
idea of how strong photoabsorption is.

Sun

r

l = 0l = l∞

r sinχ χ

Fig. 4.— Schematic of the geometry of solar photon beams
near the cometary nucleus (black disk) illustrating different
quantities introduced in Eqs. 8 and 9, see text for further
explanation.

To quantify the ‘thickness’ of a coma regarding the pen-
etration of photons of wavelength λ, the dimensionless ‘op-
tical depth’ τ is defined as:

τ(λ, r) =
∑
p

σhν,abs
p (λ)Np(r) (10)

where the subscript p refers to a specific neutral species and
σhν,abs
p (λ) is the total photoabsorption cross section of the

cometary neutral species p representing the probability of
a photon of wavelength λ to be absorbed by the neutral
species p, regardless of the process (ionisation, dissocia-
tion, excitation, see Fig. 3). The solar photon spectral flux
Fhν(λ, r) at the location r in the coma is then given by a
simple Beer-Lambert law:

Fhν(λ, r) = Fhν,1 au(λ) exp[−τ(λ, r)]/r2h (11)

where Fhν,1 au is the observed spectral flux measured near
Earth, for example by TIMED/SEE (Woods et al. 2005) and
normalised to 1 astronomical unit [au], and rh is the helio-
centric distance given in au. Eq. 11 does not take into ac-
count the temporal variation of the solar EUV flux nor the
phase shift correction. The latter stems from the fact that the
solar EUV radiation varies with ecliptic solar longitude and
that the comet is not aligned with Earth. It is then necessary
to take into account the phase shift between Earth and the
comet from the Sun in terms of days. For example, if the
phase angle (i.e. the angle formed by Earth, the Sun, and
the comet in the solar equatorial plane) is +90◦, the reader
interested in the solar EUV radiation at the comet on day d
should look for the solar EUV radiation measured at Earth,
∼ 6.5 days before (one fourth of the solar synodic period).
Applying Eq. 11, Eq. 7 becomes:

νhν,ioni
p,s (r) =

∫ λth
p,s

λmin

σhν,ioni
p,s (λ)

Fhν,1 au(λ)

r2h
exp[−τ(λ, r)] dλ

(12)
For τ(λ, r) . 0.1, the coma is optically thin at r for pho-

tons of wavelength λ. Photoabsorption is thus negligible
and the photoionisation frequency is constant (independent
of r), reducing to:

νhν,ioni
p,s =

∫ λthp,s

λmin

σhν,ioni
p,s (λ)

Fhν,1 au(λ)

r2h
dλ (13)

For τ(λ, r) & 0.1 − 1, the coma is optically thick at r
for photons of wavelength λ. In this case, photoabsorption
needs to be taken into account as the solar flux is attenuated
at r. The coma was optically thick in the vicinity of the
nucleus but not necessarily at the spacecraft location during
the flyby of 1P by Giotto and during the escort of 67P by
Rosetta near perihelion, though in both cases the spacecraft
was far enough from the nucleus such that the ionospheric
density at the location of the spacecraft was not affected by
the photoabsorption occurring closer to the nucleus (Heri-
tier et al. 2018; Beth et al. 2019). We can now calculate the
production rate, through photoionisation, for the ion species
s contributing to the source term in Eq. 5:

Shνs (r) =
∑
p

Shνp,s(r) (14)

where Shνp,s is the production of an ion s from photoionisa-
tion of the neutral species p given by:

Shνp,s(r) = νhν,ioni
p,s (r) np(r) (15)

The total photoionisation rate or photoelectron production
rate (as only one electron is usually produced per ionisation
process) is then simply given by:

Shνe−(r) =
∑
p,s

Sp,s(r) (16)

What are the typical behaviour and spatial distribution
of this photoelectron production rate in the coma? For
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τ(λ, r) < 0.1, Shνe− is proportional to np, that is, to 1/r2.
For τ & 0.1 − 1, Shνe− has additionally a spatial depen-
dence associated with the optical depth. One might be in-
terested in the location where most of the EUV radiation
is absorbed within the coma and deposits its energy. This
maximum absorption, which corresponds to a maximum in
the photoelectron production rate is taking place as a result
of the neutral number density increasing with decreasing r,
while the solar flux decreases. For a monochromatic radia-
tion, single-species coma, and for a fixed χ, the photoelec-
tron production rate induced by the absorption of photons
at wavelength λ is maximum where (Beth et al. 2019):

τ(λ, r) = 2 (17)

The value of 2 at the maximum production differs from
what is usually encountered at planetary objects (including
moons with a dense atmosphere such as Titan). At these
bodies, the atmosphere can be assumed to be in hydrostatic
equilibrium and hence varies exponentially with decreasing
altitude: The maximum of absorption and of production rate
thus occurs at τ = 1 (e.g. Schunk and Nagy 2009) instead
of 2.

From Eq. 9 and 10, equality 17 is reached at a cometo-
centric distance corresponding to:

rmax,abs
p,s (λ, χ) =

σhν,abs
p (λ)Qp

8πVp

χ

sinχ
(18)

As shown in Fig. 5, the spatial variation in the Sun-comet
plane of the photoelectron production rate for a monochro-
matic solar radiation can be very asymmetric as the comet
becomes more active (increasing outgassing rates lead to
an increased optical depth). For an optically thin coma
(τ � 2), the photoelectron production only depends on
the cometocentric distance: Photoelectrons are produced
uniformly, only as a function of the local neutral density.
However, for τ ≥ 0.1 − 1, this changes. The neutral col-
umn density becomes high enough to significantly attenuate
the photon flux, reducing the ionisation efficiency. Photo-
electrons are thus produced in most numbers along the Sun-
comet axis. As the outgassing rate increases, this maximum
is located at a gradually increasing cometocentric distance
upstream of the nucleus.

The photoelectron production rate is not constant along
the lines of constant τ as, for a given value of τ and λ, both
the neutral number density and the column density of ab-
sorption depend on r. This is of importance as, when con-
sidering all wavelengths, the total photoelectron production
rate will result from the sum of different production profiles
through the coma. Each profile is associated with a different
energy distribution of the photoelectrons which varies with
cometocentric distance. The energy of the newborn photo-
electron is given by: Ee−hν = Ehν − Ethp,s where Ehν is the
solar photon energy.

Above 20 eV, σhν,abs
H2O decreases with energy, meaning

that the maximum of absorption occurs closer to the nu-
cleus for photons at 100 eV than those at 20 eV. Where

Fig. 5.— Normalised photoelectron production rate for a
monochromatic radiation in a pure water coma for differ-
ent cometary activities using Eq. 16. The Sun-comet axis is
alongX , with origin at the nucleus’ centre, whereas the ter-
minator plane is along Y . Instead of setting the outgassing
rate, we set three different optical depths on the surface at
the subsolar point (X = rc at χ = 0): 0.01 (top panel, low
activity), 2 (centre panel, intermediate activity), 10 (bottom
panel, high activity). The dashed line refers to the optical
depth level τ = 2, along which the neutral column den-
sity is constant. The neutral number density described by
Eq. 2 is constant along the dotted lines (spherical symme-
try). Cometocentric distances in the X − Y plane are ex-
pressed in terms of nucleus’ radius, rc.

photons at 100 eV are efficiently absorbed and ionise the
neutral species, photons at 20 eV cannot do so as they have
been absorbed uptstream due to their larger photoabsorp-
tion cross sections. Therefore, the energy distribution of
photoelectrons is depleted around 20 eV when the coma
starts to be optically thick. Nevertheless, the 100 eV pho-
tons produce highly energetic electrons, which in turn im-
pact neutral molecules to produce secondary electrons. This
accounts for the main ionisation source close to the nu-
cleus for highly active comets, above Q = 1029–1030 s−1

(Bhardwaj 2003).
For more information regarding photoionisation and

photoabsorption, the reader is invited to read the historic
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work of Chapman (1931) initially developed for plane-
tary atmospheres under hydrostatic equilibrium (exponen-
tially decreasing with height) and monochromatic radiation.
The theoretical application to comets hosting an expanding
coma is presented in full by Beth et al. (2019) .

2.2.2. Electron-impact ionisation

Electron-impact ionisation (sometimes refers as elec-
tron ionisation) is another critical process in the birth of a
cometary ionosphere (e.g. Heritier et al. 2018). Like pho-
tons, free electrons, with an energy above the ionisation en-
ergy Ethp,s (≈ 12 eV) efficiently tear off electrons attached
to an atom/molecule A following:

A+ e−prim −→ Am+(∗) + e−prim + (m− 1)e−sec

−→ Bm+(∗) + C(∗) + e−prim + (m− 1)e−sec

(19)

where subscripts ‘prim’ (resp. ‘sec’) refer to the primary
impacting electron (resp. the secondary electron, freed dur-
ing the ionisation). The impacting electron can be a pho-
toelectron, a solar wind electron, or a secondary electron
(see 3.1.3). It loses energy through the ionisation: It loses
the ionisation energy to the neutral target, and eventually
more whether one or more products are left in excited states
and/or if A is dissociated, plus a fraction of it that is passed
on to the secondary electron as kinetic energy. The corre-
sponding electron-impact ionisation frequency is given by:

νe
−,ioni
p,s (r) =

∫ +∞

Eth
p,s

σe
−,ioni
p,s (E)Fe−(r, E) dE (20)

where Fe−(E) is the electron flux (also referred sometimes
as differential flux) given in (electrons) m−2 s−1 eV−1 and
σe
−,ioni
p,s is the electron-impact cross section of the neutral

species p leading to the ion species s (see Fig. 6). This for-
mula is very similar to Eq. 7 except that (i) solar spectral
flux is replaced by electron flux and (ii) the problem is de-
fined in terms of energy instead of wavelength.

We can now calculate the electron-impact production
rate for the ion species s contributing to the source term
in Eq. 5:

Se
−

s (r) =
∑
p

Se
−

p,s(r) (21)

where Se
−

p,s is the electron-impact ionisation rate of cometary
neutral p leading to the production of a new cometary ion s
and given by:

Se
−

p,s(r) = νe
−,ioni
p,s (r)np(r) (22)

Although it is an endothermic reaction (the ionisation
energy is lost), the repartition of the remaining energy be-
tween the primary and secondary electrons varies. In ex-
treme cases, when the incident electron is very energetic,
above 200–300 eV, two electrons can be kicked out through

Fig. 6.— (Left axis) Total and ionisation cross sections
resulting from the impact of electrons on H2O and CO2.
(Right axis) Raw and corrected (from the spacecraft po-
tential) electron flux by the electron spectrometer onboard
Rosetta on 14 January 2015 00:06:59 (Stephenson et al.
2021). The grey region represents values of −qVSC during
Rosetta’s mission (see Section 3.1.1 for fuller explanation).
It represents the minimal energy required by an electron to
reach the spacecraft. Cross sections are from Itikawa (2002)
for CO2 and Itikawa and Mason (2005) for H2O.

the ionisation process. This can also occur with energetic
photons of the same energy. Such high-energy primaries
may lead to a process known as the Auger effect (Auger
1923), caused by the ejection of an electron from the in-
nermost atomic or molecular shells (K-shell) and the sub-
sequent filling of that gap with a higher-shell electron, it-
self leading to photoemission and/or emission of a so-called
Auger electron (Fox et al. 2008).

It is important to note that the produced ion A+ in Reac-
tion 19 can be in an excited state A+∗, in a similar way to
photoionisation: its radiative de-excitation towards a lower
excited state (ultimately ground state) leads to the emission
of a photon in the FUV-Visible range, a process at play most
famously in cometary ion tails, but also in aurora-like struc-
tures throughout the solar system and recently discovered at
comets (see Galand et al. 2020, and the chapter of Bodewits
et al. in this volume for more detail).

2.2.3. Charge-exchange and ionisation by solar wind ions

In addition to solar photons and energetic electrons, en-
ergetic ions emitted by the Sun, such as protons (H+) and
alpha particles (He2+), may ionise the neutral species sur-
rounding the comet. This generally occurs either through
(Simon Wedlund et al. 2019b; Simon Wedlund et al. 2020):

• direct impact ionisation, as for energetic electrons;
we refer to it as Solar Wind Ionisation (SWI),
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• charge-exchange processes (with no net production
of charge), referred to as SWCX in the following.

As solar wind energetic ions pass through the coma, they
may strip electrons from the neutral atoms and molecules
they encounter, thereby lowering their charge state. The
first evidence of such a phenomenon was reported by Lisse
et al. (1996), who observed at Comet Hyakutake C/1996
B2 a strong sunward emission of the coma in the X-Ray
and EUV ranges. Quickly after, Cravens (1997a) identified
the mechanism behind these emissions. Solar wind plasma
is not only formed of protons and alphas, but also of heav-
ier ions amounting to a small proportion (< 0.1%) of the
total solar wind density. These ions, highly charged be-
cause of their origin in the deep solar corona, are for ex-
ample Om+, Cm+, and Nm+ (noted Xm+ in the follow-
ing), where m ≥ 4 is their charge number (von Steiger
et al. 2000). Such ion species have large and very differ-
ent first ionisation energies Ei, that is, the minimum energy
required to eject an electron from an isolated atom/molecule
in the gaseous phase (Muller 1994). As they stream through
the coma, multiply-charged heavy ions undergo collisions
with cometary molecules, such as water:

Xm+ + H2O −→ X(m−1)+∗ + HO + H+

a dissociative ionisation process followed by radiative de-
excitation:

X(m−1)+∗ −→ X(m−1)+ + hν

The emitted photons have typical wavelengths below about
12 nm (∼ 100 eV), placing them in the soft X-ray (roughly
0.1–10 nm) and EUV ranges (Cravens 2002; Krasnopolsky
et al. 2004). SWCX is responsible for global X-ray and
EUV emissions not only at comets, but also throughout the
Universe (Dennerl 2010). Starting with comets, it has only
recently become a rich subject of investigation and neutral
gas diagnostic in astrophysics and space physics, from su-
pernova remnants (Lallement 2012) to planetary magneto-
spheres and exospheres (Bhardwaj et al. 2007), with ap-
plications in fusion plasmas (Dennerl et al. 2012; Sembay
et al. 2012). Moreover, laboratory measurements of charge-
transfer processes have also experienced an unprecedented
‘boom’ over the last two decades (see Wargelin et al. 2008;
Simon Wedlund et al. 2019c, and the chapter by Bodewits et
al. in this volume).

SWCX does not only concern heavy solar wind ions:
Protons and alphas constituting the bulk of the solar wind
are also subject to it (Simon Wedlund et al. 2019a), although
they do not produce such energetic photons. In this case,
the main effect of SWCX is to neutralise the solar wind
(creating H and He energetic neutral atoms or ENAs, from
incoming protons alphas, respectively) and implant heavier
cometary ions into the solar wind flow so that, for example
for alpha particles:

He2+fast
H2O−−→ He+fast (+H2O+)

H2O−−→ Hefast (+H2O+)
(23)

This in turn partakes of the so-called mass/momentum-
loading of the solar wind as the newly-born H2O+ molecules
are accelerated by the convective electric field (see Sec-
tion 4.2 and the chapter by Götz et al. in this volume).

For a solar wind ion species sw (e.g. H+) charge-
exchanging with a heavy neutral species p (e.g. H2O)
thereby creating heavy ion species s (e.g. H2O+), the
charge-exchange frequency νsw,CX

p,s can be expressed as:

νsw,CX
p,s (r) =

∫ +∞

Eth,CX,sw
p,s

σsw,CX
p,s (E)Fsw(r, E) dE (24)

where Fsw [m−2 s−1 eV−1] is the attenuated flux of solar
wind ions sw at the position r, σsw,CX

p,s the corresponding
charge-exchange cross section, and Eth,CX,sw

p,s the thresh-
old energy of the reaction involving solar wind ion species
sw reacting with the neutral species p to form ion species
s. SWCX is a cumulative process, hence the flux of solar
wind ions is progressively attenuated the deeper they pene-
trate in the coma, whereas keeping most of its initial energy
(at least to a first approximation). Assuming straight-line
trajectories with no energy change of the solar wind along
the Sun-comet axis even after charge-exchange, this trans-
lates to (Simon Wedlund et al. 2016; Simon Wedlund et al.
2019a):

Fsw(r, E) = F∞sw(E) exp

(
−
∑
p,s

σsw,CX
p,s (E)Np(r, χ)

)

where F∞sw is the upstream ‘undisturbed’ solar wind flux,
Np(r, χ) the neutral column density at distance r, assum-
ing cylindrical symmetry along the Sun-comet axis of the
neutral coma, and solar zenith angle χ, defined in Eq. 9.

Similarly to photoionisation and electron ionisation pro-
cesses, and summing through all solar wind ion species sw,
the source term for charge-exchange reactions leading to the
production of a new cometary ion s:

SCX
p,s(r) =

∑
sw

νsw,CX
p,s (r)np(r) (25)

Compared to photoionisation and electron ionisation,
SWCX is expected to be a minor source of new plasma
in the inner coma. That said, large-scale 3D numerical sim-
ulations of the cometary plasma environment have shown
that it is one of the most important processes responsible
for the formation of boundaries upstream of the inner iono-
sphere (Simon Wedlund et al. 2017, and the chapter of Götz
et al. in this volume).

Because charge-exchange processes have large interac-
tion cross sections (and thus efficiencies), SWCX produc-
tion rates usually dominate those of SWI. This is especially
true outside transient solar wind phenomena such as Coro-
nal Mass Ejections (CME) or Co-rotating Interaction Re-
gions (CIR), which carry away particles at much larger bulk
speeds (up to∼ 1−3×103 km s−1) than the nominal ‘slow’
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solar wind (∼ 400 km s−1 or ∼ 833 eV u−1). The explana-
tion is straightforward: SWCX cross sections peak below
1 keV u−1 whereas proton and helium ionisation cross sec-
tions in H2O and CO2 have their maximum above that limit
(Simon Wedlund et al. 2019c).

2.2.4. Which ionisation sources matter at comets?

The relative importance of each separate source of
cometary ions, namely photoionisation (see Section 2.2.1),
electron-impact ionisation (see Section 2.2.2), and solar
wind charge-exchange (see Section 2.2.3), depends on out-
gassing activity and cometocentric distance (Heritier et al.
2018; Simon Wedlund et al. 2019b; Simon Wedlund et al.
2020). Whereas solar wind charge exchange plays an im-
portant role at large cometocentric distances, typically far
upstream of the comet, the production of ions in the inner
ionosphere is heavily driven by electron-impact ionisation
and photoionisation. For example, at comet 67P, Rosetta
made it possible to monitor the ionisation frequencies of
each of these sources individually from low to high out-
gassing rates. Outside of the so-called solar wind ion cavity
(see Section 4.3, the chapter by Götz et al. in this vol-
ume, and Fig. 13), the electron-impact ionisation frequency
was on average 5–10 times larger than that of photoionisa-
tion, the latter a factor 10 (respectively, 100) or so larger
than solar wind charge-exchange (ionisation) frequencies,
except for exceptional solar transient events when charge
exchange could briefly rival the other two main ionisation
sources. Inside the solar wind ion cavity, photoionisation
frequencies at the cometocentric distances probed by the
spacecraft steadily increased with decreasing heliocentric
distance, to progressively dominate over electron-impact
ionisation frequencies by the time the comet reached peri-
helion (Heritier et al. 2018).

2.3. Centre of chemical reactions

Beside the net production of charge in the coma pre-
sented in Section 2.2, there are additional chemical pro-
cesses which contribute to the source and loss terms, Ss and
Ls, in Eq. 5 (see Section 2.1). Firstly, there are ion-neutral
collisions, which heavily influence the cometary ion com-
position. Through such processes, there is no net change
in charge in the coma, but there is a change in cometary
ion species: it is a loss for the reacting ion and a produc-
tion for the new ion species formed. Secondly, there are
electron-ion dissociative recombination reactions, through
which there is a net loss of charge. These two types of pro-
cesses are presented hereafter.

At low outgassing activity (at large heliocentric dis-
tances), a coma can be described as a quasi-collisionless
medium. In the case of comet 67P, farther than 3 au, the
outgassing rate was lower than 1026 s−1, which corresponds
to two 1.5-l bottles of water released to space each second.
Hence, the probability of collisions between ions and neu-
trals was low. As the comet gets closer to the Sun and the
outgassing activity grows, ion-neutral collisions occur more

often and chemistry becomes increasingly effective within
the inner coma, generating a rich zoo of ion species (Beth
et al. 2020).

What are the different key chemical processes contribut-
ing to the sources Ss and losses Ls in Eq. 5? These are:

• charge exchange: through the collision of a cometary
ion A+ with an atom/molecule B, A+ captures an electron
from B, such that

A+ +B −→ A+B+

For example

O+ + H2O −→ O + H2O+

This is similar to an oxidation-reduction reaction but here
in the context of gases: B is oxidised and A is reduced.
Mathematically, this translates into the ion source/loss rates,
as follows:

SB+ = LA+ = kA+,B(T )nA+ nB (26)

where k(T ) [m3 s−1] is the reaction rate coefficient, which
depends on the temperature of the gas T , nB [m−3] is the
local number density of neutral species B, and n+A [m−3] is
that of ion species A+. This process is a chemical source
for B+ (SB+ ), while it is a chemical loss for A+ (LA+ ).
For single electron capture, there is no net production of
ions since we start with one ion and end up with another.

• proton transfer: through the collision of a cometary ion
AH+ with an atom/molecule B, a proton is transferred
from AH+ to B such that:

AH+ +B −→ A+BH+

For example

H3O+ + NH3 −→ H2O + NH+
4

Mathematically, this translates into the ion source/loss rates,
as follows:

SBH+ = LAH+ = kAH+,B(T )nAH+ nB (27)

This process is a chemical source for BH+ (SBH+ ), while
it is a chemical loss for AH+ (LAH+ ). Compared with
charge transfer, this reaction produces ‘unique’ ions. For
example, whereas H2O+ can be produced both through ion-
isation of H2O and charge transfer, NH+

4 can only be pro-
duced through protonation of NH3. Thus, the existence of
BH+ (e.g. NH+

4 ) does not imply that of BH (e.g. NH4).
This process is governed by the proton affinity (PA) of both
neutral species A and B. This reaction occurs only if B
has a higher PA than A. In the context of cometary iono-
spheres, this is of importance and pointed out initially by
Aikin (1974), the first to apply ion-neutral gas chemistry
at comets. Through ionisation, the main ion produced is
H2O+ (which may be loosely seen as protonated hydroxyl
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radical HO-H+). Any neutral with a higher proton affin-
ity than HO (PA(HO)= 6.15 eV) may steal the proton from
H2O+ to be in turn protonated. Amongst cometary neutrals,
candidates include: H2O (7.16 eV), H2S (7.30 eV), H2CO
(7.39 eV), HCN/HNC (7.39/8.00 eV), and NH3 (8.84 eV)
(Hunter and Lias 1998). Ammonia, the latter, is thus at the
top of the ‘proton food’ chain. In the coma, once protonated
ammonia NH+

4 (ammonium ion) is formed, it is only de-
stroyed through recombination with electrons or transport,
and therefore it should persist for a long time (as such, it
is referred to as terminal ion). The mass resolution of the
ROSINA/DFMS mass spectrometer onboard Rosetta was
high enough to unambiguously identify it for the first time
at a comet, differentiating it from H2O+ (Fuselier et al.
2016; Beth et al. 2017, see also Fig. 10).

Ion-neutral chemistry affects ion composition but, as there
is no net production of charge, the total ion and electron
number densities remain unchanged. Only one known pro-
cess affects the electron density, reduces the net amount of
charges, and efficiently removes ions and electrons from a
plasma. It is the so-called:

• electron-ion dissociative recombination (DR): a molec-
ular ion recombines with an electron, which yields frag-
mented neutral species. For example

H3O+ + e− −→ OH + H2

“Dissociative” refers to the breaking of the molecular ion
into neutral fragments in order to dissipate the exceeding
energy. The temperature-dependent loss rate for the DR re-
action is given by:

LDR,s(Te) = αs(Te)ns ne (28)

where αs stands for the DR reaction rate coefficient (a func-
tion of the electron temperature Te), ns for the number den-
sity of ion species s, and ne for the electron number density
(ne ≈

∑
s ns).

Some words of caution regarding the DR reaction. Firstly,
it depends on (i) the electron temperature (the colder the
electrons are, the more efficient the DR is), and (ii) the
molecular ion species (Heritier et al. 2017). In fact, αs(Te)

exhibits very different Te-dependency. αs(Te) is often as-
sumed to behave like αs(Te) ∝ 1/

√
Te as theoretically de-

rived (Wigner 1948), an approximation that works well with
many ion species (Florescu-Mitchell and Mitchell 2006). In
reality, this dependency might only hold for a specific elec-
tron temperature range whether the molecular ions are di-
atomic or polyatomic (McGowan and Mitchell 1984). For
instance, αH2O+ = 4.3 × (300/Te)

0.74 × 10−13 [m3 s−1]
(Rosén et al. 2000) for Te < 1000 K and αCO+

2
= 4.2 ×

(300/Te)
0.75×10−13 [m3 s−1] (Viggiano et al. 2005) with-

out constrains on Te, where Te is expressed in K. Never-
theless, these recombination rates are of the same order of
magnitude for similar Te . 103 K so that assuming ini-
tially a common value is reasonable. When the range of
Te encountered at comets is considered, αs may span over
several orders of magnitude (see Section 2.4.1).

Secondly, DR introduces non-linearity into the continu-
ity equation. For ion-neutral chemistry in the inner coma,
one may safely assume that the neutral density profile np
is decreasing as 1/r2 (see Eq. 2). DR introduces non-
linear terms, such as n2s and nsne. Last but not least, αs
is often greater than the coefficient rate k associated with
ion-neutral chemistry. Despite ions being much less abun-
dant than neutrals in the inner part of the coma by a factor
∼ ν ioni r/Vn (see Eqs. 2 and 42), νhν,ioni (a main contrib-
utor of ionisation for rh < 2 au) increases as the comet
gets closer to the Sun and the gap reduces. In addition, as
the activity rises, collisions occur more frequently, cooling
the electrons: The electron temperature decreases, the loss
through DR increases, and potentially overcoming the loss
through transport (see Section 2.4.1). This appears to be the
case for outgassing rates & 1028 s−1 (Heritier et al. 2018;
Beth et al. 2019).

2.4. The Ionosphere: Putting it all together

2.4.1. Total ionospheric density

As shown in Section 2.1, one has to solve a complex
system made of s′ continuity equations, one for each ion
species s, in order to model the cometary ion composition
under steady-state conditions. This can be summarised by
combining Eqs. 26, 27, and 28 for the chemical reactions,
as follows:

s’ eqs.



transport︷ ︸︸ ︷
∇ · (nA+VA+) =

ionisation︷ ︸︸ ︷
ν ioni
A+nn

ion-neutral chemistry︷ ︸︸ ︷
−((((((hhhhhhkA+,BnA+nB ± . . .

electron-ion recombination︷ ︸︸ ︷
−αA+ninA+

+ ∇ · (nB+VB+) = ν ioni
B+nn +((((((hhhhhhkA+,BnA+nB ± . . . −αB+ninB+

...

sum ∇ · (niVi) = ν ioni
i nn +0 −

(∑s′

s=1 αsns

)
ni

(29)
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where

Vi =
∑
s

nsVs/ni (30)

ν ioni
s =

∑
p

np
(
νhν,ioni
p,s + νe−,ioni

p,s

)
/nn (31)

ν ioni
i =

∑
s

ν ioni
s (32)

nn stands for the total neutral density, ni for the total ion
number density (equal to the electron density, assuming no
doubly-charged ions), Vi for the mean ion velocity, ν ioni

i

for a mean/effective ionisation rate (via photoionisation,
see Section 2.2.1, and electron impact, see Section 2.2.2),
and αs for the electron-ion dissociative recombination rate
coefficient associated with ion species s. Indices p and s
refer to a specific neutral and a specific ion species, re-
spectively. Note that in Eq. 31, only photoionisation and
electron-impact ionisation terms are included, as solar wind
ionisation and charge-exchange terms are usually negligible
in the inner coma (see Sections 2.2, 2.2.3, and 2.2.4).

Once all ion continuity equations are summed, the ion-
neutral chemistry terms (second set of terms on the right-
hand side of Eq. 29) cancel out between lost and produced
ion species. From Eq. 29, the continuity equation ruling
the total ion number density is weakly depending on the ion
composition through the last term on the right-hand side
(electron-ion recombination) as the kinetic rates are differ-
ent between ion species (see Section 2.3).

Let us look more closely at the transport term (left-hand
side of Eq. 29). Its contribution in non-cometary environ-
ments, such as a planetary ionosphere in the plane-parallel
approximation (Schunk and Nagy 2009), is limited: Vertical
transport between atmospheric layers remains small and is
dominated by eddy or molecular diffusion. In contrast, at
comets, the neutrals, and therefore the newly-born ions, are
moving at speeds Vn ranging from 300 m s−1 close to the
surface, up to 1 km s−1 farther away, assuming adiabatic
expansion. The radial velocity thus plays a significant role
at comets. In spherical symmetry and under steady-state
conditions, physical quantities depend only on the cometo-
centric distance r and the bulk cometary ion velocity Vi(r)
being mainly radial, although these assumptions are only
valid for the inner cometary ionosphere and may signifi-
cantly break at larger cometocentric distances (see the chap-
ter by Götz et al. in this volume). Under such conditions,
the transport term is reduced to:

∇ · (niVi) =
1

r2
d(niVir

2)

dr
= Vi

dni
dr

+ ni
dVi
dr

+
2niVi
r
(33)

The spherical shell enclosed in [r, r + dr] has a volume
4πr2 dr such that ions move into shells of increasingly
larger volumes the more outwards they move. The last term
2niVi/r in Eq. 33 accounts for this geometrical effect.

As a whole, Eq. 29 represents the balance between the
source of the ionospheric plasma through ionisation of
the cometary neutrals and ionospheric loss terms, namely

radial transport and electron-ion dissociative recombina-
tion (net chemical loss). Unfortunately, it is not possi-
ble to solve Eq 29 analytically or without making assump-
tions/approximations as one needs the radial ion velocity
and electron temperature profiles.

Before going further, the first question should be: Which
of these terms are the most relevant to consider and are there
any that can be neglected? One approach is to look at a typ-
ical physical quantity characterising each term. If Eq. 29,
combined with Eq. 33, is now divided by ni:

− 1

nir2
d(ni Vi r

2)

dr︸ ︷︷ ︸
1/Ttransport

+
ν ioni
i nn
ni︸ ︷︷ ︸

1/Tionisation

−
∑
s

αs ns︸ ︷︷ ︸
1/Trecombination

≈ 0 (34)

an equation whose dimension is the inverse of time. Large
(resp. small) terms in Eq. 34 are associated with fast (resp.
slow) processes, that is, short (resp. long) timescales.

Let us review each loss term first (terms with negative
signs in Eq. 34 which represent a physical sink), that is,
transport and dissociative recombination, and assess their
respective timescale. The transport timescale is given by:

1

Ttransport
= Vi

d log ni
dr

+
dVi
dr

+
2Vi
r

(35)

independent of the cometary activity. From observations,
the plasma density in the inner cometary ionosphere of 1P
and 67P alike varies in 1/r (Balsiger et al. 1986; Edberg
et al. 2015; Heritier et al. 2017) such that d log ni/dr ∼
−1/r. Regarding the variation of the radial speed, there is
no evidence of a strong velocity gradient (acceleration or
deceleration) except near the contact surface at 1P (Gold-
stein et al. 1989). However, within the diamagnetic cav-
ity of 1P, the ion velocity was relatively constant (Schwenn
et al. 1987). At 67P, there is no evidence of strong velocity
gradients either. This term can thus be neglected and we
end up with:

1

Ttransport
∼ Vi

r
or
Vn
r

(36)

In fact, Eq. 36 is an approximation which only holds be-
yond a few cometary radii, beyond the location where the
plasma density peaks, where ni ∝ 1/r. Below and up to
the location of this maximum, this is an underestimate and
Eq. 35 must be used (see Fig. 7).

By comparison, the electron-ion recombination timescale
for the whole plasma population (electron sink term) is
given by:

1

Trecombination
≈ αi(Te)ni(r) ∼

αi(Te)ni,obs robs

r
(37)

where:

αi =

∑
s αsns
ni

and the subscript ‘obs’ corresponds to a location of refer-
ence where the cometocentric distance and number plasma
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density are known, for instance, probed and observed at a
spacecraft. The numerator in Eq. 37 has the dimension of
a speed and should be compared with the ion speed. The
recombination timescale may span over several orders of
magnitude because it depends both on electron temperature
(through the recombination coefficient αi, see Section 2.3)
and plasma density.

Experimentally, αi ranges between 10−12 and 10−15

m3 s−1 for 102 < Te < 104 K (Gombosi et al. 1996;
Rosén et al. 2000). The electron temperature may be very
different throughout the coma or even between comets.
The lowest range for Te typically corresponds to the in-
ner cometary ionosphere at 1P under active outgassing con-
ditions. As further discussed in Section 3.1.2, frequent
electron-neutral collisions are expected to bring the electron
temperature close to the nucleus down to that of the neutral
gas, which is consistent with indirect observations at comet
1P (see Eberhardt and Krankowsky 1995). The highest
range has been observed at 67P under low outgassing con-
ditions when the bulk of the thermal population is not ther-
malised (Wattieaux et al. 2019, 2020), see Section 3.1.1).
During Giotto’s flyby, ion number densities reached almost
1010 m−3 at robs ∼ 104 km (Altwegg et al. 1993) such that
ni,obs robs ≈ 1017 m−2. Because αi ∼ 10−14 m3 s−1 in
those conditions, the dissociative recombination timescale
was Trecombination ∼ 104 s (or ∼ 2 h 45 min, Gombosi et al.
1996). Compared with the transport timescale of about
r/Vi ∼ 104 s at the same location, transport and disso-
ciative recombination were contributing equally to the ion
sink at that location at 1P (Beth et al. 2019). However, for
r . 104 km, Te fell drastically by 2–3 orders of magni-
tude: The recombination timescale was then shorter than
the transport timescale and hence dissociative recombina-
tion was the main ion sink in the innermost of 1P’s iono-
sphere.

Unlike the transport timescale, the recombination timescale
depends on cometary activity: The higher the outgassing
activity, the larger the ion number density, the more effi-
cient the recombination. We can then try to find out for
which activity we should consider/neglect the recombina-
tion. Let us consider a very simplistic case in the coma, with
a uniform electron temperature and therefore a constant αi.
Under steady-state conditions and spherical symmetry, the
ionospheric continuity equation (Eq. 29), combined with
Eqs. 2 and 33, reduces to:

1

r2
d(niVir

2)

dr
=

ν ioni
i Q

4πVnr2
− αin2i (38)

where Q is the total outgassing rate for the comet (all major
neutral species included). Assuming constant and radial ion
speed Vi, ionisation frequency ν ioni

i , and recombination rate
coefficient αi to be independent of r, the solution of Eq. 38
is given by (Beth et al. 2019):

ni(r) =
Vi

2αir
(δ − 1)

rδ − rδc
rδ +

δ − 1

δ + 1
rδc

(39)

where:

δ =

√
1 +

Q

Q0
, Q0 =

πVnV
2
i

ν ioni
i αi

,

and rc is the nucleus’ radius. Q0 is homogeneous to an out-
gassing rate [s−1]. The different timescales (namely trans-
port, recombination, and ionisation) associated with this
profile are given for illustration in Fig. 7. Even though ion-
neutral chemical reactions do not affect the total ion density,
their typical timescale (varying in ∝ r2) is indicated.

Regarding the assessment of Q0, and unlike αi, the or-
der of magnitude for ν ioni

i , Vn, and V 2
i can be reasonably

estimated (resp. see Section 2, the chapter by Biver et al. in
this volume, and Section 4). In the case of active comets,
ν ioni
i is not uniform (even when assuming spherical symme-

try for the neutral density) and can be significantly reduced
closer to the nucleus in the inner coma due to photoabsorp-
tion (see Section 2.2.1). This has also the consequence of
limiting the effect of recombination near the nucleus (Beth
et al. 2019): As the ion number density is near zero at the
nucleus’ surface, the recombination is negligible there.

Interestingly, Eq. 38 gives a constraint on the flux. By
integrating Eq. 38 over radial distance r, one gets:

ni(r)Vi(r) ≤
1

r2

∫ r

rc

ν ioni
i Q

4πVn
dr =

ν ioni
i Q

4πVn

r − rc
r2

<
ν ioni
i Q

4πVnr
(40)

Equation 40 may be used in two ways:

• If the ion number density is known based on in situ
observations, it provides an upper limit for the ion
radial velocity.

• When recombination is negligible compared to
transport, Eq. 40 reduces to the equality (see Eq. 38):

ni(r)Vi(r) =
ν ioni
i Q

4πVn

r − rc
r2

(41)

This corresponds to a solution to the ion continu-
ity equation reduced to the simple balance between
transport (loss) and ionisation (source). In contrast
with Eq. 39, Eq. 41 is valid for Vi(r) varying with r
but still purely radial.

For weakly active comets, such as 67P, the recombina-
tion timescale is much longer than the transport timescale
(Galand et al. 2016). This corresponds to the ‘equality’
case given by Eq. 41. Applying Eq. 2, Eq. 41 can be re-
written as:

ni(r) =
ν ioni
i nn (r − rc)

Vi(r)
(42)

This equation was successfully used at 67P at low activity to
retrieve the electron number density observed by the Mutual
Impedance Probe and Langmuir Probe (see Section 3.1.1)
onboard Rosetta (Galand et al. 2016; Heritier et al. 2018).
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Q/Q0 increases: ↗ outgassing rate/ionisation rate/DR rates or↘ ion/neutral speeds

Fig. 7.— Timescales for the ion number density profile from Eq. 39 for different activities normalised to Q0: Q/Q0 = 0.1
(left, loss dominated by transport), Q/Q0 = 4 (middle, losses through transport and recombination are similar), and
Q/Q0 = 100 (right, loss dominated by recombination) as a function of cometocentric distances normalised to rc and
expressed in terms of the approximated transport timescale T0 at the nucleus’ surface (Eq. 36). Timescale dependencies in
r and r2 (losses in 1/r and 1/r2) are indicated for reference. Photoabsorption is ignored for simplicity.

A multi-instrument approach was applied to cometocen-
tric distances from 10 km to 80 km, for heliocentric dis-
tances larger than 2 au. In those conditions, photoabsorp-
tion and dissociative recombination were negligible (Heri-
tier et al. 2018). The ions were assumed not to have un-
dergone any significant acceleration at Rosetta’s position
and to have a bulk velocity similar to that of the neutrals
(Vi(r) ≈ Vn at r = rRosetta). Electron-impact ionisation
frequency was derived from the electron spectrometer on-
board Rosetta (see Section 3.1.3), whereas photoionisation
frequency was extrapolated from solar flux measurements
from Earth. Neutral density and neutral composition were
derived from Rosetta pressure gauge and double-focusing
mass spectrometer (Balsiger et al. 2007, see the chapter by
Biver et al. in this volume). Equation 42 captured very well
the observed electron density from the balance between
transport of non-accelerated ions and the major sources of
ionisation, photoionisation and electron-impact ionisation.
The latter source was found to dominate at times, especially
post-perihelion for large heliocentric distances (> 2 au, see
Heritier et al. 2018). Eq. 42 held even under solar-wind dis-
turbed conditions, such as CMEs and CIRs (Galand et al.
2016; Heritier et al. 2018).

This multi-instrument approach was also applied all the
way down to the surface at the end of the Rosetta mis-
sion (Heritier et al. 2017). In that case, the model was
refined by taking into account adiabatic expansion and ac-
celeration of the cometary neutrals following sublimation
near the surface (Huebner and Markiewicz 2000). Excel-
lent agreement was found between observed and modelled
ionospheric densities, as shown in Fig. 8. The only excep-
tion was around 3 UTC near the neck of the comet which
had a concave shape and which is a region where the local
outgassing has a complex structure and the gas may be col-
limated (see the chapter by Marschall et al. in this volume).

2.4.2. A rich diversity of ions: a real ion zoo

After the focus on the total ionospheric density (Sec-
tion 2.4.1), let us now have a look at the ion composi-
tion in the coma. We consider here individual ion species,
whose number density is governed by the continuity equa-
tion given in Eq. 5. In terms of loss, three processes are
in competition depending on the outgassing activity: trans-
port, ion-neutral collisions, and electron-ion dissociative
recombination (Sections 2.3 and 2.4.1). Note that the re-
combination timescale for ion species s is simply given by
Ts,recombination ≈ (αsni(r))

−1 (Eqs. 34 and 37). Because it
involves the electron density (or total ion density, ni), it is
almost the same for the different ion species. A given ion
species also undergoes loss through ion-neutral collisions
(see Section 2.3 and Eq. 5). The loss timescale for an ion
species s through ion-neutral collisions is given by:

1

Ts,ion-neut loss
=
∑
p

ks,p(T )np(r) = ks,n nn(r) ∝ 1

r2

(43)
where

ks,n =
1

nn

∑
p

ks,p np(r) (44)

is the average reaction rate coefficient between ion species
s and the set of neutral species n. The subscript p refers
to the neutral species p and is incremented over all neu-
tral species chemically reacting with ion species s. Ex-
cluding extended sources, the neutral density of a neutral
species follow a spatial dependence in 1/r2 (Eq. 2), thus the
timescale Ts,ion-neut loss varies in r2, whereas dissociative re-
combination and transport timescales vary in r (see Fig. 7).
Therefore, the loss timescale through ion-neutral chemistry
increases much faster with cometocentric distance r than
that through transport or recombination. The ion-neutral
chemistry and coupling are relevant in the region where
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Fig. 8.— Top panel: Time series of neutral number density from ROSINA pressure gauge (solid line) and of cometocentric
distance (dashed line). Bottom panel: Time series of the modelled (black dots) and observed (magenta) ionospheric
number densities at the end of Rosetta’s mission, from 20 km down to the surface on 30 September 2016. The outgassing
rate was around 4 × 1025 s−1. The dark magenta dots correspond to RPC Mutual Impedance Probe measured electron
density, while the light magenta dots represent the high time resolution RPC Langmuir Probe data cross-calibrated with
RPC Mutual Impedance Probe. (Fig. 9 from Heritier et al. 2017)

Ts,ion-neut loss ≤ Ttransport (Gombosi 2015), that is, within a
region around the nucleus bounded by:

Rs,n =
ks,nQ

4π Vs Vn
.
ks,nQ

4π V 2
n

(45)

where the distance Rs,n corresponds to Ttransport (combin-
ing Eqs. 2, 36, and 43). Ions and neutrals are assumed to
flow radially outward at the same speed (see Sections 2.4.1
and 4.1). However, recombination may shrink this region
of coupling (i.e. reduce Rs,n) if Trecombination ≤ Ttransport.

Ion species can be separated into three broad categories
whose r-dependency of their number density is summarised
in Table 1 and exemplified in Fig. 9:

• (A) Ions produced from ionisation but not (or barely)
reacting with neutrals, that is, Rs,n < rc even for
high outgassing activity (see Eq. 47),

• (B) Ions produced from ionisation and which are able
to react efficiently with the main neutral cometary
species for high enough outgassing activity (rc <
Rs,n),

• (C) Ions only produced through ion-neutral chem-
istry, such as protonated molecules (except H2O+),
and lost through mainly transport or chemistry (Sec-
tion 2.3). They are born from collisions between neu-
trals and ions from category (B).

When Rs,n . rc ≤ r, ions from category A and ions
from category B for weak outgassing activity are mainly
produced through ionisation and are primarily lost through

transport, which implies:

1

r2
d(nsVsr

2)

dr
≈ ν ioni

s nn(r) (46)

Applying Eq. 2 leads to:

ns(r) ≈
ν ioni
s Q

4πVnVs(r)

r − rc
r2

≈ ν ioni
s (r − rc)
Vs(r)

nn(r) (47)

When Rs,n > rc (moderate to high activity), for rc .
r . Rs,n, ion species s from category B, produced through
ionisation, is lost primarily through ion-neutral chemistry
(note that usually such an ion species is not terminal and
hence not lost through electron-ion dissociative recombina-
tion); it is said to be in photochemical equilibrium, meaning
that the ion number density is only governed by chemical
reactions:

0 ≈ ν ioni
s nn(r)− ks,nnn(r)ns(r) (48)

This implies that:

ns(r) ≈
ν ioni
s

ks,n
≈ constant (49)

This value is a plateau and an upper limit for the ion species
s which cannot be surpassed. In addition, photoabsorption
may reduce this value in an optically thick coma (see Sec-
tion 2.2.1).

Ions from category C, so-called protonated ions are pro-
duced through proton-transfer reactions, either from H2O+

or through the production of other protonated ions, such as
H3O+. Neglecting dissociative recombination in Eq. 29, the
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total ion density of protonated molecules AH+ (i.e. the
sum of the number densities of the protonated molecules
such that nAH+ = nH3O+ + nNH+

4
+ etc.) obeys approxi-

mately the equation:

1

r2
d
(
nAH+VAH+r2

)
dr

≈ kH2O+,A nA nH2O+ (50)

The loss through dissociative recombination did not play
a key role to assess ion densities at the location of Rosetta
during its escort phase (Heritier et al. 2018), hence this pro-
cess was disregarded in Eq. 50. However, in specific con-
ditions, such as high enough outgassing rates at a certain
range of cometocentric distances coupled with a high sensi-
tivity of the recombination rate coefficient αi with Te, dis-
sociative recombination may represent a key loss for proto-
nated ions: This was for example the case during Giotto’s
flyby of 1P (Rubin et al. 2009).

To solve Eq. (50), one needs to know the dependence of
nH2O+ with r as it plays the role of precursor for the forma-
tion of protonated molecules (see e.g. Aikin 1974). Indeed,
the protonated molecules dominate the ion composition
near the nucleus only when H2O+ is close to photochemi-
cal equilibrium and triggers the formation of H3O+ (see e.g.
Fig. 9). On the one hand, in the region rc . r . RH2O+,n

occurring only for high enough outagssing rates, H2O+ is
in photochemical equilibrium and thus the left-hand side of
Eq. 50 is ∝ 1/r2. Therefore, we have:

nAH+(r) ∝ r − rc
r2

for r . RH2O+,n (51)

On the other hand, for r > RH2O+,n, H2O+ dominates
again the ion composition and behaves ∝ 1/r. The right
hand side of Eq. 50 is ∝ 1/r3 and thus:

nAH+(r) ∝ log r

r2
for r & RH2O+,n (52)

At low activity (Q ≤ 1025 s−1), ion species from cat-
egory B exhibit an ion density profile (blue, solid line)
similar to that of ions from category A (black, dashed
line) and given by Eq. 47, as shown in the left panels in
Fig. 9. Ions from B, although reacting with H2O and CO2

like H2O+, have their associated ion-neutral coupling limit
RB,n smaller than rc due to the low outgassing rate. So ef-
fectively, they behave as ions from category A. Ions from
category C are hence barely produced as they require at
least one ion-neutral collision and their density decreases
very quickly with increasing r (see red profile, left panels,
Fig. 9). A and B-type ion species are dominating the ion
composition.

As the outgassing activity increases (Q & 1025 s−1), so
does the number density of the neutral species (e.g. H2O
and CO2), and RB,n passes above the surface (RB,n > rc)
meaning there exists a region where ion-neutral chemistry
dominates over transport. Within this region, ions from
category B are efficiently reacting with neutrals and their
density profile is near photochemical equilibrium (Eq. 49,

Table 1: Different radial number density dependency for
each category below and above the ion-neutral coupling
limit Rs,n (Eq. 45) when transport dominates the ion loss
(Q/Q0 . 1). The r-dependencies given are for an optically
thin coma. ∗For category A, Rs,n < rc, so third column
refers to rc < r. †For category C, s in Rs,n is not asso-
ciated with the ion itself but to its parent ion, for example,
s = H2O+ and n = H2O for H3O+ and s = H2O+/H3O+

and n = NH3 for NH+
4 . For category C, transport is here

assumed to be the ion loss process.

Cat. Ion density ns when: Ref. Eqs.

rc < r < Rs,n rc < Rs,n < r

A N/A (Rs,n � rc) ∝ r − rc
r2

∗
47

B ≈ constant ≤ ν

k
∝ 1

r
47, 49

C† ∝ r − rc
r2

∝ log r

r2
51, 52

A+B+C ∝ r − rc
r2

∝ r − rc
r2

−

see blue profile, middle and right panels in Fig. 9). In the
same region, ions from category C are efficiently produced,
such as H3O+ (and NH+

4 ), and may dominate the composi-
tion region with a profile following the red, solid line, mid-
dle and right panels, in Fig. 9. Beyond RB,n, transport or
electron-ion recombination govern the loss. Ions from B
(resp C) are barely lost (resp. produced) through ion-neutral
collisions. A-type and C-type ions are dominating the ion
composition at low r distances, whereas A-type and B-type
ions are dominating at high r.

Regarding the detection of ion species in a cometary en-
vironment, Rosetta has revolutionised the field (Beth et al.
2020). If the mass resolution of the ion mass spectrom-
eter onboard a cometary probe is high enough, the mass,
or mass-per-charge, may work as a unique identifier of ion
species. For example, the mass of H2O+ is 18.015 u while
that of NH+

4 is 18.039 u. We thus need an instrument with
a minimum resolving power of ∆m ≈ 0.025 u to sepa-
rate both species. During the Giotto flyby of comet 1P, a
snapshot of the ion density profiles was obtained at differ-
ent integer masses (Altwegg et al. 1993); ion species of the
same integer mass could however not be distinguished due
to the too low mass resolution of the ion mass spectrometer.
In contrast, at comet 67P, ion species were identified indi-
vidually over a two-year period and a wide range of out-
gassing activities thanks to the ROSINA double-focusing
mass spectrometer (DFMS) aboard Rosetta (see Fig. 10-
top). This spectrometer was one of the most powerful spec-
trometers ever flown on a planetary probe in terms of mass
resolution, reaching up to R ≈ 3000. Thanks to its high
accuracy, more than 20 ion species were unambiguously
identified in comet 67P’s ionosphere (Beth et al. 2020, see

17



Fig. 10-centre and Fig. 10-bottom), with the serendipitous
detection of the CO++

2 dication.

3. Electron population and its impact

3.1. Different electron populations

At any given time, the electrons in a cometary environ-
ment can be classified into three broad populations: cold,
warm, and hot. Although the energy range of each popula-
tion may slightly vary between published studies, this clas-
sification allows to distinguish different electron sources
and processes affecting electrons. The cold and warm elec-
tron populations, which are primarily of cometary origin
with some contribution from the solar wind to the warm
electrons, as discussed below, represent a dense popula-
tion, compared with the rarefied hot electron population.
Note that, while cold and warm populations cohabit, one of
them may be greatly dominating over the other, depending
on the outgassing activity, neutral composition, and come-
tocentric distance. These three electron populations were
first reported from in situ observations at around 12000 km
of comet 21P during its flyby by ICE (Zwickl et al. 1986).
During the course of the Rosetta escort mission, these three
populations were also identified. They were differentiated
by their signatures as detected by different Rosetta Plasma
Consortium (RPC, Glassmeier et al. 2007) sensors onboard
Rosetta. The characteristics, prime origin (photoelectrons,
Section 2.2.1, solar wind electrons, or their secondaries,
Section 2.2.2), and detection of each of the three electron
populations are discussed in more details hereafter:

• the newly-born, warm, cometary electrons (5-15 eV),
which dominate the plasma density at large heliocen-
tric distances, but are always present (Section 3.1.1).
They include photoelectrons (for coma optically thin
to EUV radiation) and electrons from electron-impact
ionisation by hot electrons.

• the cold, cometary electrons (< 1 eV), which are
energy-degraded warm electrons and whose relative
importance increases with outgassing activity (Sec-
tion 3.1.2),

• the more rarefied, hot electrons (> 20 eV). When
the coma is optically thin to EUV at large heliocen-
tric distances, they are mainly accelerated, solar wind
electrons, and are responsible for the bulk ionisation
of the neutral coma and for the auroral FUV emis-
sions (Section 3.1.3). When the coma is optically
thick (e.g. during the flyby of 1P by Giotto), they are
mainly photoelectrons in the inner coma (Bhardwaj
2003; Beth et al. 2019).

3.1.1. Newly-born warm, cometary electrons

The warm electron population refers to electrons pro-
duced through (i) photoionisation in an optically thin coma
(see Section 2.2.1) and (ii) electron-impact ionisation (see
Section 2.2.2). Photoionisation of a neutral species p by

solar radiation of incident energy Ehν above ionisation en-
ergy Ethp,s yields the production of a photoelectron and an
ion (see Eq. 6). The rate at which neutrals p are ionised
per unit time is given by the photoionisation frequency,
νhν,ioni
p (see Eq. 12 and Fig. 4). The total photoelectron

production rate, Shνe− , depends on the neutral composition
and total neutral density (Eq. 16). During photoionisation
of a neutral p yielding the production of a photoelectron
and an ion s, the excess energy, ∆E = Ehν − Ethp,s, goes
mainly to the released photoelectron, in the form of kinetic
energy. However, as this process is largely isotropic, the
electrons are uniformly scattered in every direction. The en-
ergy distribution of the produced photoelectrons is as struc-
tured as the incident solar radiation flux, some strong solar
lines producing a peak of photoelectrons at a given energy,
like at 27–28 eV (photoionisation of H2O or CO2 by the
HeII 30.4 nm (40.8 eV) solar line, Körösmezey et al. 1987;
Bhardwaj 2003; Vigren and Galand 2013). Nevertheless, in
an optically thin coma, the average photoelectron energy is
around 10–15 eV (Huebner et al. 1992). These electrons are
referred to as warm, prior to efficient cooling in the coma
through collisions (see Section 3.1.2). In an optically thick
coma, the mean photoelectron energy increases in regions
of large neutral column densities (Bhardwaj 2003). Indeed,
as illustrated in Fig. 3, photoabsorption cross sections have
the largest values above 20 nm. Hence it is this part of
the solar spectrum which is going to be absorbed first, at
an optical depth τ = 2 (Eq. 17). Inward of the boundary
corresponding to τ = 2 at 20 nm, photoelectrons are pro-
duced by the remaining solar photons of wavelength less
than 20 nm (energy larger than ∼ 60 eV). Subtracting the
ionisation energy (typically 10–15 eV), this means that all
photoelectrons in this region are born with an energy larger
than 45 eV. In such a case, photoelectrons are hot, no longer
warm.

Electrons themselves can be energetic enough to ionise
the neutral species. This is the case if their energy is above
the ionisation energy (see Section 2.2.2). As energetic elec-
trons at 67P were found to have typical energies of 30–
40 eV (Myllys et al. 2019), the energy of the secondary elec-
tron produced through ionisation is less than 15 eV, because
the primary electron retains at least half of the remaining
energy (where the remaining energy corresponds to the pri-
mary electron original energy minus the ionisation energy).
Thus, electrons produced by electron-impact ionisation also
contribute to the warm population.

The warm electron population was detected throughout
the Rosetta escort phase by several instruments. Firstly,
the Ion and Electron Sensor (IES, Burch et al. 2007), part
of the RPC consortium, measured energy distributions of
negatively-charged particles (primarily electrons) above the
noise level over an energy range from 4.3 eV q−1 to a few
100 eV q−1 with an energy resolution ∆E/E ∼ 8%. The
electron velocity/energy distribution, fitted by a suprather-
mal double-kappa function, exhibited signatures from two
populations: one warm and one hot (Broiles et al. 2016b;
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Fig. 9.— Total ion number density profile (dashed, representative of the category as well) and those of H2O+ (blue,
representative of category B) and H3O+ (red, representative of category C) for a coma made of H2O only, in arbitrary
unit using the analytical model from Beth et al. (2020). Electron-ion dissociative recombination is ignored. Although
photoabsorption and ion-neutral chemistry are both linked to the outgassing rate, different conditions are achieved by
increasing either photoabsorption (from bottom to top) or ion-neutral chemistry (from left to right) separately. The H2O+

number density at photochemical equilibrium (Eq. 49, horizontal dotted line) and the ion-neutral coupling limit (Eq. 45
vertical dotted line) are indicated.

Myllys et al. 2019). Whereas the hot population was rar-
efied (see Section 3.1.3), the warm population was dense
(∼ 10–200 cm−3) with temperatures typically below 10 eV
(Myllys et al. 2019). At the beginning of Rosetta’s mission,
on 14 November 2014, Broiles et al. (2016a) identified two
dense populations in the RPC-IES dataset: One with tem-
peratures above 8.6 eV was observed when the local neutral
number density at Rosetta was high (nn > 8 × 106 cm−3)
and one with temperature below 8.6 eV when nn was gen-
erally low (nn < 8 × 106 cm−3). Myllys et al. (2019) did
not find that the electron temperature of the warm popula-
tion Tw decreased with heliocentric distance but the spread
in electron temperature estimates was found to range from
1 eV to 15 eV. It should be pointed out that the warm pop-
ulation is not thermalised, its distribution is not following
a Maxwellian and the double-kappa fit is often not suit-
able, especially at large heliocentric distances (Myllys et al.
2019). Furthermore, part of the warm population is unseen
by RPC-IES (Madanian et al. 2016), as a result of the com-
bination of the lowest energy of detection (4.3 eV for elec-
trons) and of the precarious effect of the spacecraft poten-
tial. Prior to launch, it was not anticipated that the space-
craft would ‘charge’ so negatively. In space, there is no

ground/earth and the spacecraft may charge positively or
negatively, depending on the material it is made of and the
interaction with the surrounding plasma environment. At
1P, the spacecraft potential of Vega-1 and Vega-2 was only
a few volts, negative (VSC < 0) or positive (VSC > 0) (Ped-
ersen et al. 1986). In contrast, at 67P, the warm and dense
cometary electron population was responsible for the neg-
ative spacecraft potential, often between −15 V and −5 V,
rarely below−20 V (Odelstad et al. 2017). Biased elements
on solar panels attracting cold electrons also contributed to
the negative spacecraft potential (Johansson et al. 2020).
The presence of a negative spacecraft potential prevented
low-energy electrons (0 < Ek,e− < −qVSC, where Ek,e−
is the electron kinetic energy and q > 0) to reach the space-
craft itself. In contrast, those with energiesEk,e− > −qVSC
could reach the spacecraft with a reduced kinetic energy,
Ek,e− + qVSC (see Fig. 6). This should be accounted and
corrected for when analysing the RPC-IES electron spec-
trometer dataset (Broiles et al. 2016a; Galand et al. 2016).

The warm electron population was detected at 67P by
two other instruments less sensitive to the spacecraft poten-
tial: the spherical LAngmuir Probe (Eriksson et al. 2007,
LAP) and the Mutual Impedance Probe (Trotignon et al.
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Fig. 10.— Top: Overview of the heliocentric and come-
tocentric distances of Rosetta, and of the outgassing rate
during the operational phase of ROSINA-DFMS mass spec-
trometer in ion mode. Middle and bottom: Spectra at 16 u
and 18 u from ROSINA/DFMS mass spectrometer during
Rosetta’s mission. Both colours are associated with differ-
ent heliocentric distances: above (blue) or below (yellow) 2
au. Adapted from Beth et al. (2020).

2007, MIP), both part of the RPC consortium. The RPC-
LAP, based on a century-old technique, provides insight on
both the ion and electron populations. The principle is rel-
atively simple. A metallic sphere is set at different volt-
ages, scanning from −30 V to +30 V in a short period of
time, and the total current from charged particles in the
plasma collected by the probe is measured. It results in a
characteristic I − V curve (collected current I vs applied
voltage V ) which, upon strong assumptions on the veloc-
ity distribution function of the ions and electrons, and on
the ion mass, may give access to macroscopic properties
of the surrounding plasma, including number density, elec-
tron temperature, and ion speed (Mott-Smith and Langmuir
1926). The second instrument, RPC-MIP, is able to probe
the dielectric characteristics of the plasma to derive electron
number density and temperature. In active mode, it consists

in two emitting/transmitting electrodes excited by an inten-
sity source of very high impedance. The excited electrodes
inject an alternating current I(ω) (where ω is the angular
frequency) into the medium, here the cometary plasma en-
vironment. This induces a voltage difference V (ω) between
the two other receiving electrodes, itself a function of the
frequency, ω. Expanding the concept of resistance to al-
ternating currents, the ratio Z(ω) = V (ω)/I(ω) is there-
fore an impedance containing information on both ampli-
tude and phase (complex number). Between emitting and
receiving electrodes, the surrounding plasma plays the role
of a ‘filter’ as its dielectric constant ε depends on the fre-
quency: Z(ω) is maximum near the electron plasma fre-
quency ωp,e, that is, maxZ(ω) ≈ Z(ωp,e) where:

ωp,e =

√
q2ne
meε0

, (53)

(with me the electron mass and ε0 the vacuum permittiv-
ity) as the plasma is in resonance. Indeed, ωp,e corre-
sponds to the natural frequency at which electrons oscil-
late in response to a small charge separation. Beside this
simple approach to derive the electron density in a non-
magnetised plasma characterised by only one electron tem-
perature, more elaborated processing taking advantage of
the full RPC-MIP mutual impedance spectra as a function
of frequency can be applied to the dataset in order: (1) to de-
rive electron density and temperature for two different elec-
tron populations, here warm and cold (when the densities
are high enough and Debye length suitable for the opera-
tion mode). Indeed, the Debye length is defined by

λDebye =

√
ε0kBTe
q2ne

=
vth,e

ωp,e
(54)

where vth,e =
√
kBTe/me is the electron thermal speed.

λDebye is a characteristic plasma length which corresponds
to the typical distance at which electromagnetic waves are
screened and damped by the surrounding plasma (here
mainly electrons): RPC-MIP operates efficiently when the
emitter-receiver distance is greater than 2λDebye, (2) to take
into account the magnetisation of the environment, and/or
(3) to include the presence of an ion sheath surrounding the
spacecraft and the probe as a result of the negative space-
craft charging (Gilet et al. 2017, 2020; Wattieaux et al.
2019, 2020). In passive mode, the emitting antennas are
turned off and the plasma plays the role of a natural emit-
ter of electromagnetic waves. The spectra measured corre-
sponds to the Fourier Transform of the voltage in this case.

At 67P at low activity (> 2 au), the cometary plasma
is dominated by warm electrons, with a mean energy typi-
cally around 5–10 eV but varying between 2–20 eV (Wat-
tieaux et al. 2020). Observations from RPC-LAP (Edberg
et al. 2015), RPC-MIP (Heritier et al. 2017), and RPC-IES
(Myllys et al. 2019) showed that the (warm) electron num-
ber density ne,warm followed a 1/r dependence with come-
tocentric distance. Galand et al. (2016), Heritier et al.
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(2017), and Heritier et al. (2018) demonstrated that the
warm electrons were produced by electron-impact ionisa-
tion and, to a lesser extent, photoionisation, and are lost
through transport: The plasma density is well captured by
Eq. 42 following a 1/r dependence (see Section 2.4.1). The
warm electron number density was found to be slightly de-
creasing with increasing heliocentric distance at Rosetta’s
position, a result of the increase in r with heliocentric dis-
tance throughout the mission. It is more pronounced when
the electron number density is normalised to a given come-
tocentric distance r (Myllys et al. 2019). Moreover, ne,warm
increased during solar events due to an increase in the ionis-
ing electron population (Hajra et al. 2018). Its dependence
with season and hemisphere is discussed in Heritier et al.
(2018).

Near perihelion, the warm population around 67P was
primarily driven by photoionisation (Heritier et al. 2018).
The newborn, warm photoelectrons are quickly cooled
through collisions with neutral species and the cometary
electron population becomes cold (Gilet et al. 2020). The
relative importance of the warm versus cold electron popu-
lations observed in the inner coma of 67P during the Rosetta
mission is reviewed in Section 3.1.2.

3.1.2. From warm to cold cometary electrons

Since the newborn electrons have average energies (∼
10 eV, see Section 3.1.1) well above the cometary neutrals
(0.01 eV near the surface, see Gombosi et al. 1986, and the
chapters by Marschall et al. and Biver et al. in this volume),
if the coma is dense enough, electrons may undergo effi-
cient energy degradation through collisions with neutrals.
The lowest electron temperature which can be reached is
the temperature of the cometary neutrals.

Evidence of cold electrons was provided by electron
spectrometer measurements from the ICE spacecraft in the
tail of 21P (Meyer-Vernet et al. 1986; Zwickl et al. 1986).
Indirect evidence during 1P’s flyby by Giotto near 1 au from
the analysis of observed ion composition by the use of an
ionospheric model and observed neutral densities and com-
position (Eberhardt and Krankowsky 1995): They derived
electron temperature as low as 102 K (∼ 0.1 eV) at a come-
tocentric distance of 2000 km.

At 67P, the RPC-LAP and RPC-MIP sensors detected
cold electrons (Eriksson et al. 2017; Gilet et al. 2017). Both
instruments have their own limitations in the cold electron
detectability (i.e. the highly negative potential of Rosetta
when the cold electron density is high can completely hide
cold electrons from RPC-LAP, while assumptions used in
the complex model used for RPC-MIP analysis of cold elec-
trons may not always be valid, for example when the ra-
tio of warm and cold temperatures is too small, see Gilet
et al. 2020; Wattieaux et al. 2019). Despite these limita-
tions, general trends were inferred (Engelhardt et al. 2018;
Odelstad et al. 2018; Gilet et al. 2020; Wattieaux et al.
2020). Though largely fluctuating, the contribution of the
cold electrons to the total electron population was observed

to mainly increase with local outgassing (hence latitude
through season) and to decrease with cometocentric dis-
tance r and heliocentric distance rh. Cold electrons were
always detected when Rosetta was within the diamagnetic
cavity where cold electrons made up close to 100% of the
total electron density. Post-perihelion, the largest contribu-
tion of cold electrons was found to be over the southern,
summer/autumn hemisphere, reaching values up to 70% to
90% of the total electron population, with temperatures as
low as 0.05 eV and number densities as high as 1000 cm−3.
Gilet et al. (2020) ruled out the influence of the neutral com-
position as H2O (abundant in the northern hemisphere) and
CO2 (more abundant in the southern hemisphere) have sim-
ilar momentum-transfer cross sections. However, one may
note that H2O has higher total cross-sections than CO2 (see
Fig. 6): Electrons, on average, lose more momentum by
colliding with CO2 than with H2O, although collisions with
the former are scarcer.

Fig. 11.— Evolution of the total neutral number density
nn, electron number density ne, fraction of cold electrons
ne,cold/ne,total, and temperatures of both populations Tcold
and Twarm from January to September 2016 (DD/MM) at
Rosetta. The dispersion of the results was computed and
normalised over time intervals of 6 h. Colour bar corre-
sponds to the occurrence. Adapted from Wattieaux et al.
(2020).
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At 1P, the presence of cold electrons was predicted by
ionospheric models and showed that, for high outgassing
activity, the bulk of the cometary plasma is cold, with
electron temperatures reaching values as low as the neu-
tral temperature within the diamagnetic cavity (See Sec-
tion 3.3), whereas warm electrons, constantly produced, but
in minority, continue to be present (Mendis et al. 1985;
Körösmezey et al. 1987; Gan and Cravens 1990; Eberhardt
and Krankowsky 1995). At larger cometocentric distances,
the electron temperature is expected to increase as: (i) elec-
tron and neutral densities decrease, hence their collision
probability decreases and (ii) there is efficient heating of
the cold electrons through Coulomb collisions between the
cold electrons and the newborn, more energetic, electrons.

In order to assess where electrons may undergo signifi-
cant collisions, a heuristic approach may be applied. Sim-
ilar to planetary atmospheres, one may estimate the po-
sition of the so-called exobase (also critical level, Jeans
1923; Spitzer 1949; Chamberlain 1963), that is, the bound-
ary where the gas (here electrons) transitions from a con-
tinuum flow (collisional) to a free-molecular regime (col-
lisionless). It is also defined as the critical limit where the
atom/molecule undergoes one collision on average along its
path outwards to infinity. For this, one may evaluate the
Knudsen number:

Kn ∼
`e−,mfp

L

where `e−,mfp stands for the mean free path (i.e. the mean
distance covered by a particle between two successive col-
lisions, here (nnσe,n)−1 where σe,n is the electron-neutral
total cross section as electrons mainly collide with neu-
trals) and L stands for a characteristic length (for instance,
the electron number density scale height |∇ log ni|−1, here
∼ r). The electron exobase is expected to be located at a
comeocentric distance:

Kn ∼ 1 −→ re−,exo = L ∼ 1

nnσe,n
(55)

Cold electrons were expectedly detected near perihelion
(around 1.24 au, with Q ∼ 1028 s−1, Hansen et al. 2016;
Engelhardt et al. 2018; Gilet et al. 2020) when the electron
exobase predicted by Eq. 55 can reach a few hundred kilo-
metres.

Surprisingly, cold electrons were also detected away
from perihelion beyond heliocentric distances of 3 au (Q <
1026 s−1, Gilet et al. 2020), when the electron exobase pre-
dicted by Eq. 55 is located below the surface (Engelhardt
et al. 2018; Gilet et al. 2020). Hence, no efficient cooling
of the electrons by collisions with neutrals was anticipated.
The simple approach based on the Knudsen number implies
a radial flow for the electrons, which is not sufficient to gen-
erate a cold electron population as observed with Rosetta
(Gilet et al. 2020). 3D modelling from Particle-in-Cell
(PiC) simulations, applied to low outgassing comets, have
shown that electrons are trapped in the close environment
of the nucleus (Deca et al. 2017, 2019; Sishtla et al. 2019).

This region is set up by an ambipolar electric field produced
by the cometary plasma. Based on a 3D kinetic test parti-
cle model, Stephenson et al. (2022) demonstrated that the
trapping increases significantly the path of electrons in the
dense coma close to the nucleus: This allows electrons to
undergo substantial collisions and become cold despite low
neutral densities. In the light of the complex, electromag-
netic environment at low outgassing, the electron exobase
needs to be moved closer to the nucleus than originally pre-
dicted through the Knudsen number.

3.1.3. Accelerated electrons

The most energetic electron population is often referred
to as suprathermal, either as their energy exceeds kBTe
where Te is the mean temperature of the whole elec-
tron population, or as their energy distribution departs
from a Maxwellian distribution at high energies (that is,
fe(E) dE 6∝

√
E exp(−E/kBTe) dE). Note that the

warm electron distribution in energy also departs from a
Maxwellian distribution. The electron population under fo-
cus in this section corresponds to electrons with energies
above the mean energy of the whole electron population
dominated by cold and warm electrons (and above the up-
stream solar wind electrons, i.e. around 10 eV). Their en-
ergy distribution tends not to decrease exponentially (i.e.
fe(E) 6∝

√
E exp(−E/kBTe)) but rather follows a power

law (i.e. fe(E) ∝ E−κ, as in kappa distributions). The
reason for such a behaviour in a plasma and its possible
ubiquity in nature are still debated and beyond the scope of
this chapter (Pierrard et al. 2016).

Let us review the findings on the hot electron population
detected by Rosetta by the RPC-IES electron spectrometer
(Broiles et al. 2016a,b; Myllys et al. 2019). It was derived
by fitting a suprathermal double-kappa function on the elec-
tron velocity distribution. From such a fitting, characteris-
tics of the warm and hot populations were derived. While
the bulk of the electron population is dominated by warm
and/or cold electrons (see Section 3.1.1 and Section 3.1.2),
the hot electrons with temperatures of a few tens of eV are
rarefied with typical densities below a few cm−3 (Myllys
et al. 2019). Their density was found to decrease signifi-
cantly from 3-10 cm−3 near perihelion down to less than
0.1 cm−3 at large heliocentric distances (3.0-3.8 au, Broiles
et al. 2016a; Myllys et al. 2019). Their temperature does
not exhibit any strong dependence with heliocentric dis-
tance or cometocentric distance. The dependence of the
hot population with r is significantly less than for the warm
population, with a dependence more in r−2 than in r−1,
though the uncertainty is large and the dependence breaks
below 50 km. The energy distribution measured by RPC-
IES needs to be corrected to take into account the spacecraft
potential which is ranging between −20 to −5 eV typically
(see Fig. 6 and Section 3.1.1).

The source of the hot electron population has been un-
der debate. It was first proposed by Broiles et al. (2016a) to
be suprathermal halo solar wind electrons (Pierrard et al.
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2016). Myllys et al. (2019) however showed that the hot
electron population observed at Rosetta is denser (by al-
most an order of magnitude) and colder than the solar wind
halo component. Furthermore, they found an increase in the
electron temperature with increasing invariant kappa index,
an opposite trend to the one derived for the halo solar wind
electrons (Pierrard et al. 2016). Hence, the bulk of the hot
electrons has a different origin.

At large heliocentric distances, Madanian et al. (2016)
suggested that electrons could be accelerated towards the
comet by an ambipolar electric field and that this field was
the result of the electron pressure gradient due to plasma
inhomogeneity observed close to the comet. When an elec-
tron is born far from the comet or comes from the space
environment, such as the solar wind electrons, it is accel-
erated towards the cometary nucleus when falling into the
potential well set up by the ambipolar electric field. Us-
ing a self-consistent collisionless PiC model applicable to
weakly outgassing comets, Deca et al. (2017) showed that
the suprathermal electrons present close to the comet are
originating from the solar wind and accelerated by the am-
bipolar electric field set up by cometary plasma. This ex-
planation is consistent with the large-scale acceleration pro-
cess for the source of the suprathermal electrons responsi-
ble for auroral emissions (Galand et al. 2020; Stephenson
et al. 2022). These atomic emissions observed in the Far
UltraViolet (FUV) by the UV spectrograph Alice onboard
Rosetta were shown to result from the dissociative exci-
tation of molecules, such as water and CO2, by energetic
(> 15−20 eV) electrons. Through a multi-instrument anal-
ysis, it was found that the variation in the FUV brightnesses
correlated very closely with the variation in the electron-
impact emission frequency, driven by the RPC-IES electron
flux. This remained true even during solar events and when
the FUV emissions were observed at the limb, far from the
location of Rosetta where the RPC-IES was measuring the
suprathermal electrons. These accelerated solar wind elec-
trons play a critical role in the cometary environment, as
they are responsible not only for the auroral emissions, but
also for the bulk of the ionisation, and hence of the cometary
plasma, at large heliocentric distances (see Galand et al.
2016; Heritier et al. 2018, and Section 2.2.2).

Near perihelion, the source of the suprathermal electrons
is still under debate. Indeed, with the formation of a dense
ionosphere under solar illumination, a diamagnetic cavity
(see Section 3.3) is formed around the cometary nucleus and
solar wind electrons do not have (easy) access to the inner
ionosphere any more. Madanian et al. (2017) observed a
modest but consistent drop in the RPC-IES electron fluxes
over the 40 eV to 100 eV range between outside and inside
the diamagnetic cavity. They showed that the lower fluxes
measured inside the cavity are however too high to be ex-
plained by photoelectrons alone. They proposed two mech-
anisms to explain the observations: a trapping mechanism
of the photoelectrons inside the cavity and/or the penetra-
tion of part of the solar wind electrons into it.

3.2. Effect on the ion dynamics

Electrons play a critical role in the plasma and ion dy-
namics. Indeed, as their mass is much lower than that of
positive charges, such as protons, they have a greater mo-
bility and react quicker to changes in the electromagnetic
fields.

Ion dynamics is largely driven by macroscopic electric
fields. In cometary and classical (i.e. not relativistic) plas-
mas, quasi-neutrality holds (ni ≈ ne) and hence the charge
density (q(ni−ne)) is very small at large temporal and spa-
tial scales. This means that the Maxwell-Gauss equation is
reduced to ∇ · E ≈ 0 and it cannot be used to derive the
electric field (no unique solution in absence of boundary
conditions). An alternative equation needs to be used; this
is the Generalised Ohm’s Law (GOL) which can be derived
from the electron momentum equation as follows. For the
electron momentum density nemeVe, its temporal evolu-
tion in conservation form is given by:

me
∂(neVe)

∂t
= −

Pe gradient︷ ︸︸ ︷
∇ · Pe −

Electron dynamic pressure gradient︷ ︸︸ ︷
∇ · (nemeVe ⊗Ve)

−qne(E + Ve ×B)︸ ︷︷ ︸
Lorentz force

+neme aext︸ ︷︷ ︸
External forces

+
δPe
δt

(56)

where aext = Fext/me with Fext the set of forces act-
ing upon electrons which are not electromagnetic and in-
dependent of the environment, for instance gravity, Pe and
Ve ⊗ Ve are tensors of rank 2, which are 3 × 3 matrices
in 3D, and δPe/δt encompasses all microscopic source and
loss of electron momentum, for instance frictional interac-
tions between electrons and neutrals/ions (Cravens 1997b;
Szegö et al. 2000).

The electron number density ne (a scalar), the electron
mean (bulk) velocity Ve (a vector), and the electron ther-
mal pressure Pe (a matrix) are mathematically defined re-
spectively as the zeroth, first, and second central moments
of the electron distribution function over velocity space and
are given by:

ne(r) =

∫
R3

fe(r,v) d3v (57)

Ve,j(r) =
1

ne(r)

∫
R3

vjfe(r,v) d3v (58)

Pe,jk(r) =me

∫
R3

[vj − Ve,j(r)][vk − Ve,k(r)]fe(r,v) d3v

(59)

[Ve ⊗Ve]jk =Ve,j(r)Ve,k(r) (60)

where v is the particle’s velocity vector, a microscopic
quantity to distinguish from the particle’s bulk velocity
V(r), a macroscropic (averaged) quantity at the location
r. j and k are indices for the different components (e.g.
j, k = x, y, z and d3v = dvxdvydvz in Cartesian coordi-
nates, 9 possible combinations in 3D, but there are different
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for other geometries). fe(r.v), in electrons m−6 s3, is a fun-
damental function which contains all the properties of the
electrons: It is the so-called velocity distribution function
and corresponds to the density of particles (here electrons)
in the volume element d3r d3v around the position (r,v) in
the space-velocity domain (6 dimensions). fe gives a con-
tinuous statistical description of the behaviour of the elec-
trons with their number at a given velocity and at a given
position. fe(r,v)/ne(r) may be interpreted as a probabil-
ity distribution function in the mathematical sense. As such,
fe can be reconstructed from moments at all orders. How-
ever, this is impossible in practice: Only a limited set of
equations can be solved and moments can be known or ap-
proximated. In addition, the temporal evolution of the mo-
ment of order n always involves the divergence of the mo-
ment of order n + 1 (Eq. 56). This is the reason why most
mathematical models (e.g. MHD approach) apply closures
which approximate the expressions of high order moments
in terms of low order ones (e.g. see Grad 1949; Chapman
and Cowling 1970, for a mathematical description).

Two simplifying assumptions may be done here: steady
state and massless electrons. As electrons have a very low
mass, they do not have inertia nor contribute to the dynamic
pressure. In addition, at comets, forces such as gravity are
irrelevant. Within a cometary plasma, the thermal energy
is mainly carried by the electrons, while the dynamic pres-
sure is carried by the ions. If we ignore microscopic source
and loss terms of electron momenta and with the aforemen-
tioned assumptions, Eq. (56) becomes:

0 ≈ −∇ · Pe − qneE− qneVe ×B (61)

Instead of writing in terms of electron velocities, it is more
common to use V, the mean plasma velocity, and J, the
current density, given by:

V =
nimiVi + nemeVe

nimi + neme

J = qniVi − qneVe

and conversely

Vi ≈ V and Ve ≈ V − J

qne

if ni ≈ ne and as me � mi. Eq. (61) becomes:

0 ≈ −∇ · Pe − qneE− qneV ×B + J×B (62)

that is

E ≈

Motional/
convective︷ ︸︸ ︷
−V ×B

Ambipolar/
polarisation︷ ︸︸ ︷
− 1

qne
∇ · Pe

Hall term︷ ︸︸ ︷
+

1

qne
J×B (63)

known as the GOL. It is not the most rigorous demonstra-
tion and, for more details, the reader is referred to Somov
(2007) or Valentini et al. (2007), for example. This equa-
tion is fundamental as it provides a relatively good, unique,

and physical estimate of the electric field without solving
the Maxwell-Gauss equation at large temporal and spatial
scales. The contributions of the different terms have been
assessed at low outgassing activity by Deca et al. (2019)
and are detailed in the chapter by Götz et al. in this volume.

In Eq. 63, one term is dominating the ion acceleration
in the inner coma, within the diamagnetic cavity, and along
the magnetic field: the ambipolar/polarisation electric field,
defined as EPe ≈ −∇ · Pe/(qne). In the inner coma, elec-
tron and ion densities are dominated by the population of
cometary origin which only depends on the cometocentric
distance (assuming spherical symmetry). Let us extend this
assumption to the electron pressure and temperature. In
such a case, EPe is only radial and its amplitude is given
by:

EPe ≈ −
1

qne

∂Pe,rr
∂r

− 2Pe,rr − Pe,θθ − Pe,φφ
r

(64)

where Pe,rr stands for the electron pressure component
along r and Pe,θθ and Pe,φφ stand for both perpendicular
components. In spherical symmetry, Pe,θθ = Pe,φφ with
θ and φ the polar and azimuthal angles in spherical, polar
coordinates. If the electron temperature is isotropic with a
temperature Te(r) (i.e. Pe = Pe(r) I3 = ne(r) kB Te(r) I3
where I3 is the identity matrix and Pe(r) = ne(r) kB Te(r)
is a scalar), Eq. 64 is reduced to (Cravens et al. 1984):

EPe ≈ −
1

qne

dPe
dr

= −kBTe
q

d log ne
dr

− kB
q

dTe
dr

(65)

Neglecting the electron temperature gradient and as ne(r) ∝
1/r from theory and observations (e.g. see Balsiger et al.
1986; Edberg et al. 2015; Beth et al. 2019), one gets (Vigren
et al. 2015):

EPe ≈
kBTe
qr

(66)

As the electrons have often more energy in the form of ther-
mal agitation (though it may not be valid in the inner coma
of 1P), electrons can leave the coma faster than the ions.
However, quasi-neutrality should be maintained and EPe

ensures to keep it that way, in particular along the magnetic
field lines as other components act perpendicular to B. EPe

appears mainly radial, oriented outwards near the nucleus:
it decelerates escaping cometary electrons inwards and ac-
celerates cometary ions outwards. Conversely, ions coming
from outside would be deflected and repelled from the nu-
cleus, while electrons would be attracted and accelerated as
they approach the nucleus (see Fig. 12).

Eq. 66 should be considered with great caution as it is
based upon some assumptions (e.g. constant and isotropic
Te through the coma) difficult to verify with a single space-
craft and, above all, a negatively charged one. It provides
insight on how the electric field and associated potential
might behave in the inner ionosphere but should not be
applied over large scales (e.g. from the surface to the in-
finity in terms of cometocentric distances) or at low out-
gassing activity. Indeed, the associated potential would be
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in log(r) trapping all cometary electrons, preventing them
to reach infinity while cometary ions could escape, lead-
ing to a charge imbalance. In addition, PiC simulations
performed by Deca et al. (2019) at low outgassing activ-
ity show that EPe is not spherically symmetric near the nu-
cleus (despite having assumed a spherically symmetric out-
gassing) and hence it cannot be described by Eq. 66.
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Fig. 12.— Schematic of how ions and electrons may
gain/lose energy by means of the electric potential φ (black
line). This potential is driven by the electron pressure and
is plotted as a function of the cometocentric distance r. So-
lar wind electrons gain energy as they fall and dive towards
the nucleus, while cometary electrons born close to the nu-
cleus at rb,e (< 10 − 100 rc) are trapped by the potential
well. In contrast, solar wind ions are barely decelerated and
cometary ions are accelerated, though the gain in kinetic
energy will depend on their birthplace rb,i and the poten-
tial profile. Magnetic field and collisions have been ignored
here. The red and blue arrows show the direction of motion
of the particles.

From this approach, one would expect ions to be accel-
erated and exceed the local neutral speed at which they are
born in the first tens or hundreds kilometres above the sur-
face. However, this was not the case at 1P for example.
Schwenn et al. (1987) showed that the radial component of
the ion velocity at 1P remained steady, close to the neutral
speed between the closest approach and 20,000 km. This
means either that ions and neutrals are collisionally cou-

pled and ions might not experience any radial acceleration
by means of electromagnetic forces. As aforementioned,
EPe depends on the electron/plasma temperature. Eber-
hardt and Krankowsky (1995) showed that the plasma tem-
perature in the same region was cold, increasing gradually
from 100 K (0.01 eV) at 2000 km to 900 K (0.09 eV) at
8500 km. This must be compared with the kinetic energy
of newborn water ions which is around 0.1 eV. Therefore, at
1P, near the nucleus, newborn ions are slightly supersonic
(their initial speed exceeds

√
kB(Ti + Te)/mi). This trans-

lates into the presence of an inner shock ahead of the contact
surface (Cravens 1989; Goldstein et al. 1989). As ions de-
celerate when approaching the contact surface, supersonic
ions become subsonic and a shock forms before being de-
flected. The existence of this shock was anticipated before
Giotto (see Houpis and Mendis 1980). However, it was dif-
ficult and hard to observe as Giotto was too fast.

The situation is different at 67P. Although cold electrons
were observed during Rosetta’s escort phase, the mean elec-
tron temperature was mostly around 5–15 eV. Nevertheless,
Gilet et al. (2020) showed that within the diamagnetic cav-
ity the electron population was dominated by the cold com-
ponent (< 0.1 eV), consistent with previous observations
by Odelstad et al. (2018). It is then not clear whether or not
ions were subsonic/supersonic at birth, if that depends on
the cometary activity and location (e.g. within and outside
the diamagnetic cavity) or on the ability of solar wind ions
and electrons to access the inner ionosphere. This aspect
should be further investigated in the future.

3.3. Diamagnetic cavity

Amongst the different regions met at comets and the
boundaries separating the different environments, covered
in the chapter by Götz et al. in this volume, one in partic-
ular draws our attention regarding the inner cometary iono-
sphere: the diamagnetic cavity. The adjective ‘diamag-
netic’ comes from an analogy to materials which, if sub-
ject to an external magnetic field, generate in response an
induced magnetic field in the opposite direction in order
to reduce or nullify the total magnetic field strength. The
diamagnetic cavity is characterised by an almost null mag-
netic strength (below instrumental detection) and a steep
magnetic field gradient at its edge, the latter having differ-
ent nicknames in the literature: ionopause, contact surface,
or the diamagnetic cavity boundary layer (DCBL). This
boundary is a tangential discontinuity whose existence was
already anticipated by Biermann et al. (1967). The diamag-
netic cavity was observed at two comets. The first time was
during Giotto’s flyby on 13/14 March 1986 (Neubauer et al.
1986) when the spacecraft entered into the cavity for two
minutes crossing the boundary at around 4500–5000 km
(Neubauer 1987). The second time was during the Rosetta
mission on 26 July 2015 (Goetz et al. 2016b), followed later
by the identification of more than 600 crossings (Goetz et al.
2016a). The detections were performed a few months on ei-
ther side of the perihelion passage when 67P was most ac-
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tive; however, no detection at the location of Rosetta could
be achieved at large heliocentric distances, missing the an-
ticipated shrinking and/or disappearance of the diamagnetic
cavity.

The origin of the boundary, the physics at play at the
boundary, and how to maintain it were ardently debated in
the 1990s following the detection of the diamagnetic cav-
ity at 1P during the Giotto flyby. Debates converged in one
idea: As the coma of 1P was extremely dense, the force
induced by the magnetic field gradient (pressure and ten-
sion) may be balanced by the force exerted by the neutrals
on the ions by means of collisions, the so-called ion-neutral
drag, of which the strength depends on |Vi−Vn| (Cravens
1986; Ip and Axford 1987). Indeed, at the microscopic
level, as ions and neutrals may have very different veloc-
ities and neutrals are much more abundant, collisions tend
to reduce the gap between both speeds and force the ve-
locity of ions to be closer to that of neutrals. However, to
balance the magnetic pressure in the right direction, ions
are required to be slower than neutrals at the boundary and
beyond, with for instance a null or even inward ion veloc-
ity. This strong velocity requirement was in general not ful-
filled at 67P during Rosetta’s many hundred crossings of
the boundary, questioning the validity of the simple ion-
neutral drag model at low outgassing conditions. The ques-
tion of whether or not this region is associated with col-
lisions is open. Nevertheless, statistical studies have pro-
vided valuable insight. For instance, at 67P, Henri et al.
(2017) showed that the DCBL crossings occurred close to
the electron-neutral exobase (see Section 3.1.2), meaning
that collisions between electrons and neutrals might play a
critical role in the formation of this cavity. Further evidence
that collisions and electron cooling might have a significant
role in its formation was the presence of a shock on the inner
edge of the diamagnetic cavity at 1P (Gombosi et al. 1996;
Rubin et al. 2009). The cause is quite well understood: Ions
are born supersonic at 1P (i.e. Vn &

√
kBTe/mi) and as

they are slowed down by the magnetic field gradient, they
undergo deceleration from supersonic to subsonic speeds
and a shock forms at the transition. Although Vn is not ex-
pected to vary between comets, Te does and was extremely
low at 1P compared with 67P. Such a low value is asso-
ciated with high outgassing and cooling through collisions
with the neutrals.

For a modelling perspective, it is critical to predict
whether a diamagnetic cavity is formed and which shape
and size it has, as the plasma dynamics in a magnetised and
an unmagnetised medium are very different. On the one
hand, in an unmagnetised medium, the plasma dynamics is
driven by EPe (see Section 3.2) and symmetries may exist.
On the other hand, in a magnetised medium, the symmetry
is broken (in a spherically symmetric problem, there is no
magnetic field) and the dynamics of ions and electrons be-
comes more complex. For instance, ions may travel radially
in the former case but not in the latter. In addition, the abil-
ity to accurately model the transition between collisionless
and collisional media with the same approach is challeng-

ing, computationally and mathematically. In the collisional
case, kinetic physics including elastic and inelastic colli-
sions is required. 3D modelling of the DCBL remains a key
challenge to tackle in the future.

4. Ion population

As for electrons, several ion populations, discriminated
in energy and origin, were identified during past cometary
flybys and during the course of the Rosetta mission. They
consist of pickup ions, solar wind ions, and cold cometary
ions; each may predominate depending on cometocentric
distance and/or cometary activity. Instruments of choice
to characterise these populations are ion mass spectrom-
eters. Aboard Rosetta, these were: (1) ROSINA-DFMS,
which provided detailed ion composition of the cometary
ionosphere thanks to its high mass resolution mode (see
Section 2.4.2 for details), (2) RPC-ICA, able to deter-
mine the ion distribution function and distinguish in energy,
mass, and direction between different populations (e.g. so-
lar wind protons, solar wind alpha particles, pick up ions,
cometary ions). In addition, there were the Langmuir probe,
RPC-LAP, with the ability to measure the ion current and
the electron-ion analyser, RPC-IES, which, although lack-
ing the mass determination, measured the total ion fluxes
throughout the mission. This section is dedicated to the
different ion populations present within the cometary iono-
sphere in terms of energy and the processes which might
affect the latter.

4.1. Collisions versus acceleration

In a cometary ionosphere, energy is stored under dif-
ferent forms, either in the electromagnetic fields (B2/µ0

and ε0E2) or within the particles, kinetic or thermal. For
electrons (Te ∼ 10 eV at most, see Section 3.1.1) which
are light species, the energy is mainly thermal, whereas for
ions, it is mainly kinetic.

Cometary ions are produced from neutrals (see Sec-
tion 3.1.1). During an ionisation, most of the energy goes
to the newborn electron and hence the ion keeps the origi-
nal momentum of the incident neutral. Thus, newborn ions
have an initial speed of ∼0.5–1 km s−1, namely a kinetic
energy of 0.1–0.2 eV for ion masses spanning from 18 to
44 u. If most of the available energy is stored by the elec-
trons in absence of electron and ion collisions, ions should
undergo acceleration and ‘drain’ energy from the electrons
by means of electromagnetic fields. However, when ion
collisions are frequent and ion-neutral chemistry is domi-
nant (see Section 2.4.1), ions struggle to accelerate: An ion
may collide with a neutral (e.g. charge exchange or proton
transfer), the ion, which may have accelerated, becomes a
neutral, the neutral a cold ion (or one of its fragments), re-
ducing the energy of the ion present albeit not affecting the
total plasma charge. Although the produced ion may have
a different mass from the original one, the total plasma mo-
mentum is overall reduced. In a collisional coma (high out-
gasssing rate), another reason why ions have difficulty to be

26



accelerated by electromagnetic fields is because the latter is
weak: The region usually corresponds to the diamagnetic
cavity (i.e. low or null magnetic field), dominated by cold
electrons, yielding a weak electric field from the weak elec-
tron pressure gradient (see Section 3.3).

At comet 1P during the Giotto flyby at 0.89 au, ions
were not accelerated in the inner ionosphere (Schwenn et al.
1987), either because the coma was dense and/or cometary
electrons were too cold for causing a large enough electron
pressure-gradient-driven field. Acceleration by ions was
observed beyond the diamagnetic cavity, especially from
20,000 km (Altwegg et al. 1993; Rubin et al. 2009). What is
the situation at 67P? During low outgassing at large helio-
centric distances (beyond 2 au), a multi-instrument analysis
linking datasets from the Rosetta Plasma Consortium (RPC-
IES, RPC-MIP, RPC-LAP) and ROSINA (COPS, DFMS)
by a physics-based model (see Section 2.4.1) gave excel-
lent agreement in terms of ionospheric density within the
instrument uncertainties (Galand et al. 2016; Heritier et al.
2017, 2018; Vigren et al. 2019). The model assumes that
the ions are moving radially at the speed of neutrals, that is,
they have not suffered from any acceleration between their
birth place and the location of Rosetta.

Why the models work so well at large heliocentric dis-
tances/low outgassing activity (e.g. Heritier et al. 2018)
is not entirely clear, as there are theoretical as well as ob-
servational indications for the acceleration of newborn ions,
flowing at speeds around an order of magnitude above the
neutral gas speed. Based on theory and models, EPe must
accelerate the ions away from the coma as they are born
at subsonic speeds in the case of 67P. Therefore, are the
ion-neutral collisions present at 67P, as discussed in Sec-
tion 2.3, sufficient to limit/prevent this acceleration? Sim-
ulations by Vigren and Eriksson (2019) indicate that this
was not the case at the location of Rosetta even at perihe-
lion, the most active outgassing phase. From RPC-ICA ob-
servations, Bercic et al. (2018) estimated the outward flow
of low-energy cometary ion population during a one-month
period when Rosetta was at 28 km from the nucleus at 2.5–
2.7 au (low outgassing rate), around 6 km s−1. Similar re-
sults were also reported by Nilsson et al. (2020). Ion veloc-
ities from combined analysis of RPC-LAP and RPC-MIP
data (and by two different approaches) have also showed
similar ion speeds (Johansson et al. 2021).

While these observations appear to be consistent with
the expected effect of the ambipolar electric field, one has
to be aware of the technical problems with observing low
energy ions (a few eVs) by detectors on a spacecraft charg-
ing down to negative potentials, typically −5 to −20 V
(see Section 3.1.1), accelerating the ions to similar energies.
The negative spacecraft potential is believed to be somehow
beneficial for RPC-ICA measurements: all the ions must
reach the spacecraft and be detectable as the minimum en-
ergy threshold of RPC-ICA was below −qVSC . Simula-
tions of the ion measurements based on Spacecraft Plasma
Interaction System (SPIS) did not clearly identify the rea-
son(s) why low energy ions should not reach the RPC-ICA

detector (Bergman et al. 2020; Bergman et al. 2021). Some
possibilities include the obstruction of its 360◦ × 90◦ field
of view, the limited angular coverage in some operational
modes, and/or large uncertainties regarding the geometric
factor at low energies, that is, the factor which allows to
convert counts from the instrument to physical quantities
such as the ion differential flux in this case. However, these
simulations have also showed that ions, particularly low-
energy ones, had very distorted trajectories around Rosetta
prior their detection. Regardless, it is clear that the plasma
density (the zeroth order moment) from the ion distribu-
tion measured by RPC-ICA is one to two orders of mag-
nitude lower than those measured by RPC-MIP and RPC-
LAP, considered as baselines, such that the direct measure-
ments of the low energy ions on and at Rosetta is still an
open question.

The ion speed derived from combining both measure-
ments by RPC-LAP and RPC-MIP was more indirect. The
ion current measured by RPC-LAP is combined with the
plasma density from RPC-MIP, assuming only one ion
species at 18 or 19 u (an assumption far from being true es-
pecially near perihelion, when many ions coexist and might
have different speeds, Beth et al. 2020), to derive an ef-
fective speed, regardless of the direction (Johansson et al.
2021). The only indication of flow direction by RPC-LAP
was the observation of a dropout in the ion current observed
when the spacecraft itself obstructed the ion flow, prevent-
ing the ions to reach the probe. It occurred a few times
when 67P, the spacecraft, and one of the RPC-LAP probes
were aligned (Odelstad et al. 2018), as expected for a radial
outflow. While completely excluding effects of the space-
craft potential on RPC-LAP is difficult, errors sufficient to
explain the large difference to the speed of the neutral gas
are equally difficult to conceive. Some might be still in-
herent to the analysis of Langmuir probes’ measurements.
Indeed, deriving plasma properties from I − V curves has
never been a straightforward and easy task and relies on
assumptions. For instance, it is common to derive the effec-
tive ion speed (thermal and bulk speeds are indistinguish-
able) based on strong assumptions (see the seminal paper
by Mott-Smith and Langmuir 1926): a single ion population
and specific distribution functions (e.g. ring or Maxwellian
distribution), drifted or not, in the Orbital Motion Limited
(OML) regime (the Debye length is infinite compared with
the probe’s size, which is not always the case), and for an
unmagnetised plasma (while at low outgassing, the environ-
ment is magnetised). Depending on the ratio between the
probe’s radius and the ambient Debye length, the estimates
of the ion effective speed may be very different (Lafram-
boise 1966) and can differ significantly from the bulk ion
speed.

The multi-instrumental approach proposed at large he-
liocentric distances is not applicable near perihelion due to
higher outgassing rates. Additional processes have to be
taken into account. For instance, chemical loss through
electron-ion dissociative recombination needs to be in-
cluded (besides loss through transport) as well as attenu-
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ation of the EUV solar flux. Although the effect on the
electron density of photoabsorption by the neutral gas is
ruled out at the location of Rosetta (Heritier et al. 2018),
Johansson et al. (2017) observed attenuation of the EUV
solar flux near perihelion. This was attributed to dust, less-
ening the ionisation rate and causing in part this overesti-
mation as models did not take into account dust absorption.
Finally, large ion speeds were also reported (Vigren et al.
2017; Odelstad et al. 2018) implying that acceleration takes
place. If confirmed, this would reduce the electron density
locally (Vigren et al. 2019) as the models are based on flux
conservation.

The apparent discrepancy at low activity between the
success of the multi-instrument analysis, assuming Vi ≈ Vn
to reproduce the measured ion density, and the observations,
indicating much higher ion speeds, needs to be solved. The
physics of the interplay of ion-neutral collisions in an in-
homogeneous gas with an inhomogeneous and dynamic
plasma, bathed in electromagnetic fields varying in space
and time, is a very rich and complex matter, with much still
to be explored. On the one hand, hybrid simulations may
include ion-neutral collisions, but as they lack the electron
kinetics, much of the detailed physics causing acceleration
is partially lost (e.g. Koenders et al. 2015). On the other
hand, particle-in-cell (PIC) simulations may include colli-
sions either self-consistently or by application of them as
an extra layer somewhat along the lines of Stephenson et al.
(2022). This approach is expected to be more and more
pertinent in the coming years.

4.2. Pick-up ions

In a region where the solar wind flows, the newborn,
cometary ions, initially at rest with respect to the ambi-
ent plasma, may feel the solar wind convective electric
field Esw and start being accelerated by it. This process,
called ‘pickup’, results, in a kinetic sense, in these acceler-
ated ions of cometary origin having cycloid trajectories in
the E × B-drift direction, where B is the local magnetic
field. The implicit assumption is that solar wind flow and
magnetic field directions are not aligned, so that the cross
product is non-zero, otherwise the pickup process would
be rendered negligible. In velocity space, the accelerated
pickup ions form so-called ‘ring’-shaped velocity distribu-
tion functions (VDFs), with a maximum velocity of the
picked-up particles of the order of 2Vsw sin ξ, where ξ is the
angle between the local solar wind magnetic field B and
solar wind velocity Vsw. Pitch-angle scattering further dis-
tributes the energy in phase space transforming the initial
ideal pickup ring or partial ring VDFs into bispherical shell
VDFs (Coates 2004). Such VDFs, from ring-beam to bi-
spherical shells, have been observed at comets including 1P
and 67P (e.g. Coates et al. 2015; Nilsson et al. 2015; Gold-
stein et al. 2015), denoting several stages of evolution in the
pickup ion process. In turn, these distributions are unstable
and generate waves heating the ambient plasma (Wu and
Davidson 1972). A more detailed outlook of pickup ions,

their effect on large plasma structures, and wave-particle
interactions, is given in the chapter by Götz et al. in this
volume.

The pickup process has a drastic effect on the solar wind
flow (Glassmeier 2017). As the energy and momentum are
directly transferred from light solar wind to heavy cometary
ions, two effects simultaneously take place: To conserve
energy, the solar wind is slowed down usptream of the
cometary nucleus, and, to conserve momentum, is deflected
in the direction opposite to the pickup ions’ motion. More-
over, due to the instability of the VDFs created in the pickup
process, part of the transferred energy is diverted towards
the excitation of low-frequency waves (ion cyclotron waves,
Alfvén waves, etc.), which in turn heat the plasma and pro-
duce local turbulence. Momentum transfer between solar
wind and accelerated cometary ions can be particularly en-
couraged when VDFs are non-gyrotropic, further feeding
local instabilities. Because of the implantation of heavy
ions into the solar wind flow, the pickup process thus con-
tributes to the mass-loading of the solar wind (Szegö et al.
2000), an idea first put forward by Biermann et al. (1967).

4.3. Solar wind versus ionospheric plasma

The interaction between the solar wind and the cometary
neutral environment gives rise to several coexisting popu-
lations of ions, which may take precedence over one an-
other in the inner coma depending on heliocentric distance
(and hence, nucleus activity) and on cometocentric dis-
tance. What are the conditions for cometary ions (at high
or low energy) to prevail over solar wind ions? Histori-
cal missions composing the Halley armada or more recently
Rosetta give us clues to answer this question.

The transition region where cometary ions gradually be-
come dominant is usually called the cometopause (Cravens
and Gombosi 2004), and sometimes protonopause (Sauer
et al. 1995). It has historically been defined in two ways
(see also the chapter by Götz et al. in this volume):

[1] the charge-exchange collisionopause,

[2] the inner region delimited by nsw ≈ nci (or Fsw ≈
Fci), where n (resp. F ) are the total number densities
(energy and/or momentum fluxes) of solar wind ions
(sw) and of cometary ions (ci, referred to as solely i
in Section 2).

In definition [2], the cometopause may not be a sharp
boundary but rather a smooth cross-over transition between
dominating species in the plasma; in the case when the solar
wind plasma is shocked and thermal speeds of cometary and
solar wind ions are similar, density and flux ratio definitions
are equivalent. In fact, the presence or not in the data of a
cometopause at 1P and its physical relevance were highly
debated at the time of its first discovery (Gringauz et al.
1986; Reme et al. 1994). Gombosi (1987) introduced a typi-
cal ion-neutral collision scale linked to the charge-exchange
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Fig. 13.— Overview of the solar wind (top) and cometary ion (middle) energy spectrograms during the Rosetta mission, as
measured by RPC-ICA and angle-integrated over 1 hour. Heliocentric and cometocentric distances are shown for reference
on the bottom panel. At this low temporal resolution, solar wind protons (around Ep/q ∼ 1 keV q−1) and alphas (around
2Ep/q energy, fourfold heavier but doubly-charged) can be clearly identified, whereas charge-exchange products He+

(around 4Ep/q) are more seldom seen. The solar wind ion cavity spans April-December 2015, with no detection of solar
wind ions during that period. Data gaps are highlighted as grey zones. Note that the colour bars on the first two panels do
not have the same upper bounds. (Adapted from Fig. 1 of Nilsson et al. 2017).

collisionopause (definition [1]):

`CX =
σsw,CX
p,s (Esw)Q

4π Vp
(67)

resulting, from the point of view of the ion composition,
in the conversion of fast (but already decelerated) light so-
lar wind ions sw to slow heavy cometary ions. For a solar
wind speed of 300 km s−1, a charge-exchange cross sec-
tion of protons in water of 2 × 10−19 m2 (Simon Wed-
lund et al. 2019c), Q ∼ 1026–1030 s−1 (representative
of activity levels of 67P and 1P), and Vp ∼ 600 m s−1,
rc . `CX . 2.5× 104 km. In turn, the subsolar position of
the cometopause was defined by Gombosi (1987) as:

RCX ∼
√
`CX r0 (68)

where r0 is the distance at which the flow speed of the
shocked solar wind ions decreases down to the mean solar
wind proton thermal speed. This is due to solar wind mass-
loading behind the bow shock once the latter has formed
(and which is situated thousands of kilometres upstream of
the nucleus). In the case of 1P, r0 ∼ 1.6 × 105 km, so that

RCX ∼ 6×104 km, possibly consistent with off-Sun-comet-
axis Giotto and Vega-2 observations around 1.5 × 105 km
along their respective path (Gombosi 1987). At 67P around
perihelion (Q ∼ 5 × 1027 s−1), numerical hybrid simu-
lations predicted RCX ≥ 800 km using definition [2] to
image the density cross-over (Simon Wedlund et al. 2017;
Alho et al. 2021) with `CX ∼ 130 km (from Eq. 67), which
implies r0 ∼ 5000 km (calculated by inverting Eq. 68).

Two intimately intertwined aspects drive the evolution
of the total plasma ion composition: cometocentric dis-
tance on the one hand, and outgassing rate on the other
(for a description of the cometary ion composition, see Sec-
tion 2.4.2). The more the coma shrinks as the result of a
smaller outgassing rate, the deeper into the coma must a
given spacecraft venture to observe a relatively compara-
ble ion composition. As a rule, H2O+ and CO+

2 are the
most prominent cometary ion species in the inner iono-
sphere whatever the outgassing rate, provided that we are
at a sufficient distance from the nucleus, typically above
Rs,n ∼ RCX (see Eq. 45 and Section 2.4.2). Let us illus-
trate this with two examples from the Rosetta mission: one
at large heliocentric distance (low outgassing), one near per-
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ihelion (high outgassing). What would a mass spectrometer
see? As a guide, typical ion spectrograms, captured dur-
ing the Rosetta mission, of the solar wind ions and of the
cometary ions are displayed in Fig. 13.

From the start of the activity to medium activities, the
neutral outgassing rate of a typical Jupiter-family comet
(Lowry et al. 2008), such as 67P, is of the order of 1025–
1026 s−1 (see Fig. 2 or Coates and Jones 2009; Hansen
et al. 2016). Under such conditions, RCX ∼ rc and so-
lar wind ions are expected to have energy and momentum
fluxes (although not necessarily densities) at least equal to
those of cometary ions, as they pass almost undisturbed
through the comet environment, with minimal mass-loading
effects such as deflection and slowing down. However,
the onset of magnetospheric-like behaviours, with the pro-
duction of cometary pickup ions and sporadic solar wind
charge-exchanged products, such as He+, can already be
seen from Q ≥ 1026 s−1, as demonstrated by Rosetta’s ion
energy spectrograms (from RPC-ICA and RPC-IES) dur-
ing both inbound and outbound conditions (Nilsson et al.
2015, 2017; Goldstein et al. 2017; Simon Wedlund et al.
2019b). Of note, negatively charged H− ions, thought to
be arising from double charge exchange of solar wind pro-
tons, were also observed in the electron channel of RPC-
IES (Burch et al. 2015). Thus, a lot of the total ion en-
ergy and momentum flux is still contained in the solar wind
ions at relatively small cometocentric distances (Williamson
et al. 2020), such as those probed by Rosetta (r ≤ 150 km).
From Rosetta’s point of view, the cometopause transition,
seen as a gradual flux cross-over between cometary and so-
lar wind ions, occurred for Q ≈ 2–5× 1026 s−1, that is, in
and around January 2015 (inbound leg of 67P’s orbit around
the Sun) and February 2016 (outbound leg) (see chapter of
Götz et al. in this volume).

At medium-to-high outgassing activity, typically for
Q & 1027 s−1, corresponding to closing in on perihelion
conditions for 67P, RCX & 500 km, and the angular deflec-
tion of the solar wind ahead of the obstacle may become
so large that the solar wind is effectively kept from en-
tering the inner coma. This region, where no solar wind
ions can be detected outside of occasional solar wind-
driven events, such as CMEs, was dubbed by the Rosetta
team the solar wind ion cavity(SWIC). Rosetta stayed in
this region from around April to December 2015 (Behar
et al. 2017, and see Fig. 13). In it, the heavier, slower
plasma of cometary origin, produced locally by photoion-
isation and electron impact ionisation, dominated the total
ion composition and fluxes. Hence, for these relatively
high outgassing rates, Rosetta was always inward of the
cometopause, with the SWIC possibly being its inner edge
(Mandt et al. 2019). This is mainly because: (i) Rosetta
orbited close to the comet at any given time (< 500 km
outside of temporary excursions); (ii) RPC-MIP and RPC-
LAP, instruments measuring nci, could not probe plasma
densities below ∼ 50 cm−3. As the solar wind density is
typically nsw ≈ 1–10 cm−3, it was not possible to locate
where nsw ≈ nci. Thus, in a way similar to onions, the

cometopause successively encompasses the ion-neutral and
electron-neutral collisionopauses, where plasma-neutral
collisions start to play a major role in the coma, but also
the diamagnetic cavity once it forms. For more discussion
on the formation of large-scale boundaries including the
cometopause, the diamagnetic cavity, the collisionopauses,
and the solar wind ion cavity, the reader is directed to the
chapter by Götz et al. in this volume.

5. Dusty (dirty) complex plasma

When we look at a comet in the night sky, our eyes
mostly detect sunlight reflected by dust grains emitted from
the comet nucleus, forming the coma and the dust tail (usu-
ally the more visible of the two tails, see the chapter by
Agarwal et al. in this volume). This obvious presence of
dust in the same volume of space as the cometary plasma
immediately suggests that the coma and dust tail may be re-
gions where there are lots of interaction between the dust
and the plasma. The plasma may charge the dust, which in
turn can influence the motion of the plasma, coupling them
together in what is known as a dusty or complex plasma.

In this section, we will only provide a very limited in-
troduction to the range of possible effects of dust-plasma
effects at comets (Section 5.1) and to the mechanics of dust
charging (Section 5.2). The main reason for spending so lit-
tle space on this is very simple: In contrast to the dust-free
physics of a cometary ionosphere, presented in this chapter
until now, and against many expectations before the mis-
sion arrival at 67P, the analysis of the Rosetta data has as
yet not provided any entirely new picture of dust-plasma
interactions at comets. As we will see in Section 5.3, some
dust-plasma interaction signatures have been identified in
the Rosetta data. But the same Section will show that the
rich Rosetta data sets on plasma and cometary dust actually
suggest such interactions probably have only a small impact
on the plasma, at least for most of the mission and for the
regions visited around this particular comet. For a more ex-
tensive treatment of dust charging and its possible effects
on the comet plasma environment, we refer to previous lit-
erature on the subject (see for example Mendis and Horányi
2013).

5.1. Why care about dust charging?

Consider free electrons moving around in the coma. If
there are lots of dust grains, an electron might now and then
hit one of the grains, perhaps knocking out one electron (in
the process known as secondary emission) and thereby in-
creasing the number of free electrons and charging the dust
grain positively. The dust grain would then effectively be-
come an enormously heavy positive ion. Alternatively, the
impacting electron might stick to a dust grain, decreasing
the number of free electrons and charging the dust nega-
tively. The charge acquired on the dust grain suddenly cou-
ples it to the electromagnetic fields around it, and it will
itself influence these fields and thereby other charges. Both
plasma and dust interact as seen in Fig. 14.
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Two main effects may ensue from dust charging and
variations in the number density of free electrons. The
first one affects the collective behaviour of the plasma and
its wave modes, such as the frequency at which it natu-
rally pulsates, ωpe ∝

√
ne (see Eq. 53). One can show

that the decrease in the free-electron number density due
to attachment to dust grains changes the dispersion rela-
tion of ion acoustic waves in such a way as to push them
to higher frequency, also decreasing their Landau damping
(Barkan et al. 1996). It also allows a completely new wave
mode, known as dust acoustic waves, which, because of the
huge dust grain inertia, propagates much slower than usual
plasma waves (Merlino 2014). Moreover, electromagnetic
modes can be influenced as the charged dust provides the
plasma with a higher inertia, and with a continuous distribu-
tion of dust masses: This may be interpreted as a continuum
of cyclotron resonances. However, due to the large dust
grain mass (see the chapter by Engrand et al. in this volume
for a discussion of dust size distribution) and weak mag-
netic field (of the order of 10 nT) at a comet outside 1 au,
the effects on electromagnetic waves are expected only at
very low frequency such as to not be of practical relevance.
Consequently acoustic modes are the most relevant wave
modes at comets. For a discussion of the physics related
to cometary plasma waves (albeit not dust-related), see the
chapter by Götz et al. in this volume.

But dust charging can also affect the dynamics of the
dust. From the point of view of cometary evolution, the
most important of these effects is the so-called levitation,
in which dust grains can be expelled from the cometary nu-
cleus by electrostatic repulsion if they and their immediate
neighbourhood are charged negatively when bombarded by
electrons from the surrounding plasma. This effect could
potentially be important as it may increase the nucleus dust
production from the surface. We refer to the chapter by
Agarwal et al. in this volume for further discussion on pro-
cesses that lift off dust grains from the nucleus. In contrast,
farther out from the nucleus’ surface, a charged dust grain is
subject not only to the forces of gravity and radiation pres-
sure (i.e. a momentum transfer between the impacting solar
photons and atoms, molecules, and dust grains in the coma)
acting on any grain, but also to the electromagnetic fields in
the plasma. Due to the large dust grain inertia, fields acting
over large scales in space and time are most significant: We
will see below that this effect actually was observed in situ
by Rosetta. In addition, the attachment of charges (elec-
trons) to a dust grain causes a repelling electrostatic force
between various parts of the grain itself. This force may
contribute to erosion of the grain, either by more or less
continuous ablation with small fractions of the grain split-
ting off or fragmentation, when the grain breaks in two (or
more) pieces of approximately the same size. Note, how-
ever, that other processes may also lead to the same result
(see the chapter by Engrand et al. in this volume).

EUV photon

secondary
electrons

fast impacting
electron

photoelectron

slow ion

sticking
electron

repelled
slow electron

Fig. 14.— Schematic of various effects influencing the
charging of a dust grain (conglomerated black spheres). ni
and ne are assumed equal within the figure (not every ion or
electron is represented) but the higher thermal speed of the
electrons leads to more hits on a dust grain thereby charging
the grain negatively when impacting electrons stick to the
grain. Sufficiently energetic free electrons (magenta line)
and solar EUV photons (yellow) can kick out electrons from
the grain (green lines), gradually shifting the total charge to-
wards positive values and leading to a non-uniform charg-
ing of the grain.

5.2. Dust charging

What are the effects influencing the charge of a dust
grain? As discussed earlier, a plasma consists of free
charges, positive and negative, moving around at random
velocities distributed in accordance with their temperatures
(Ts for ion species s or Te for free electrons) and masses
(ms and me). One of their typical speeds is the thermal
speed vth =

√
kBT/m corresponding to the standard devi-

ation around their mean bulk velocity V. Ions and electrons
have masses which differ by about 4 orders of magnitude
(ms/me ∼ 3.3 × 104 for water-group ions, typical for a
cometary coma), while their temperatures are usually alike.
In addition, in the inner cometary ionosphere, |Vs| � vth,s
for ions whereas |Ve| � vth,e. As a consequence, electrons
typically move much faster (typically a few hundred times
faster) than ions such that in a given time span, a dust grain
(or any ‘body’ in the ionised cometary gas) will be hit more
frequently by electrons than by ions. The grain thus pref-
erentially charges negatively, until reaching an equilibrium
potential Vd sufficient to stop further charging by repulsion
of electrons and catching of ions. This potential can be es-
timated as:

Vd ∼ −
3kBTe
q

(69)

It can be noted that these considerations for dust grains ap-
ply similarly to a spacecraft, so that the spacecraft potential
(discussed in Section 3.1.1) is in principle set by a similar
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equation. However, analysis and modelling have shown that
due to the design of the Rosetta spacecraft, its electrostatic
potential in the inner coma was rather determined by the
plasma density (Johansson et al. 2021).

From the grain potential Vd, we can calculate its charge:

qd = Cd Vd (70)

where Cd is the dust’s capacitance. The latter can be esti-
mated, or at least a minorant may be found, by considering
a spherical grain of radius rd in vacuum such that

Cd = 4πε0 rd (71)

Therefore, if all grains have the same size and are all spher-
ical, the total charge density ρd (in A s m−3) carried by the
dust is obtained by combining Eqs. 69–71:

ρd = qd nd ∼ −12πε0rd nd kB Te/q (72)

where nd is the number of dust grains per unit volume.
In reality, the attachment of free electrons is not the only

factor influencing the grain potential (Figure 14). The emis-
sion of electrons from sunlit dust grains due to the pho-
toelectric effect will tend to charge the grains positively
whereas, if the impacting flux of free electrons is suffi-
ciently high, the negative charging by electrons attaching
to grains will dominate. In practice, the limiting density is
on the order of 102 cm−3 at 1 au (scaling with r−2h ), de-
pending on the dust grain properties. In the dense parts of
a coma, we expect to find mainly negatively-charged dust
grains. Another major effect is secondary emission, occur-
ring when an electron of sufficiently high energy kicks out
one or more electrons from a grain. It is typically important
when the incoming electron has an energy of ∼ 100s eV
and does not matter much below 10 eV, although this de-
pends on the detailed dust properties, often not very well
known (size and mass distributions, shape, composition).

A further complicating factor is the time it takes to
charge a dust grain to its equilibrium potential Vd (Eq. 69).
The total electric current collected by the grain Ie [A], due
to the randomly moving plasma and mainly driven by the
free electrons, is approximately given by Ie ≈ JeSd where
Sd = 4πr2d [m2] is the grain surface and Je [A m−2] is the
electron thermal current density, driven by free electrons
moving towards the grain. Je is given by (e.g. Mott-Smith
and Langmuir 1926):

Je = −qne
√
kBTe
2πme

. (73)

Determining qd as a function of time requires solving a dif-
ferential equation, exactly as for a resistor–capacitor circuit.
The characteristic time, or time constant, for charging a dust
grain from 0 to Vd is given by:

Td ∼
CdVd
Ie

= 3ε0

√
2πme kBTe
ne q2 rd

= 3
√

2π
λDebye

rd ωp,e
(74)

where λDebye and ωp,e are defined by Eqs. 53-54. Each dust
grain can be seen as a capacitor and a resistor in series with
its characteristic capacitanceCd and resistanceRd = Vd/Ie
[Ω], depending not only on their size and shape but also on
the local electron number density and temperature. The cur-
rent is provided to this circuit by means of free electrons in
the plasma falling on the dust grain. From Eq. 74, we note
that large grains charge up faster than small ones (asC ∝ rd
and Ie ∝ r2d, bigger grains collect more electrons). Only
one of the most relevant dust charging processes at comets
has been described here and a more exhaustive description
is given in Meyer-Vernet (2013).

How long does a dust grain take to reach ∼ Vd for
typical cometary plasma parameters? For a grain of ra-
dius rd = 10 µm in a plasma with ne = 103 cm−3 and
Te = 10 eV, we get Td ∼ 10 s, while a 100-nm ‘nanograin’
requires ∼ 103 s (more than 15 minutes). During this time,
the grain may travel through plasmas of quite varying char-
acteristics, particularly in the inner coma (see the chapter
by Agarwal et al. in this volume and Marschall et al. 2020,
for discussions of dust grain velocities). At some distances,
the different Td between grains associated with the out-
ward dust flow through a plasma such that ne(r) ∝ 1/r
can lead to complex situations where small grains may con-
served the negative charge acquired closer to the nucleus
(long Td) while larger grains may quickly charge positively
by means of photoemission (short Td). In addition, the sec-
ondary emission, which tends to be more efficient for small
grains, can lead to similar results. As dust grains may travel
at different speeds and take different trajectories through the
plasma, they experience different charging along their path.
All this leads to an expectation of a distribution of charge
states even for similar dust grains – and, as is clear from the
chapter by Engrand et al. in this volume, there is a large
variation among dust grain properties.

In these circumstances, is it possible to estimate the frac-
tion of the free electrons which will attach to dust grains?
This is an important question, because this fraction must be
significant in order for the dust charging to have any con-
siderable effect on the plasma. Clearly, the answer must
depend on ne and nd. However, the dust size distribution is
also crucial in this respect. For example, let’s assume that
all dust grains have the time to reach their equilibrium po-
tential as given by Eq. 69. The charge carried by a grain
depends on its capacitance, which scales linearly with its
size (as seen in the example of a sphere, Eq. 71). Contrar-
ily, the mass of a grain scales with its volume Vd ∝ r3d.
As a consequence, for a fixed total dust mass, the plasma is
more depleted in free electrons and dust charging is more
efficient if the dust is mostly made of lots of small grains
than of a few large ones (Vigren et al. 2015). For a given
dust size distribution, detailed calculations can be used to
estimate the total amount of dust charging.

As the size distribution of dust in the innermost coma of
comet 67P is quite well constrained by the dust instruments
(see the chapter by Engrand et al. in this volume), Vigren
et al. (2021) carried out such calculations and constrained
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the possible electron depletion in this environment. Their
model, combining observed plasma densities and electron
energies with dust size distributions derived from the dust
observations at Rosetta by means of Eq. (72), shows that
because of the preponderance of large grains, the fraction
of electrons attaching to dust grains must have been small
or even negligible during most parts of the Rosetta mission.
Quite extreme assumptions on the dust distribution had to
be taken even to push the electron depletion to a few per-
cent. A similar negative conclusion was reached by Vigren
et al. (2022), using analogous arguments, for positive charg-
ing of dust grains.

There may be exceptions at specific locations and times,
as in outbursts (see, for example, the 2016 Feb 19 event
studied by Grün et al. 2016) which could lead to a locally
high density of small grains, though no clear signatures of
obvious electron depletion have yet been identified in the
Rosetta data set. An apparent absorption of solar EUV ra-
diation has also been used to argue that the dust size dis-
tribution at large distances from Rosetta (several thousand
kilometres or more) may include larger amounts of grains
down to the size of tens of nanometres (Johansson et al.
2017). As few such grains have been observed close to the
nucleus, they have presumably resulted from one or sev-
eral erosion and fragmentation processes (see discussion
in Section 5.1 and the chapter by Engrand et al. in this
volume) which possibly could lead to stronger dust-plasma
coupling farther from the nucleus than the regions investi-
gated by Rosetta. One may note that very small dust grains,
with masses down to 10−23 kg, were observed by the Vega
spacecraft ∼ 105 km from the nucleus of comet Halley
(Sagdeev et al. 1989).

While there may still be much to learn from the Rosetta
data set, the combination of the observed average properties
of dust and plasma quite clearly indicates that the typical
electron depletion in the innermost coma of 67P is small,
with correspondingly weak impact of the dust on the over-
all plasma dynamics. However, charged dust grains of very
small size were indeed observed in some events, as dis-
cussed in Section 5.3.

5.3. Charged dust dynamics at Comet 67P

How do charged dust grains move in the coma? Let us
start by considering neutral dust grains. Close to the nu-
cleus, the grain is dragged by the outflowing cometary gas.
As the neutral gas density decreases with cometocentric
distance (see Eq. 3), the neutral drag force decays rapidly
with distance and is hence stronger close to the nucleus.
The very weak gravitational force of a comet nucleus can
also mostly be neglected for most dust grains farther out-
side (however, see Davidsson et al. 2015, for examples of
gravitationally bound dust motion around comet 67P). In
addition, the solar radiation pressure impresses a constant
force on every grain in the anti-sunward direction. Grains
emitted from the nucleus in the direction of the Sun can
therefore be turned back by the radiation pressure and re-

turn towards the nucleus and farther out downstream of the
comet. The radiation pressure force on a grain depends
on r2d, while the inertia scales with its volume, through its
mass, which is ∝ r3d. Therefore, the radiation pressure
affects more efficiently the dynamics of small/light grains
than that of large/heavy grains. Other effects, such as Mie
scattering and Poynting–Robertson drag, are not discussed
here: Fuller details are given in Burns et al. (1979).

Charged grains are, in addition, subject to electromag-
netic forces arising in the comet-plasma interaction, dis-
cussed in the chapter by Götz et al. in this volume. Due
to the large mass of dust grains, compared with cometary
ions and electrons (in the gas phase) (even a small 10 nm
grain are estimated to have a mass of order 105 u by Gom-
bosi et al. 2015), the gyroradius of dust grains generally be-
comes so large that the grain’s gyromotion can be neglected
within the inner coma explored by Rosetta at 67P. Neverthe-
less, the magnetic field indirectly leads to the appearance of
a convection electric field which may efficiently affect the
dust dynamics. If this force is constant over the region tra-
versed by the dust grain, the dust’s trajectory will describe
a parabola of which its axis of symmetry is along this force.
However, electric and magnetic fields change in time, and,
as aforementioned in Section 5.2, the charge of a grain may
evolve as well, as it travels through plasma regions of dif-
ferent Je(r), while grains eventually erode and/or fragment
which yields changes in the dust’s mass, size, charge, and
number. Therefore, the picture of motion in a conservative
field must be applied with caution.

The RPC-IES spectrometer was designed for the mea-
surement of (positive) ions and electrons. However, it was
able to detect charged dust grains. As there was no possibil-
ity for direct mass separation, charged dust signatures could
not be unambiguously separated from those of ions and
electrons by IES. That said, some signatures stand out from
ordinary charged particle signatures and better fit to expec-
tations for charged dust. Burch et al. (2015) found a few
events with negatively charged grains moving outward from
the nucleus at kinetic energies of a few hundreds of eVs (if
assumed to be singly-charged; higher charge states would
have correspondingly higher energy) as well as much more
energetic grains (1–17 keV q−1), also negatively charged,
arriving from the approximate Sun’s direction. All these de-
tections were from the very early phase of the Rosetta escort
of 67P, from 23 August to 1 September 2014, when Rosetta
was at 50–60 km sunward of the nucleus and the outgassing
activity was still very low. Gombosi et al. (2015) anal-
ysed the observations of outward moving grains in terms
of neutral gas drag acceleration. The anti-sunward moving
grains were attributed to radiation pressure acting on small
grains likely created from larger grains by erosion at large
distances from the nucleus. For both types of grains, con-
sistency between model and data resulted for grains’ sizes
within the 30–80 nm range. The convection electric field,
changing in time in response to the interplanetary magnetic
field, was discussed as a possible reason for the intermit-
tency of the observations, deviating grains from the densest
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regions away or towards Rosetta.
LLera et al. (2020) could identify another event, for a

similar period (19 Sep 2014), with positively-charged and
negatively-charged grains over a broad energy range, as ex-
pected from the competing charging processes discussed in
Section 5.1. Both showed signatures very similar to the
negatively charged antisunward moving grains previously
reported. Interestingly, while grains of both signs had an
antisunward velocity component, their trajectory was sym-
metric with respect to the antisunward component. This
is what is to be expected for charged dust grains subject
to a combination of the solar radiation pressure, same for
both signs, and the solar wind convection electric field in
the comet reference frame, which accelerates grains of op-
posite charge in opposite directions.

These are, as yet, the only events with signatures which
have been attributed to charged dust grains in the tens of
nm-size range, all from the initial part of the Rosetta mis-
sion. Why are there so few? Regarding the outflowing
grains discussed by Burch et al. (2015), their signature is
quite weak and may be swamped with electron fluxes in
the same range, which were significant through most of the
mission. The higher energy signature of the (roughly) anti-
sunward grains should not suffer as much, and here it seems
likely they are just not present in significant numbers in the
inner coma. According to the interpretation by Johansson
et al. (2017) of anomalously low flux of solar radiation in
the EUV observed at Rosetta around perihelion when 67P’s
activity peaked, nm-size dust grains were mainly present at
cometocentric distances of at least a few thousand kilome-
tres during this period. This may point to the fragmentation
of dust grains occurring farther out at high activity than at
low activity. Alternatively, the dust itself may already have
different properties depending on Q and rh.

Rosetta has as yet only showed some tantalising glimpses
of dust-plasma interactions, concentrated on the early phase
of very low activity, while mission wide modelling indi-
cated that the dust impact on the plasma mostly is small or
negligible. Nevertheless, the Rosetta data set are far from
exhausted and may still hold more clues to the presence and
importance of dust charging.

6. Summary & open questions

Prior to the 1980s, comets and their plasma environment
had relied only on speculation and simulation work, either
in the laboratory or starting with the first numerical sim-
ulations. Thanks to the historical missions that followed,
from the first flybys of comets in the 1980s to Rosetta’s 2-
year mission escorting comet 67P around the Sun 30 years
later, many questions regarding the ionosphere of comets,
its formation, structure and evolution at different outgassing
activities have now been answered. Table 2 presents high-
lights of our current understanding sorted by the themes
structuring this chapter, from the physics presiding at the
creation of a cometary ionosphere (Section 2, presented as
a tutorial-style toolbox), the description of the plasma pop-

ulation, electrons (Section 3) and ions (Section 4), and the
puzzling and still largely unexplored role of charged dust
in the overall dynamics and composition of the cometary
ionosphere (Section 5).

Many open questions remain, some of the more promi-
nent ones are summarised in Table 3. With the advent of
new missions, several of these questions will hopefully be
answered. Ideally, multi-point, multi-instrument, in situ ex-
ploration of the cometary coma, either through a flyby or an
extended escort phase of the comet nucleus “à-la-Rosetta”,
are necessary to address them with more than one space-
craft if possible as already proposed by the community for
the ESA Voyage 2050 programme call for white papers
(Goetz et al. 2021). This is among the goals of the highly
anticipated ESA/JAXA Comet Interceptor mission (Snod-
grass and Jones 2019), currently in-the-works as an interna-
tional endeavour: boasting simultaneous 3-point measure-
ments thanks to a mother spacecraft A complemented by
two smaller probes, B1 and B2, the mission is planned to be
launched in 2029 and to fly by a ‘dynamically new comet’
yet to be discovered (that is, visiting our inner Solar System
for the first time). Of particular interest for cometary iono-
spheric physics, probe A, farthest from the cometary nu-
cleus, hosts a Dust, Field, and Plasma (DFP) set of sensors
to probe the dust, electromagnetic fields, (dusty) plasma
and energetic particles (electrons, ions, and neutral atoms).
This set is complemented by a neutral pressure gauge and
mass spectrometer probing the major volatile species (MA-
NIaC). On probe B2 which will get closest to the cometary
nucleus, the DFP package is reduced to a dust impact sen-
sor and counter, and a magnetometer. Probe B1 hosts a
plasma suite, which includes a time-of-flight mass spec-
trometer and a magnetometer. All these sensors will be
probing the plasma environment around the target to deepen
our understanding of cometary ionospheres, including for-
mation, loss, and interaction with the space environment.

No new dedicated cometary mission, with sample re-
turn or not, is envisaged in the decade following Comet
Interceptor, despite a strong call from the community,
as proposed for the ESA Voyage 2050 programme call
(Bockelée-Morvan et al. 2021; Goetz et al. 2021). Because
of their complexity, costs, and necessary multidisciplinary
approach, future cometary missions will likely be interna-
tional collaborations between space agencies (as for Comet
Interceptor) and address a broad range of physics including
plasma physics. By escorting comet 67P around perihe-
lion for two years, Rosetta is a successful proof of concept
showing that a spacecraft orbiting a comet for a long pe-
riod of time can be designed, flown, and can harvest an
amazingly rich dataset, despite the weak nucleus gravity.
With our increasing capacity to detect more and more new
targets of interest, interstellar objects or not, one can en-
vision multiple flybys during an extended mission phase,
with several small-scale missions, like Comet Interceptor
or along the lines of the original Halley Armada. The next
passage of comet 1P/Halley in our vicinity in 2061, together
with other comets from different reservoirs, may provide an
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interesting window of opportunity.
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Topic Highlights
Birth of cometary iono-
sphere:

• Identification of ionospheric sources and losses, and of their relative contribution, for
different outgassing activities (Section 2.2.4)
• CMEs/CIRs impact on the ionospheric sources and densities (Sections 2.2.4 and 2.4.1)
• Plasma density profile observed all the way down to the surface (Section 2.4.1)
• First detection & confirmation of ion species (up to 39 u/q); Evolution of the ion compo-
sition over heliocentric distance and season (Section 2.4.2)

Electron population: • Three populations confirmed: cold, warm, and hot (Section 3.1)
• Symbiosis between the three populations: coexist and are dependent on each other (Sec-
tion 3.1)
• Hot electrons: Similarities with auroral Physics at Earth (Section 3.1.3)
• Detection of cold electrons even when the coma is quasi-collisionless (Section 3.1.2)
• Evidence of the role played by electrons in the location of the diamagnetic cavity boundary
(see Section 3.3)

Ion population: • Three populations: slow cometary ions, early picked-up cometary ions, solar wind ions
(Sections 4.2 and 4.3)
• Evidence of chemistry (ion-neutral collisions) taking place in the coma (Sections 2.4.2 and
4.1)
• Evidence for accelerated cometary ions (Sections 3.2 and 4.1)
• Cometary ion density (but not flux) dominating over that of solar wind ions even at very
low outgassing rate (Section 2.2.4)

Dusty plasma: • No evidence yet of a dusty plasma at comet 67P with Rosetta (Section 5.3)
• Observations of a few events of charged dust grains, positive and negative (Section 5.3)

Table 2: Highlights of this chapter on cometary ionospheres

Open questions
Birth of cometary ionosphere:
•What is the plasma balance near perihelion? What are the key plasma source and loss?
•What is the 3D distribution of the ionospheric densities under different outgassing activities?
•What is the composition of heavy ions (>40 u q−1)?
•What is the change, if any, of the ion composition in different plasma regions and boundaries?
•What is the role played by the dust regarding EUV absorption under high activity?
Electron population
•What is the energy distribution of electrons at high temporal and energy resolutions? How does it vary in space?
•What is the exact origin of cold electrons in a quasi-collisionless coma?
•What is the role of cold electron in the presence of a diamagnetic cavity?
•What is the source of hot electrons at high activity, when a diamagnetic cavity is formed?
Ion population:
•What is the energy distribution of cometary, slow ions?
• Are ions accelerated near the surface at high activity and, if so, what is the process responsible for it?
•What is driving the cometary ion dynamics ?
•What is the exact role of electrons on the ion acceleration?
• How to reconcile the observed high ion bulk speeds and the observed electron densities explained by a model
excluding ion acceleration?
• How to reconcile the observed high ion bulk speeds and the observed ion composition attesting of ion-neutral
chemistry in the coma?
Dusty plasma:
• Does dust have significant impact on the cometary ionosphere for more active comets?
• Are dusty plasma interactions the same at all comets and, if not, what are the conditions driving those effects?

Table 3: Non-exhaustive list of open questions regarding cometary ionospheres.
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