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A B S T R A C T

Due to the massive volume of articles produced online every day, it is challenging for online
platforms (e.g., news agencies) to present the information about an event, activity or discussion
to their users in an easily digestible format. Therefore, there is a need for automatic methods
to extract related and time-ordered information about events (i.e., information threads) from
large unstructured collections of documents. In this work, we propose a novel unsupervised
hierarchical agglomerative clustering (HAC) based information threading approach to generate
chronological and coherent threads of information in a collection. Unlike, the well-known
tasks of topic detection and tracking or event threading that focus on grouping information
by important keywords and/or entities, our proposed approach identifies threads based on
temporal relations and diverse information about an event, i.e., who did what, why, where,
when and how (aka the 5W1H questions). In particular, our proposed approach, deploys
a tailored similarity function for HAC by leveraging extracted answers to 5W1H questions
along with time decay between documents. We evaluate our proposed HAC 5W1H information
threading approach on two large expert-annotated collections of news articles, i.e., NewSHead
and Multi-News (over 112k and 32k articles, respectively). Our experiments show that HAC
5W1H markedly improves the number of, and quality of, threads that are generated compared
to existing state-of-the-art approaches from the literature, e.g., 100.98% more threads and
+213.39% improvement in Normalised Mutual Information compared to the best evaluated
baseline on the larger NewSHead collection. We also conducted a user study that shows that
our proposed HAC 5W1H information threading approach is significantly (𝑝 < 0.05) preferred
by users in terms of coherence, diversity and chronological correctness compared to the existing
state-of-the-art approaches.

. Introduction

The volume of articles that are published online every day can make it infeasible for users of search engines to find and make sense
f the large amounts of information that can be related to an event, activity or discussion that they are interested in. Therefore, being
ble to automatically extract related and time-ordered information about events (i.e., information threads) from large unstructured
ollections of documents can assist online platforms (e.g., news agencies) to present the information to their users in an easily
igestible format. For example, a time-ordered thread of news articles about a legal trial (as shown in Fig. 1) can help the users to
uickly understand the background, progress and verdict of the trial.
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Fig. 1. Example of an information thread describing the origin, proceedings and outcome of a Legal Trial.

Previous work on identifying threads of related information have each presented their own individual use cases and definitions
f threads. For example, identifying threads of topically related documents by topic detection and tracking (TDT) (Allan, Carbonell,
oddington, Yamron, & Yang, 1998) approaches or identifying threads of related events by event threading (Nallapati, Feng, Peng,

& Allan, 2004) approaches. However, in this work, our focus is on a much more generalised concept of threading in a document
collection that we refer to as Information Threads and define as follows:

Definition 1 (Information Thread). A chronological and coherent sequence of documents or passages from multiple documents
that capture the temporal relationships between documents and describe diverse information about a particular event, activity or
iscussion.

Typically, a coherent thread indicates that the documents associated with the thread describe the same particular event. In
ddition, temporal relationships between documents can indicate how likely it is that documents that mention the same set of
eywords or entities discuss the same event. For example, documents that are published in different time periods are less likely
o discuss the same event (Nallapati et al., 2004). Along with the temporal relationships, it is also important to capture diverse
nformation about an event such as who was involved in the event, what really happened, where, when, why and how, i.e., the
ournalistic 5W1H questions (Hamborg, Breitinger, & Gipp, 2019). In particular, these 5W1H questions together can typically
escribe either an event, activity or discussion in documents across a collection.

In this work, we propose a novel unsupervised machine learning approach for identifying information threads by leveraging
nswers to 5W1H questions from documents, the temporal relationships between documents and hierarchical agglomerative
lustering (HAC). We first deploy a tailored similarity function that can capture both the temporal relationships between documents
nd the similarity between the 5W1H questions’ answers in the documents. We then perform hierarchical agglomerative clustering
f the 5W1H questions’ answers from documents that are temporally related to construct time-ordered document sequences as
andidate information threads. Finally, we deploy an estimated threshold of coherence and diversity of information to select the
andidates as output information threads. In particular, we present a novel architecture that combines the aforementioned processes
o effectively identify chronological and coherent information threads in large collections.

We evaluate the effectiveness of our proposed information threading approach, 5W1H-HAC, in both an offline setting and in a user
tudy. In particular, in the offline setting, we use two large collections of news articles, namely NewSHead (Gu et al., 2020) and Multi-
ews (Fabbri, Li, She, Li, & Radev, 2019). We also evaluate the quality of threads generated by our proposed 5W1H-HAC approach
sing the expert-annotated news story labels in NewSHead and Multi-News collections. We compare the quality of the 5W1H-
AC threads with approaches from different established families of related threading methods in the literature: k-SDPP document

hreading (Gillenwater, Kulesza, & Taskar, 2012) and EventX event extraction (Liu et al., 2020). We also include K-Means (Lloyd,
982; MacQueen, 1967) clustering as an indicative baseline in our offline evaluation to compare the task of document clustering with
nformation threading. To complement the offline evaluation, we also conduct a user study using the larger NewSHead collection to
erform a pair-wise comparison of our proposed 5W1H-HAC approach with the best performing baselines in the offline evaluation
i.e., k-SDPP and EventX) in terms of the coherence, diversity of information and chronological correctness of the generated threads.
ur contributions in this paper are 3-fold:

1. We propose a novel approach for identifying chronological and coherent information threads in a collection.
2. We conduct both an offline evaluation and a user study to evaluate the effectiveness and added-value of our proposed

5W1H-HAC information threading approach in terms of the thread quality, coherence, diversity and chronological correctness.
3. We show that the proposed 5W1H-HAC approach outperforms existing state-of-the-art approaches in the literature markedly

in the offline evaluation and significantly in the user study.

To the best of our knowledge, this is the first work that leverages 5W1H questions to identify chronological and coherent
hreads of related information in a large document collection. We show that our approach markedly improves the number and
he quality of the generated threads consistently on both the NewSHead and Multi-News collections compared to the baselines from
he literature. For example, on the NewSHead collection, our 5W1H-HAC approach increases the number of generated threads by
2

p to 100.98%, and improves the quality of the generated threads by up to +213.39% NMI (Normalised Mutual Information) and
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+347.28% Homogeneity compared to the best evaluated baseline. Moreover, the participants in our user study rated the threads
generated by our proposed approach as significantly (paired samples t-Test, 𝑝 < 0.05) more coherent, diverse and chronologically
correct than the existing k-SDPP and EventX approaches.

The remaining sections of the paper are organised as follows. In Section 2 we present related work on identifying threads of
related information. We describe our proposed information threading approach, 5W1H-HAC, in Section 3. In Section 4, we present
our experimental setup of the offline evaluation and user study, which we discuss in Sections 5 and 6 respectively. We present
a detailed analysis of the findings from our experiments in Section 7. In Section 8, we present a discussion of the results and
implications of this work. Finally, we provide the conclusions in Section 9.

2. Related work

In this section, we discuss related work on identifying threads of related information in large unstructured collections of
documents, i.e., information threads. There have been relatively few approaches proposed in the literature for automatically
identifying information threads in document collections. Moreover, previous studies of information threading approaches have
each presented a different definition of information threads that is only appropriate for the particular use case that the study has
addressed.

2.1. Topic detection and tracking

Topic Detection and Tracking (TDT) (Allan et al., 1998) was one of the early investigations into identifying topical threads in
news articles. Over the past two decades, TDT has received much attention in the literature (e.g. Allan, 2012; Fan, Guo, Bouguila, &
Hou, 2021; Lee, Lee, & Jang, 2007; Mele, Bahrainian, & Crestani, 2019; Saravanakumar, Ballesteros, Chandrasekaran, & McKeown,
2021; Yu, Zhang, Ting, & Sheng, 2007; Zong, Xia, & Zhang, 2021). TDT approaches typically leverage document clustering and/or
topic modelling techniques such as K-Means and Latent Dirichlet Allocation (LDA) to detect topics in news articles, and further track
the follow-up articles that relate to the discovered topics. As described by Zong et al. (2021), such topics are often referred to as a
group of many related events that together form a core event. For example, ‘‘Air Strikes in Syria’’ is a core event that can have many
smaller events/activities/discussions, such as the cause of the main event, reactions to this event from different world leaders, and
the aftermath of the event. Our work is broadly related to TDT in that we are interested in identifying groups of related documents
in a collection. However, differently from document clustering in TDT that is based on identifying topical relationships between
documents, in this work we focus on identifying documents that are related at a finer granularity than topics (i.e., documents about
specific smaller events instead of a core event topic).

2.2. Document threading

Existing document threading approaches focus on identifying threads between specific documents (Shahaf & Guestrin, 2012)
or threads about the most important events in a collection (Gillenwater et al., 2012). Shahaf and Guestrin (2012) presented an
approach to connect any given two documents with a coherent sequence of documents. The authors deployed a linear programming
based algorithm to determine a thread of a fixed number of documents that connects the specified thread endpoints in a bipartite
directed graph of the documents and words in a collection. Gillenwater et al. (2012) presented an approach for identifying a small set
of document threads that could describe the most important events in a collection. The authors’ approach, named k-SDPP, sampled
a set of threads from a graph representation of a document collection, with document similarities represented by weights on the
edges of the graph, using a structured determinantal point process (Kulesza & Taskar, 2010). Differently from the work of Shahaf
and Guestrin (2012) and Gillenwater et al. (2012) that focused on identifying threads between specific documents or the most
salient threads in a collection, we focus on identifying the maximum number of information threads in a collection to help various
information seekers to quickly identify relevant information in a time-ordered sequence.

2.3. Event extraction and threading

Another related research direction is to extract events in a collection and further identify threads of the related events. A majority
of the existing event extraction approaches (e.g. Aggarwal & Subbian, 2012; Huang et al., 2016; Kuo & Chen, 2007; Qian, Deng,
Ye, Ma, & Yuan, 2019; Chen & Wang, 2021; Jacobs & Hoste, 2020) are focused on identifying events as clusters of documents
in a collection using document term based features, entities and important keywords. In general, event extraction, has a similarity
with our work on identifying clusters of documents that discuss the same event. However, differently from existing event extraction
approaches, we focus on 5W1H questions to generate information threads. A major benefit of using 5W1H questions is that, unlike
keywords, answers to 5W1H questions can indicate the specific context about an event in which an entity or an important keyword
appears in the document. Recently, Zhang, Guo, Shen, and Han (2022) proposed a method for key event extraction to identify
documents that are relevant to the key events in a collection. However, extracting only a few documents about the key events is not
sufficient for information threading, where the focus is on identifying a maximum number of documents that are associated with
threads about events in a large collection. Further to event extraction, event threading approaches (e.g. Liu et al., 2020; Nallapati
et al., 2004; Shahaf et al., 2013) leverage the extracted event clusters to identify threads that describe related events. Nallapati
3

et al. (2004) presented one of the initial works on event threading. Differently from TDT approaches that focus on detecting topics,
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Fig. 2. Components of our 5W1H-HAC information threading approach.

Fig. 3. Example of 5W1H extraction from a document.

allapati et al. focused on detecting events along with their dependencies. The authors defined events as clusters of news articles
nd identified threads of dependent events. Shahaf et al. (2013) presented a concept of information cartography to identify and
isualise threads of event-based clusters of news articles and their relationships for a specific user query. A more recent work
n event threading by Liu et al. (2020), leveraged event extraction and network analysis to create threads of events in a tree
tructure. Liu et al. (2020) first proposed an event extraction approach (EventX) that creates a keyword co-occurrence graph to
luster documents with related keywords to determine event clusters. The authors then proposed an event threading approach
StoryForest) that leveraged community detection to link related event clusters in a tree structured event thread. In contrast to
vent threading (i.e. identifying threads of dependent events), in this paper we identify threads about a particular event that spreads

across multiple documents. However, our proposed approach in this paper is inspired by the components deployed by Nallapati
et al. (2004) such as hierarchical clustering using time decay.

To demonstrate the benefits of our information threading approach, we evaluate it in comparison to the three aforementioned
related families of methods: (1) document clustering (K-Means), which is generally used in TDT approaches to detect broader
events/topics, (2) document threading (k-SDPP) and (3) event extraction (EventX).

3. Proposed approach

In this section, we present our proposed approach, 5W1H-HAC, for identifying coherent threads of information in a large
collection of documents. As discussed in Sections 1 and 2, differently from the related tasks in the literature, the primary focus in
the Information Threading task is to identify chronological and coherent sequences of documents that are about an event, activity
or discussion. Our 5W1H-HAC approach deploys a novel architecture comprising three core components (namely 5W1H Extraction,
HAC and Candidate Selection) that collectively enable effective thread identification in an unsupervised setting. Fig. 2 presents the
components of our 5W1H-HAC approach. As shown in Fig. 2, the inputs to our approach are all of the documents in a collection
as well as the documents’ timestamps, which we process through the following components: (1) 5W1H Extraction, which for each
document, extracts the text segments that answer each of the 5W1H questions, and concatenates the 5W1H answer segments to
form a pseudo-passage that describes the main event that is discussed in the extracted segments of text. (2) HAC, which identifies
candidate threads of documents that are related based on the 5W1H pseudo-passages and the amount of time between the creation
times of the documents. (3) Candidate Selection, where we finally select the candidates as output threads based on thread coherence
and the diversity of information in the thread. In the remainder of this section, we describe in detail these components, namely the
5W1H extraction, the time decay similarity, HAC and the candidate selection components.

3.1. 5W1H extraction

As discussed in Section 1, for each of the documents in the collection, we determine answers to the 5W1H questions (who,
what, when, where, why, and how) that can describe the circumstances of an event/activity/discussion that the document is about.
Fig. 3, shows an example of answers to the 5W1H questions that can represent the subject (who), temporal characteristics (when),
environment (where), cause (why), effect (what) and the method (how). We leverage an existing approach from the literature
(Giveme5W1H by Hamborg et al., 2019) for the automatic extraction of the 5W1H questions’ answers. Giveme5W1H first identifies
candidate text snippets in the documents that represent the action, environment, cause and method of an event. The candidate
snippets are then scored by Giveme5W1H to identify the best snippets that can represent the 5W1H answers.

After extracting the 5W1H questions’ answers, we concatenate the answers to form a pseudo-passage that describes the main
event/activity/discussion in the document (i.e., one pseudo-passage per document). Pseudo-passages are represented as embeddings
in a vector space and are used as input to HAC. In our experiments, we compare two types of representations for the pseudo-passages:
4

(1) classic lexical bag-of-words representations, and (2) transformer-based (Vaswani et al., 2017) contextual embeddings.
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3.2. Capturing time decay-based similarity

We deploy a tailored similarity function (inspired by Nallapati et al. (2004)) to perform HAC that accounts for: (1) content
imilarity between the 5W1H pseudo-passages and, (2) the time difference between the creation times of each of the original
ocuments. The content similarity component determines whether a document pair is related based on the 𝑐𝑜𝑠𝑖𝑛𝑒 similarity between

the 5W1H pseudo-passage vectors, while the time decay component determines the temporal similarity of the documents (such that
a document pair with a larger creation time difference is less similar than a document pair with a smaller time difference). The
combined cosine similarity and time decay-based similarity function is defined as follows:

𝑠𝑖𝑚(𝑑𝑥, 𝑑𝑦) = 𝑐𝑜𝑠(𝑝𝑥, 𝑝𝑦).𝑒
−𝛼

|𝑡𝑥−𝑡𝑦 |
𝑇 (1)

where, 𝑝𝑥 and 𝑝𝑦 are the pseudo-passage vectors of documents 𝑑𝑥 and 𝑑𝑦 respectively, 𝑐𝑜𝑠 is the cosine similarity, 𝑒−𝛼
|𝑡𝑥−𝑡𝑦 |
𝑇 is the

normalised time decay component as defined by Nallapati et al. (2004), where 𝑡𝑥 and 𝑡𝑦 are timestamps of 𝑑𝑥 and 𝑑𝑦, respectively,
is the largest time difference between the document timestamps for all documents in the collection, and 𝛼 is a hyperparameter to

actor time decay.

.3. Hierarchical agglomerative clustering

After extracting the 5W1H questions’ answers and representing them as vectorised pseudo-passages, we identify the candidate
hreads using Hierarchical Agglomerative Clustering (HAC) (Murtagh, 1983). HAC is a widely used text clustering approach that aims
o identify hierarchical clusters in a collection by evaluating the hierarchical links between documents in a dendrogram structure.
ifferently from other popular text clustering methods such as K-Means that simply allocates documents into a fixed number of
isjoint clusters, HAC begins with allocating each document as a single cluster and then sequentially combines similar clusters in
bottom-up approach as it moves up in the hierarchy. We use the pseudo-passage vectors and timestamps of the documents as

nput to HAC. The output from HAC is the clusters (i.e., nodes at a particular hierarchy in the dendrogram) of documents that are
elated based on the documents’ timestamps and the 5W1H pseudo-passages as defined in Eq. (1). We deploy HAC in a complete
inkage setting to leverage the similarity function defined in Eq. (1), i.e., the distance 𝐷 between two clusters, 𝑋&𝑌 , is the maximum
airwise distance between all document pairs of 𝑋&𝑌 , defined as:

𝐷𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒(𝑋, 𝑌 ) = max
𝑥∈𝑋,𝑦∈𝑌

(1 − 𝑠𝑖𝑚(𝑥, 𝑦)) (2)

We evaluate the effectiveness of our proposed setting (i.e., using a time decay-based complete linkage) when deploying HAC for
nformation threading compared to the popular Ward linkage algorithm (Ward, 1963). Ward focuses on minimising the variance
f the clusters being combined by computing the error sum of squares (𝐸𝑆𝑆) of the clusters. The linkage distance 𝐷 in the ward
lgorithm between two clusters, 𝑋&𝑌 , is defined as the increase in 𝐸𝑆𝑆 of the combined cluster 𝑋𝑌 compared to the 𝐸𝑆𝑆 of the
ndividual clusters:

𝐷𝑤𝑎𝑟𝑑 (𝑋, 𝑌 ) = 𝐸𝑆𝑆(𝑋𝑌 ) − (𝐸𝑆𝑆(𝑋) + 𝐸𝑆𝑆(𝑌 )) (3)

e treat each output HAC cluster as a set of documents that are associated with a potential thread. In particular, for each of
he output HAC clusters, we leverage the creation timestamp of documents in a cluster to form a chronological sequence of the
ocuments as a candidate thread. We then select coherent information threads from the pool of candidate threads as described in
he following section.

We argue that hierarchical clustering is well suited for the information threading task, since the dendrogram hierarchies can
aturally represent the following association: documents→ threads (about events) → higher-level topics or subject-domains. In
ddition, the number of clusters (i.e., candidate threads) in information threading is considerably higher than in a general clustering
ask such as identifying topical clusters (e.g. 8 news topics vs 27,681 thread labels for the NewSHead (Gu et al., 2020) articles, which
e describe in Section 4). Therefore, the bottom-up algorithm of HAC for moving up in the dendrogram hierarchies can be stopped
uch earlier in the case of threading after exploring a desired number of clusters. We analyse the efficiency of HAC compared to the
opular K-Means clustering in Section 7.3, where we show that HAC is markedly more efficient than K-Means for the information
hreading task.

.4. Selecting information threads from candidates

After generating the candidate information threads using HAC, we select the candidate threads that are estimated to be the
ost coherent and to provide diverse information about the event/activity/discussion that they discuss. We now discuss the process

f selecting such coherent and diverse information threads in an unsupervised setting. To determine coherence, we use a topic
oherence metric (i.e., the 𝐶𝑉 metric by Röder & Hinneburg, 2015) that is used in the topic-modelling approaches (as surveyed
y Churchill & Singh, 2022; Zhao et al., 2021) to measure the extent to which the generated topics are human interpretable. In
articular, we leverage this definition of coherence from the topic-modelling literature for information threading to determine the
uman interpretability of the generated threads based on whether the documents in the thread discuss the same event. In addition to
oherence, it is also important to measure information diversity so that the candidates that are selected to be threads do not contain
lot of repeated information. For example, news collections that contain articles from multiple news agencies (e.g. NewSHead)
5
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can have duplicate information in multiple articles about the same event, which can be grouped as less informative threads of
repeated information. To measure the information diversity of a thread, we can compute the mean of the KL Divergence (Kullback
& Leibler, 1951) scores when, for each document in a thread, a document is held-out and the KL Divergence is computed between
the probability distributions of the words in the held-out document and the words in the rest of the documents in the thread.
However, the 𝐶𝑉 coherence metric and the held-out KL divergence measure can be expensive to compute on a large collection with

large number of potential threads. Therefore, using a subset of the larger collection, we determine the minimum and maximum
hreshold parameter values for three different measures that we then use as an estimate of the coherence and diversity of a thread.
n particular, we first sample a subset of the documents from the larger collection to form multiple (small) sets of documents, which
e refer to as the validation sets (we provide details about how we sample these sets in Section 4.1). We then deploy HAC on
ach of the validation sets individually and calculate the mean coherence (using 𝐶𝑉 ) and the mean diversity (using the held-out
L divergence) from all of the candidate threads in the validation sets. The mean coherence and mean diversity scores can then
e used to optimise the parameter values of the three measures such that the candidates that have the maximum coherence and
iversity are selected as threads. The three measures that we use to estimate the coherence and diversity of threads, and to finally
elect threads from the larger collection, are as follows:

1. The minimum and maximum acceptable number of documents in a thread T (i.e., the thread length |T|),
2. The minimum and maximum acceptable time period, T𝑠𝑝𝑎𝑛, between the creation dates of the first and last documents in a

candidate thread
3. The minimum and maximum acceptable mean pairwise document cosine similarity, T𝑀𝑃𝐷𝐶𝑆 , of a candidate thread, T,

calculated over all pairs of consecutive documents in the candidate thread, 𝑑𝑥 ∈ T, defined as:

T𝑀𝑃𝐷𝐶𝑆 = 1
|T| − 1

.
|T|−1
∑

𝑥=1
𝑐𝑜𝑠(𝑑𝑥, 𝑑𝑥+1) (4)

We use a multi-objective optimisation to identify the best combination of (minimum and maximum) parameter values for each of
the measures to select the threads that maximise the mean coherence (𝜁 ; computed using 𝐶𝑣), mean diversity (𝛿; computed using the
held-out KL divergence) and the number of selected threads (𝑛) on 𝑆 number of validation sets. In particular, for each parameter
combination, 𝜃, in the set of all parameter combinations, 𝛩, we compute the mean of 𝜁𝜃 , 𝛿𝜃 and 𝑛𝜃 as 𝑥𝜃 = 1

𝑠 ⋅
∑𝑆
𝑖=1 𝑥

𝑖
𝜃 (where

∈ {𝜁, 𝛿, 𝑛}). We then identify the set of non-dominated solutions from 𝛩 (aka Pareto optimal solutions, 𝛩𝑁𝐷𝑆 ⊂ 𝛩) using the
NSGA-II algorithm (Deb, Pratap, Agarwal, & Meyarivan, 2002). We further select the best combination of parameters, 𝜃′ ∈ 𝛩𝑁𝐷𝑆 ,
for which we observe a maximum of the individual standardised1 scores 𝜁 , 𝛿 and 𝑛̂ with a minimum difference between the individual
scores, defined as:

𝜃′ = argmax
𝜃∈𝛩𝑁𝐷𝑆

𝜁𝜃 + 𝛿𝜃 + 𝑛̂𝜃
|𝜁𝜃 − 𝛿𝜃| + |𝜁𝜃 − 𝑛̂𝜃| + |𝛿𝜃 − 𝑛̂𝜃|

(5)

Overall, 𝜃′ is the best estimated combination of the threshold parameters for |T|,T𝑠𝑝𝑎𝑛 and T𝑀𝑃𝐷𝐶𝑆 , which we use when selecting
he final output threads from the candidates (we provide details of the set 𝛩 that we use to identify 𝜃′ for our experiments in
ection 4.3)

When selecting the final threads that are to be output by our 5W1H-HAC information threading approach, we select the threads
hat are within the minimum and maximum acceptable threshold limits of each of the aforementioned measures. For example, if
he threshold limit of the threads’ lengths is [3,10], then a candidate thread T is selected only if, 3 ≤ |T| ≤ 10.

. Experimental setup

We now describe our experimental setup for the offline evaluation (Section 5) as well as for the conducted user study (Section 6).
n particular, we describe: (1) the document collection for evaluating the threading approaches, (2) the baseline approaches that
e evaluate, and (3) the configurations of our proposed 5W1H-HAC approach.

.1. Dataset

There are very limited test collections available for the evaluation of information threads that describe an event, activity or a
iscussion. Moreover, previous related work on document and event threading (e.g. Gillenwater et al., 2012; Nallapati et al., 2004)
ften evaluate their approaches using manual annotations, which are not publicly available. As mentioned in Section 1, the news
omain can be one of the direct applications of information threads. Therefore, for our offline evaluation and our user study we
xperiment with test collections that comprise news articles and labels about the main event/activity/discussion described in the
rticles. In particular, we use the NewSHead (Gu et al., 2020) and the Multi-News (Fabbri et al., 2019) test collections.

1 We standardise the scores by removing the mean and scaling to unit variance.
6
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• NewSHead (Gu et al., 2020): The NewSHead collection contains URLs to 932,571 news articles that were published by various
news agencies between May 2018 and May 2019. We could only crawl a subset of 112,794 news articles from the URLs
specified in the NewSHead collection. We focus our experiments on this subset of available news articles. The NewSHead
collection also contains news story labels, where a story label corresponds to a group of news articles about the same event.
The 112,794 NewSHead articles that are used in our experiments are associated with 95,786 story labels.
The NewSHead articles are often associated with more than one story labels, i.e., the stories can be overlapping sets of articles.
For our evaluation of information threading approaches, we perform a union of such overlapping article sets that are each
corresponding to a story label, and refer to the union sets as the ground truth thread labels. For example, the NewSHead article
shown in Fig. 3 is related to multiple story labels such as ‘‘Elon Musk charged with SEC’’, ‘‘Tesla charged with fraud’’, ‘‘SEC
charges Tesla’’. We combine all the articles that are associated with the three aforementioned example stories into a single
thread ground truth label. Overall, we created 27,681 ground truth thread labels for the NewSHead articles.

• Multi-News (Fabbri et al., 2019): The Multi-News collection contains summaries of 56,216 news events and their correspond-
ing news articles, i.e., multiple news articles associated to an event. We leverage this association of news articles and the events
that the articles describe as ground-truth for the information threading task. However, since Multi-News does not contain the
article creation timestamps (as required by our evaluated methods), we crawl the original articles using the URLs provided
by the authors of the collection. Next, we select the events that are associated to at least three crawled articles with valid
timestamps for evaluating our information threading approach. Overall, we were able to find 32,249 news articles with valid
timestamps, which are associated with 9,378 events (i.e., the ground truth thread labels).

Similarly to Gillenwater et al. (2012), to reduce the time taken to run our experiments, we split the NewSHead collection
uniformly into three groups (37,598 articles each) based on the article creation time, which we refer to as the NewsHead test
sets. We deploy each of the evaluated approaches on the three test sets separately, and report evaluation results for the identified
threads across all the three test sets. In the case of the Multi-News collection, due to the relatively small number of articles (i.e,
32,249) compared to NewSHead, we consider the entire Multi-News collection as a single test set.

We further create three smaller subsets (i.e., the validation sets; 𝑆 = 3) from the test sets for parameter tuning, where articles in
each validation set are associated with 1000 randomly sampled thread labels. Since, we do not use any ground truth thread labels
for parameter tuning, the overlap between the test and validation sets cannot lead to any overfitting.

4.2. Baselines

We evaluate the effectiveness of our proposed 5W1H-HAC information threading approach (c.f. Section 3) compared to the
following three baselines from the literature:

• K-Means (Lloyd, 1982; MacQueen, 1967): The first approach that we compare against is the K-Means document clustering
approach. We perform K-Means clustering on the articles in the three test sets using their TF-IDF vectors projected onto a
200-D dense space by latent semantic analysis (LSA). We use the default scikit-learn (Pedregosa et al., 2011) implementation
for deploying K-Means, TF-IDF vectorisation and LSA. Since, K-Means require a fixed number of clusters, we set the number of
clusters as the total number of thread labels in each of the test sets. Finally, we select the output K-Means candidate clusters
based on the same criteria as described in Section 3.4 (i.e., |T|,T𝑠𝑝𝑎𝑛 and T𝑀𝑃𝐷𝐶𝑆 ).

• k-SDPP (Gillenwater et al., 2012): The second approach that we compare against is the k-SDPP document threading approach.
We use a publicly available implementation of SDPP sampling (Kulesza & Taskar, 2010), and deploy TF-IDF term features to
create the document graph as described in Gillenwater et al. (2012). Since k-SDPP returns threads of a fixed length (i.e., |T|),
we specify |T| = 4 for NewSHead and |T| = 3 for Multi-News based on the mean thread length in each collection, respectively.
Moreover, since k-SDPP samples a small number of threads in a single execution, we deploy k-SDPP for 200 executions with
a sample size of 50 threads on each of the three test sets, e.g., 200 ∗ 50 ∗ 3 = 30,000 candidate threads (i.e., 30, 000 ≈ 27, 681
ground truth threads in NewSHead). We discard any duplicate candidate threads, before evaluating them collectively.

• EventX (Liu et al., 2020): The third approach that we compare against is the EventX event extraction approach, using the
publicly available implementation (Liu et al., 2020). The EventX approach requires the articles and their topics as input.
Therefore, based on the 8 NewSHead topics presented by Gu et al. (2020), we acquire topic labels for the NewSHead and
Multi-News articles using a news topic classifier. In particular, we fine-tune the distilBERT (Sanh, Debut, Chaumond, & Wolf,
2019) model to classify news topics (e.g. Politics or Sports) using the publicly available News Category dataset.2 We use this
distilBERT classifier to infer the topics of the NewSHead and Multi-News articles.

.3. 5W1H-HAC

We now discuss the implementation details of our proposed 5W1H-HAC threading approach along with the different configura-
ions that we evaluate for this proposed approach.

2 News Category Dataset: https://www.kaggle.com/datasets/rmisra/news-category-dataset.
7
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Table 1
Sets used for tuning 5W1H-HAC parameter values.
Parameter Set

𝛼
{

10𝑖 ∀ − 4 ≤ 𝑖 ≤ 4; step = 1
}

𝑥 ≤ |T| ≤ 𝑦 {𝑥, 𝑦} ∈ {{3, 𝑖} ∀ 10 ≤ 𝑖 ≤ 100; step = 10}

𝑥 ≤ T𝑠𝑝𝑎𝑛 ≤ 𝑦
{𝑥, 𝑦} ∈ {{0, 𝑖} ∀ 30 ≤ 𝑖 ≤ 360; step = 30} (NewSHead)
{𝑥, 𝑦} ∈ {{0, 360 ∗ 𝑖} ∀ 𝑖 ∈ {1/12,1/4,1/2, 1, 2, 3, 4, 5}} (Multi-News)

𝑥 ≤ T𝑀𝑃𝐷𝐶𝑆 ≤ 𝑦 {𝑥, 𝑦} ∈ {{0 + 𝑖, 1 − 𝑖} ∀ 0 ≤ 𝑖 ≤ 0.4; step = 0.1}

• 5W1H-Extraction: We use the publicly available implementation of Giveme5W1H (Hamborg et al., 2019) for 5W1H extraction
from the news articles, and concatenate the extracted answers to the 5W1H questions to form a pseudo-passage for each article.
As mentioned in Section 3.1, we compare lexical bag-of-words and contextual embedding representations of the pseudo-
passages. In particular, we evaluate three different representations of the pseudo-passages for generating the threads: (1)
TF-IDF term features (Pedregosa et al., 2011), and two variants of contextual embeddings, namely: (2) all-miniLM-L6-v2 and
(3) all-distilRoBERTa-v1 from the Sentence Transformer Library (Reimers & Gurevych, 2019).

• Hierarchical Agglomerative Clustering (HAC): We deploy HAC using the scikit-learn (Pedregosa et al., 2011) implementa-
tion. Similar to the K-Means baseline, we use the total number of thread labels in each of the test sets as the number of clusters
for HAC.

• Configurations: Based on the different combinations of the pseudo-passage representations, i.e., TF-IDF, miniLM or dis-
tilRoBERTa, and the deployed HAC linkage strategy, i.e., time decay-based complete linkage (TD) or Ward linkage (W)
(c.f. Section 3.3), we denote the different configurations of our proposed approach as 5W1H-HAC-<Linkage>-<Features>
(e.g., 5W1H-HAC-TD-miniLM refers to the time decay-based complete linkage and miniLM representations).

• Parameters: Table 1 presents the sets that we use to tune the parameters specified in Section 3, i.e., the time decay factor (𝛼)
and the threshold limit parameters for the estimated coherence and diversity measures (|T|, T𝑠𝑝𝑎𝑛 and T𝑀𝑃𝐷𝐶𝑆 ). We tune the
parameters for the various 5W1H-HAC configurations based on their average effectiveness on the three validation sets of both
the NewSHead and Multi-News collections. Recall that we tune the parameters without using the ground-truth thread labels,
i.e., we only use the documents in the collection to estimate the best parameters for the proposed approach.

. Offline evaluation

In this section, we present the offline evaluation of our proposed 5W1H-HAC approach in comparison to the document clustering
K-Means), document threading (k-SDPP) and event extraction (EventX) baselines. We first discuss our evaluation metrics in
ection 5.1 before presenting the results in Section 5.2. Our offline evaluation aims to answer the following three research questions:

Q1: Is our proposed 5W1H-HAC information threading approach more effective for generating good quality information threads
than the existing approaches from the literature?

Q2: Are contextual embeddings more effective than TF-IDF vectors for representing the 5W1H pseudo-passages?
Q3: Does deploying our proposed time decay similarity function in our 5W1H-HAC threading approach increase the quality of the

generated threads, compared to the Ward linkage strategy?

.1. Evaluation metrics

Since threads are in general small document clusters, we measure the quality of the threads that are generated by the different
valuated approaches using the following two cluster quality metrics:

• Homogeneity Score (ℎ) (Rosenberg & Hirschberg, 2007), which measures the extent to which the resulting clusters meet the
homogeneity criteria, i.e, whether data points in the clusters are members of a single true class.

• Normalised Mutual Information (NMI) (Cai, He, & Han, 2005), which measures the uncertainty in the model in assigning a
document to a cluster.

Compared to other general cluster quality metrics such as clustering accuracy (Xie, Girshick, & Farhadi, 2016) and pairwise
1 (Nallapati et al., 2004), both ℎ and NMI are computationally inexpensive. Therefore, these metrics are well suited for evaluating
hread quality for large collections such as NewSHead.

As mentioned in Section 4.1, all of the articles in the NewSHead and Multi-News collections have an associated thread ground
ruth label. However, our proposed approach and the baseline approaches do not necessarily select all of the articles to be part
f a generated thread. This results in two possible scenarios for evaluating the effectiveness of the threading approaches. Firstly,
e evaluate the effectiveness of the approaches in terms of ℎ and NMI using only the ground truth labels of the NewSHead and
ulti-News articles that are selected to be part of an information thread (we refer to this scenario as Generated Threads). Secondly,

ince the number of documents identified as part of the threads is an important factor, we evaluate the ℎ and NMI of the approaches
sing the ground truth labels of all of the articles in the NewSHead and Multi-News collections, respectively. This provides a measure
8
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Table 2
Comparative thread quality results (higher scores are better). TD refers to time decay similarity and W to Ward linkage.

Configurations NewSHead Multi-news

Generated threads Overall performance Generated threads Overall performance

h NMI h NMI h NMI h NMI

Ba
se

lin
e K-Means 0.6458 0.7848 0.0001 0.0003 0.7447 0.8537 0.0010 0.0021

k-SDPP 0.8819 0.8962 0.1079 0.1908 0.8911 0.8979 0.1318 0.2273
EventX 0.8241 0.8832 0.1415 0.2405 0.8139 0.8808 0.1326 0.2274

5W
1H

-H
AC

W-TFIDF 0.8366 0.8676 0.5043 0.6286 0.8337 0.8726 0.3903 0.5294
W-miniLM 0.8947 0.9129 0.5937 0.7157 0.8743 0.8989 0.5989 0.7121
W-distilRoBERTa 0.8918 0.9098 0.5812 0.7053 0.8718 0.8963 0.6021 0.7139

TD-TFIDF 0.8508 0.8856 0.5063 0.6369 0.8211 0.8582 0.6215 0.7195
TD-miniLM 0.9144 0.9348 0.6329 0.7537 0.8827 0.9093 0.7165 0.8008
TD-distilRoBERTa 0.9106 0.9318 0.6082 0.7350 0.8803 0.9080 0.7112 0.7978

5.2. Results

We now discuss the results of our offline evaluation. Table 2 presents the results of our experiments to evaluate the quality of the
hreads under the two setups discussed in Section 5.1 (i.e., Generated Threads and Overall Performance), in terms of Homogeneity
ℎ) and Normalised Mutual Information (NMI). As shown in Fig. 4, we also report the number of documents that are identified as
eing part of a thread, the number of generated threads, the mean thread length (|T|), the mean thread time span (T𝑠𝑝𝑎𝑛) and the
ean pairwise document cosine similarity (T𝑀𝑃𝐷𝐶𝑆 ) of the threads.

Firstly, addressing RQ1, we observe from Table 2 that all of the configurations of our proposed 5W1H-HAC approach markedly
utperform K-Means, k-SDPP and EventX under the Overall Performance setup on both the NewsHead and Multi-News collections
e.g., NewSHead; TD-miniLM: 0.7537 NMI vs K-Means: 0.0003 NMI, k-SDPP: 0.1908 NMI & EventX: 0.2405 NMI). Under the
enerated Threads setup, we first observe that the threads generated by K-Means achieve the lowest ℎ and NMI. Moreover, on

the NewSHead collection, all of the 5W1H-HAC configurations, excepting the TFIDF configurations, generate threads that are of
higher quality than those from the k-SDPP and EventX approaches in terms of ℎ and NMI scores. In addition, on the Multi-News
collection, all the time decay (TD) 5W1H-HAC configurations (excepting TFIDF) outperform k-SDPP and EventX in terms of NMI.
However, k-SDPP achieves slightly higher homogeneity (ℎ) than the 5W1H-HAC configurations on Multi-News (e.g. TD-miniLM:
0.8827 NMI vs k-SDPP: 0.8911). Even though the improvements by the 5W1H-HAC approaches under the Generated Threads setup
are comparatively smaller than the improvements under the Overall Performance setup, the number of generated threads (and the
number of documents associated with the threads) is noticeably higher compared to the baseline approaches as shown in Figs. 4(a),
4(b), 4(c) and 4(d). This improvement in the number of generated threads along with the improvement in the quality of the threads
(under both setups), shows that our proposed 5W1H-HAC approach can identify quality threads that comprise a majority of the
documents in the NewSHead collection (collectively on the three test sets specified in Section 4.1) and the Multi-News collection.
Therefore, in response to RQ1, we conclude that our 5W1H-HAC information threading approach is indeed effective since it markedly
improves the number of, and the quality of, the generated threads compared to the document clustering (K-Means), document
threading (k-SDPP) and event extraction (EventX) approaches.

Moving on to RQ2, from Table 2 we observe that all of the configurations of our 5W1H-HAC approach that deploy contextual
embedding representations of the 5W1H pseudo-passages (i.e., miniLM & distilRoBERTa) outperform the configurations that deploys
the TF-IDF representations, in terms of both ℎ and NMI. These improvements with contextual embeddings are consistent when
either the Ward linkage ‘‘W’’ or the time decay-based similarity ‘‘TD’’ are deployed. Therefore, in response to RQ2, we conclude
that leveraging the contextual similarity of the 5W1H pseudo-passages is notably more effective than deploying the classic TF-IDF
representations.

Lastly addressing RQ3, from Table 2 we observe that the time decay-based HAC configuration, TD-miniLM, is the most effective,
under the Overall Performance Setup (e.g. NewSHead: 0.6329 ℎ and 0.7537 NMI). Moreover, we can see from Figs. 4(a) and 4(b),
that 5W1H-HAC-TD-miniLM identifies the highest number of documents that are associated with the threads (i.e., 66.28% and
78.68% of the total NewSHead and Multi-News documents, respectively) with the best ℎ and NMI scores, under the Generated
Threads setup (e.g. NewSHead: 0.9144 & 0.9348). Both the miniLM and distilRoBERTa variants of the ‘‘TD’’ configuration outperform
the respective variants in the ward ‘‘W’’ configuration (e.g., miniLM +6.6% ℎ & +5.3% NMI on the NewSHead collection). In addition,
as shown in Figs. 4(g) and 4(h), the mean time span of threads generated by the ‘‘TD’’ configurations is the closest to true time span
(e.g., NewSHead Ground Truth: 5.76 days vs TD-TFIDF: 2.82 vs TD-miniLM: 2.07 days & TD-distilRoBERTa: 2.11 days) compared
to the ward ‘‘W’’ 5W1H-HAC configurations. Therefore in response in RQ3, we conclude that 5W1H-HAC with a time decay-based
similarity function is more effective than the Ward linkage strategy, and is overall the most effective information threading approach
among those that we have evaluated.

We select the best 5W1H-HAC configuration (i.e., TD-miniLM) for our following user study. Due to the markedly low number of
generated threads by K-Means (e.g., only 5 NewSHead threads, see Fig. 4(c)), we only select the k-SDPP and EventX baselines for
9

our following user study.
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Fig. 4. Comparison of various statistics of information threads that are generated from the evaluated approaches.

6. User study

The offline evaluation in Section 5 was limited to evaluating the effectiveness of a threading approach only in terms of the
documents that the threads contain, compared to the ground truth of the test collection. However, an information thread is not just
a cluster of documents but primarily a coherent chronological sequence of related documents. Therefore, it is essential to evaluate
whether the threads provide meaningful sequences of information about an event/activity/discussion to the human users. In this
section, we conduct a user study to evaluate the effectiveness of our proposed 5W1H-HAC information threading approach, compared
10
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Table 3
Participant groups for the user study based on a balanced Latin square counterbalancing of the pairs
of approaches (right) and the test conditions (left).
Id Method#1 Method#2

A k-SDPP 5w1h-HAC
B 5w1h-HAC k-SDPP
C EventX 5w1h-HAC
D 5w1h-HAC EventX
E k-SDPP EventX
F EventX k-SDPP

Order → 1st 2nd 3rd 4th 5th 6th

Group 1 A B F C E D
Group 2 B C A D F E
Group 3 C D B E A F
Group 4 D E C F B A
Group 5 E F D A C B
Group 6 F A E B D C

to the k-SDPP and EventX approaches from the literature. We selected the 5W1H-HAC-TD-miniLM configuration to evaluate in our
user study since it was found to be the best evaluated configuration in Section 5.2. For the user study, we conduct a pairwise
evaluation of the threads that are generated from the aforementioned three approaches to identify the participants’ preferences in
terms of the coherence, diversity of information, and chronological correctness of the threads, as well as the participants’ overall
preferences. Our user study aims to answer the following research question:

Q4: Do the human users prefer the threads identified by our 5W1H-HAC approach compared to the methods from the literature?

6.1. Experiment design

Our user study follows a within-subject design, i.e., all of the participants were presented with all of the three possible pairs of
hreading approaches: 5W1H-HAC vs EventX, 5W1H-HAC vs k-SDPP, and k-SDPP vs EventX. In particular, the participants were
resented with 6 pairs of threads (two from each of the three pairs of approaches), where both of the threads in a pair describe the
ame event. Table 3 shows the 6 approach-thread pairs. We used balanced Latin square counterbalancing to create a participant
roup respective to each of the approach-thread pairs. For each of the pairs of threads, the participants were asked to select the
hread that they preferred overall based on the sequence of information. Additionally, the participants were asked to rate each of
he threads individually, with respect to: (1) how many articles in the thread belong to the same event, i.e. coherence, (2) how many
rticles in a thread provide diverse information about the same event, i.e. diversity, and (3) how many articles in a thread follow
he correct chronological order as per the true chronology of the information presented in the thread. We captured the participants’
atings of the aforementioned three inputs for each thread on a 4-point likert scale with the following options: (1) None of the
rticles, (2) Some of the articles, (3) Most of the articles and (4) All of the articles. The 4-point likert scale is well-suited as per the
umber of articles we restrict in each sample thread (i.e. 4), as discussed in the next section. To reduce the time and complexity of
eading large articles, we present the participants with only the titles of the articles from the threads.

.2. Selecting pairs of threads

To select the pairs of threads to present to the participants of our user study, we performed a controlled sampling of 6 pairs of
hreads that were generated by the evaluated approaches from the NewSHead collection, i.e. two pairs of threads for each of the
hree pairwise combinations between 5W1H-HAC, k-SDPP and EventX (shown in Table 3). We controlled the number of documents
n each of the sampled threads to be exactly 4 (i.e., |T| = 4) based on the mean thread length in the NewSHead collection. To help
he participants in their comparisons of two different threads in a pair, we selected the pairs where the majority of the documents in
oth the threads discuss the same event. To select such pairs of threads, we leverage the ground truth thread labels that we presented
n Section 4.1. In particular, we used the ground truth thread label that is associated with the majority of documents in a generated
hread as the gold label of the generated thread. From all possible pairs of the generated threads, we then selected the pairs where
ach thread in a pair is associated with the same gold label. To ensure a fair comparison of the threads generated by two different
ethods in a pair, we ranked the selected pairs of threads based on two scores: (1) the mean pairwise document cosine similarity

f a thread, i.e., T𝑀𝑃𝐷𝐶𝑆 (Eq. (4)), and (2) the precision score of a thread T𝑝𝑟𝑒𝑐 , which is the ratio of the number of documents
associated with the gold label 𝑡′ to the total number of documents in the thread T, i.e., T𝑝𝑟𝑒𝑐 = |T𝑡′ |∕|T|. For the aforementioned
cores (𝜓 ∈ {𝑝𝑟𝑒𝑐,𝑀𝑃𝐷𝐶𝑆}), we deploy a gain function 𝜓 that favours the pairs of threads with the higher individual scores and
he lower trade-off between the scores of threads, A&B, in a pair, defined as follows:

AB𝜓 = A𝜓 .B𝜓 − 𝑎𝑏𝑠(A𝜓 − B𝜓 ) (6)

n a set C of all the selected pairs of threads, we sort the pairs of threads first based on 𝑝𝑟𝑒𝑐 and then based on 𝑀𝑃𝐷𝐶𝑆 , to find
he top-n pairs defined as follows:

𝑠𝑎𝑚𝑝𝑙𝑒(C) = argsort
(

−𝑐𝑝𝑟𝑒𝑐 ,−
𝑐
𝑀𝑃𝐷𝐶𝑆 ; 𝑛 = 2

)

(7)
11
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Fig. 5. Pairwise participants’ preferences of the threading methods. Statistically significant (chi-square test, 𝑝 < 0.05) proportions of preferences for the 5W1H-HAC
threads are denoted by ‘‘†’’ & ‘‘‡’’ wrt k-SDPP & EventX, respectively.

Fig. 6. Mean participants’ ratings of the threading methods. Statistically significant (t-Test, 𝑝 < 0.05) improvements in ratings for the 5W1H-HAC threads are
denoted by ‘‘†’’ & ‘‘‡’’ compared to k-SDPP & EventX respectively.

6.3. Participant recruitment

We recruited 63 participants using the MTurk3 crowdsourcing platform. We restricted the participants to be aged 18+ years and
from countries where English is their first language. The 63 participants were assigned uniformly across the 6 participant groups as
shown in Table 3. The participants’ recruitment criteria have been approved by our organisation’s ethical board.

6.4. Evaluation criteria

We evaluate the effectiveness of the three threading approaches (5W1H-HAC, k-SDPP and EventX) based on the participants’
preferences and ratings of the threads generated from each approach. First, we evaluate the proportion of participants that prefer
a threading method in a pair. Since we capture coherence, diversity and chronological correctness of the threads as ratings, we
consider the highest rated thread in a pair as the preferred thread. We use the chi-square goodness-of-fit test to measure statistical
significance for the observed proportion of participants preferring a threading method, and we select 𝑝 < 0.05 as our significance
hreshold. We report the observed power, chi-square (𝜒2) statistics and Cohen’s 𝑤 effect size for the chi-square goodness-of-fit tests.
econd, we evaluate the participants’ ratings of a threading method in a pair, i.e., how good the participants rated a thread from a
hreading method. For each of the three rating criteria (i.e., coherence, diversity and chronological correctness), we compute the
ean of the participants’ ratings of a threading method in a pair. We use paired-samples t-Test to measure statistical significance

etween the mean participants’ ratings of each of the threading methods in a pair. We select 𝑝 < 0.05 as our significance threshold,
nd report the observed power and Cohen’s 𝑑 effect size for the t-Test.

.5. User study results

We now discuss the results of our user study in Section 6. Fig. 5 shows the percentages of the participants’ preferences in the
airwise comparison of the three threading approaches (5W1H-HAC, k-SDPP and EventX). Fig. 6 shows the mean participants’
atings for the threads generated by the three evaluated approaches. In Figs. 5 & 6, statistically significant improvements (𝑝 < 0.05)
ompared to the k-SDPP and EventX are denoted as ‘‘†’’ & ‘‘‡’’, respectively. Table 4 presents the results of the statistical significance

3 https://www.mturk.com/
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Table 4
Participants’ preferences (Chi-square test) and the mean participants’ ratings (t-Test). 𝜒 is the chi-square statistics, df is the degree of freedom, 𝑝 is the significance
and ‘‘bold’’ represents statistical significant result at 𝑝 < 0.05.

Criteria Configuration Chi-Square goodness-of-fit test
(preference)

Paired samples t-Test
(ratings)

𝜒2(df ) Cohen’s 𝑤 𝑝 Power Cohen’s 𝑑 𝑝 Power

Overall
5W1H-HAC vs k-SDPP 𝟖.𝟏𝟐𝟕 (1) 𝟎.𝟐𝟓𝟒 𝟎.𝟎𝟎𝟒 81.36% – – –
5W1H-HAC vs EventX 𝟒𝟏.𝟏𝟒𝟑 (1) 𝟎.𝟓𝟕𝟏 < 𝟎.𝟎𝟎𝟏 100.00% – – –
k-SDPP vs EventX 0.127 (1) 0.032 0.722 6.49% – – –

Coherence
5W1H-HAC vs k-SDPP 𝟏𝟕.𝟕𝟔𝟐 (2) 𝟎.𝟑𝟕𝟓 < 𝟎.𝟎𝟎𝟏 97.25% 𝟎.𝟐𝟔𝟖 𝟎.𝟎𝟎𝟑 84.80%
5W1H-HAC vs EventX 𝟏𝟔.𝟎𝟒𝟖 (2) 𝟎.𝟑𝟓𝟕 < 𝟎.𝟎𝟎𝟏 95.73% 𝟎.𝟐𝟔𝟐 𝟎.𝟎𝟎𝟒 83.10%
k-SDPP vs EventX 2.048 (2) 0.127 0.359 22.86% 0.044 0.620 7.80%

Diversity
5W1H-HAC vs k-SDPP 𝟏𝟏.𝟒𝟕𝟔 (2) 𝟎.𝟑𝟎𝟐 < 𝟎.𝟎𝟎𝟏 86.84% 0.165 0.067 45.00%
5W1H-HAC vs EventX 𝟏𝟖.𝟒𝟕𝟔 (2) 𝟎.𝟑𝟖𝟑 < 𝟎.𝟎𝟎𝟏 𝟗𝟕.𝟕𝟔% 𝟎.𝟑𝟏𝟑 𝟎.𝟎𝟎𝟏 93.60%
k-SDPP vs EventX 6.048 (2) 0.219 0.050 58.73% 0.045 0.615 7.90%

Chronological
Correctness

5W1H-HAC vs k-SDPP 𝟏𝟕.𝟕𝟔𝟐 (2) 𝟎.𝟑𝟕𝟓 < 𝟎.𝟎𝟎𝟏 97.25% 𝟎.𝟐𝟕𝟐 𝟎.𝟎𝟎𝟑 85.70%
5W1H-HAC vs EventX 𝟏𝟒.𝟑𝟑𝟑 (2) 𝟎.𝟑𝟑𝟕 𝟎.𝟎𝟎𝟏 93.34% 𝟎.𝟑𝟎𝟗 𝟎.𝟎𝟎𝟏 93.10%
k-SDPP vs EventX 1.000 (2) 0.089 0.607 13.25% 0.031 0.727 6.40%

tests, i.e., the chi-square goodness-of-fit test and the paired samples t-Test when comparing the participants’ preferences and ratings
respectively.

Firstly evaluating the participants’ preferences, Fig. 5 shows that participants significantly (chi-square test, 𝑝 < 0.05) prefer
he 5W1H-HAC threads compared to the threads from both k-SDPP and EventX across all four of the criteria: overall preference,
oherence, diversity and chronological correctness. We further inspected the participants’ preferences of k-SDPP and EventX. We
bserve that, k-SDPP is preferred over EventX in terms of diversity and chronological correctness, while EventX is preferred in terms
f coherence. We discuss this observation in Section 8. However, as shown in Table 4, the comparisons between preferences for
-SDPP and EventX are not significant. Secondly, we evaluate the mean participants’ ratings. Fig. 6 shows that the participants
rovided higher ratings for the 5W1H-HAC threads compared to both the k-SDPP and EventX threads across all of the three
riteria, i.e., coherence (+10.99% & +11.20%), diversity (+6.84% & +13.79%) and chronological correctness (+12.10% & +13.20%).

According to the paired samples t-Test results in Table 4, the participants rated the 5W1H-HAC threads significantly (𝑝 < 0.05) higher
compared to the EventX threads, in terms of coherence, diversity and chronological correctness. Moreover, compared to the k-SDPP
threads, the participants rated the 5W1H-HAC threads as significantly more coherent and chronologically correct. Furthermore,
comparing the ratings of k-SDPP and EventX, we observe that k-SDPP is rated higher compared to EventX in terms of diversity and
chronological correctness, while EventX is rated higher over k-SDPP in terms of coherence. However from Table 4, we observe that
the differences between the participants’ ratings for k-SDPP and EventX are not significant.

In response to RQ4, we conclude that the threads generated by 5W1H-HAC are indeed significantly (chi-square test, 𝑝 < 0.05)
preferred by the participants, compared to the threads from k-SDPP and EventX. The participants also rated the threads from 5W1H-
HAC significantly higher (t-test, 𝑝 < 0.05) in terms of coherence, diversity and chronological correctness compared to EventX, and
in terms of coherence and chronological correctness compared to k-SDPP.

7. Analysis

In this section, we provide an analysis of our offline evaluation and user study.

7.1. Qualitative analysis

Fig. 7 presents three randomly sampled threads that are generated by our 5W1H-HAC approach (TD-miniLM configuration).
Thread#1 presents three news articles describing the origin, process and outcome of the event Trump’s fight over a closed GM plant.
Thread#2 discusses related news articles that mention the activity stranded aircraft taking off from Iraq. Thread#3 presents the origin
and follow-up stories of a discussion about Hurricane Maria death toll. Even though some of the articles provide repeated information
(e.g., the last two articles in Thread#2 and the first two articles in Thread#3), overall the threads present coherent and chronological
sequences of related information, as per the definition of information threads that we presented in Section 1.

7.2. Role of time decay component

It is also important to analyse the role of the time decay component in improving the quality of the threads, and how to select
the right value for the 𝛼 parameter that factors the time decay component in the HAC similarity function (Eq. (1)). Fig. 8 shows
the effect of the time decay factor 𝛼 on the thread quality metrics (ℎ and NMI) and the similarity scores in HAC. From Fig. 8(a),
we observe that the thread quality scores improve when 𝛼 > 0.1 and peak at 𝛼 = 10 before rapidly declining when 𝛼 > 100. We
investigate this trend of thread quality by analysing the individual cosine (𝑐𝑜𝑠) and time decay (TD) similarity scores along with
the combined 𝑐𝑜𝑠 ∗ TD similarity score from Eq. (1). Recall that, 𝑐𝑜𝑠 is the cosine similarity of the 5W1H pseudo-passages and TD
13
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Fig. 7. Sample threads identified by our 5W1H-HAC approach (TD-miniLM config.) from the NewSHead collection.

Fig. 8. Impact of Time Decay (TD) factor 𝛼 on the thread quality and overall similarity score in HAC. (For interpretation of the references to colour in this
igure legend, the reader is referred to the web version of this article.)

Table 5
Comparison of HAC and K-means for news topic clustering.

Method Run time Cluster quality

Total Average (per split) h NMI

K-Means 54.56 s 18.19 s 0.4404 0.4179
HAC 8 m 53.46 s 2 m 57.82 s 0.3670 0.3677

is the normalised time decay between the original documents (c.f. Section 3.2). Fig. 8(b) shows the mean 𝑐𝑜𝑠 and TD similarity
scores of the document-pairs that have high (≥ 0.6) and low (≤ 0.4) similarity scores, respectively. Fig. 8(c) presents the 𝑐𝑜𝑠 ∗ TD
imilarity scores of the document pairs that have high and low similarity scores based on 𝑐𝑜𝑠 and TD, respectively, i.e., overall four
roups of document pairs that have either (1) high 𝑐𝑜𝑠 and TD, (2) low 𝑐𝑜𝑠 and TD, (3) high 𝑐𝑜𝑠 but low TD, or (4) low 𝑐𝑜𝑠 but
igh TD. For the document-pairs with low 𝑐𝑜𝑠 and high TD (in blue), we observe that the TD component does not increase the
verall similarity score even for higher values of 𝛼. This is an essential property showing that the inclusion of the TD component
oes not favour documents with a small time gap if the content similarity between the documents is low. Most importantly, for the
ocument-pairs with high 𝑐𝑜𝑠 but low 𝑇𝐷 (in orange), for 𝛼 > 0.1, the document-pairs with high 𝑐𝑜𝑠 have low 𝑐𝑜𝑠 ∗ TD similarity
cores. Therefore, from Figs. 8(a) and 8(c), we conclude that the improvements in thread quality are related to the variations in the
imilarity scores caused by the time decay factor 𝛼. Moreover, the decline in thread quality for higher values of 𝛼 (> 100) is related
o the penalisation of the document-pairs with low TD scores as the 𝑐𝑜𝑠 ∗ TD score tends to 0.

Overall, the best values for 𝛼 in this case are observed at 0.1 < 𝛼 ≤ 100 (i.e., 𝛼 ∈ {1, 10, 100}). This is an important analysis to
elect the right time decay factor in unsupervised tasks such as information threading.

.3. Efficiency of HAC for information threading compared to K-means clustering

As briefly discussed in Section 3.3, due to the large number of clusters in the information threading task, we argue that HAC
s a more suitable clustering technique compared to more popular techniques such as K-Means. In this analysis, we compare the
fficiency of HAC compared to K-Means for the information threading task and contrast it with a general news topic clustering task.
ll evaluations in this analysis were performed on an Intel(R) Xeon(R) Gold 6244 CPU @ 3.60 GHz with 64 GB memory, and the

ime taken is reported as an average of 10 runs.
In general clustering tasks where the number of clusters is usually much smaller than the number of items to be clustered, K-

eans is considered as a more efficient algorithm compared to HAC (Shetty & Singh, 2021; Singh & Singh, 2012). We perform news
opic clustering on the NewSHead collection based on the 8 topic clusters presented by Gu et al. (2020). Similar to our information
hreading experiments, we perform news topic clustering separately on the 3 test sets of the NewSHead collection (c.f. Section 4.1).
14
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Fig. 9. Effect of increasing number of clusters on the time taken by the clustering algorithm.

Table 6
Comparison of thread quality and time taken by K-Means clustering and HAC for information threading.

Configurations Run time Generated threads Overall performance

Total Average (per split) h NMI h NMI

K-Means 9 h 21 m 33.89 s 3h 07 m 11.30 s 0.6458 0.7848 0.0001 0.0003
5W1H-KMeans 101 h 12 m 25.67 s 33h 44 m 08.56 s 0.8833 0.9049 0.6476 0.7539
5W1H-HAC-W 16 m 06.60 s 05 m 22.20 s 0.8947 0.9129 0.5937 0.7157
5W1H-HAC-TD 09 m 14.02 s 03 m 04.67 s 0.9144 0.9348 0.6329 0.7537

NMI. From Table 5 we observe that K-Means is more efficient (−89.77% total run time) and more effective (+20.00% homogeneity
and +13.64% NMI) compared to HAC for topic clustering.

However, compared to HAC, the efficiency of K-Means is negatively affected when the number of clusters is increased. We
show this by performing K-Means clustering on randomly initialised isotropic Gaussian blobs with different numbers of centres (𝑘,
i.e., clusters). In particular, we generated isotropic Gaussian blobs with 10,000 data points, and 𝑘 in the range [5, 2000] with unit
standard deviation of the clusters. Fig. 9 shows the effect of increasing the number of clusters on the time taken by K-Means and
HAC. From Fig. 9, we observe that the time taken by K-Means increases linearly with the number of clusters. In contrast, the time
taken by HAC remains comparable across different values of 𝑘. Moreover, the lowest time taken by HAC is for 𝑘 = 1800, which
shows that HAC is more efficient compared to K-Means for a higher number of clusters.

To further investigate the efficiency of HAC and K-Means for the information threading task, we evaluate our proposed threading
approach by replacing HAC with K-Means clustering. Table 6 presents the time taken by our proposed information threading
approach with K-Means and HAC clustering (5W1H-KMeans and 5W1H-HAC). We deploy all the 5W1H configurations with the
miniLM representations of the pseudo-passages. Table 6 also shows the time taken by the K-Means document clustering baseline
that we described in Section 4.2. From Table 6 we observe that HAC based information threading is markedly more efficient than
K-Means based threading (e.g. −99.85% total run time by 5W1H-HAC-TD compared to 5W1H-KMeans). In addition, the quality
of 5W1H-KMeans threads is comparable to 5W1H-HAC threads, where 5W1H-HAC slightly outperforms 5W1H-KMeans under the
Generated Threads setup and slightly underperforms under the Overall Performance setup. Moreover, the proposed 5W1H-HAC
approach is markedly more efficient compared to the K-Means document clustering baseline (−98.36% total run time).

Overall from this analysis, we conclude that, although both HAC and K-Means can be effective for information threading, HAC
is a much more efficient clustering technique for the information threading task compared to K-Means clustering. In particular,
HAC’s bottom-up algorithm is well-suited for the information threading task, where the number of clusters is much higher than
the general topic-based clustering task. Moreover, our proposed configuration for the deployment of HAC for information threading
(i.e., 5W1H-HAC-TD based on complete linkage and TD similarity, c.f. Section 3) is the most effective and efficient (c.f. Table 6).

8. Discussion

In this section, we first discuss our observations from the results of our experiments in Section 8.1. We further discuss the
theoretical and practical implications of our work in Section 8.2.

8.1. Comparison with existing work

We now discuss our observations comparing the findings from our offline evaluation of thread quality (c.f. Section 5), and our user
study of human preferences (c.f. Section 6.5). The offline evaluation showed that our 5W1H-HAC approach can markedly improve
the number of identified threads in a collection (Figs. 4(c) and 4(d)), while maintaining the quality of the identified threads, as
measured by Homogeneity and NMI (Table 2). Moreover, our user study showed that the threads from 5W1H-HAC are preferred by
the users and are rated highest in terms of coherence, diversity and chronological correctness.

As discussed in Section 6.5, EventX was found to be the least preferred approach in our user study. This is consistent with the
quality scores of the threads that we presented under the Generated Thread setup in Section 5.2. However, from Figs. 4(c) and
15
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4(d), we observe that EventX generated more threads than k-SDPP, which improves its Overall Performance compared to k-SDPP.
In Section 6.5, we also found that EventX is preferred to k-SDPP in terms of coherence, but is less preferred to k-SDPP in terms
of diversity and chronological correctness. This variation in preferences for EventX is likely due to EventX being based on event
clustering, which requires the documents in a cluster to discuss a particular event, irrespective of whether the documents provide
repeated or diverse information about the event. Overall, we conclude that, when comparing k-SDPP and EventX, event clustering
(EventX) is potentially effective in identifying a higher number of events in a collection. However, event clustering is not well
suited for information threading, since unlike k-SDPP’s or 5W1H-HAC’s threads, EventX’s event clusters do not necessarily account
for diversity of information about the same event.

In terms of information diversity, as discussed in Section 6.5, we found that the k-SDPP threads are comparable to the
hreads from 5W1H-HAC (Fig. 6(b)). However, as shown in Fig. 4(a), k-SDPP identifies the least number of threads compared
o EventX or 5W1H-HAC. This is expected since k-SDPP aims to identify threads about the most important events in a collection,
o enable users to understand the collection as a whole. Therefore, k-SDPP is not entirely effective for information threading, since
nformation threading aims to identify all possible threads in a collection to enable various information seekers to quickly find
elated information.

.2. Theoretical and practical implications

From the theoretical point of view, previous related studies are primarily focused on identifying threads of specific docu-
ents (e.g. Gillenwater et al., 2012; Shahaf & Guestrin, 2012) or event-based clusters of documents (e.g. Liu et al., 2020; Nallapati

t al., 2004) in a collection. Differently, this paper presents a generalised concept of threading in a document collection to identify
oherent and chronological sequences of documents that describe a particular event, activity or discussion. In addition, the findings
rom our experiments show that 5W1H questions are important features for the effective identification of information threads
hat describe specific events in a document collection. Therefore, this work promotes a new research direction for future work in
everaging 5W1H questions for effective information threading using further sophisticated techniques, for example, network analysis

of the extracted 5W1H questions’ answers from a document collection.
Our work also has practical implications for human users to facilitate the understanding of specific events’ chronology from

multiple documents. In particular, information threads generated by our proposed approach can help human users to quickly make
sense of coherent information about an event from a massive pool of digital documents such as online news articles. Moreover, with
the focus on identifying a maximum number of threads in a collection, our proposed approach can contribute to providing a threaded
structure to unstructured document collections. In addition, we present important discussions for estimating the best parameters of
our proposed approach without the ground truth thread labels, i.e., parameters to determine coherence and information diversity
for candidate thread selection (c.f. Section 3.4) and the time-decay factor (c.f. Section 7.2). These discussions help to enable the
practical application of our work on real-world datasets, where there is no prior-knowledge available about the actual threads.

9. Conclusions

We have proposed a novel unsupervised information threading approach named 5W1H-HAC. Our approach generates coherent
information threads by leveraging hierarchical agglomerative clustering (HAC) based on the temporal relationships and answers to
journalistic 5W1H questions from documents. The information threads that are produced by our approach can help information
seekers to quickly find time-ordered and diverse information about an event, activity or discussion within a large unstructured
collection of documents. Using the NewSHead and Multi-News test collections, we conducted an offline evaluation to evaluate the
quality of the threads that are generated by our 5W1H-HAC approach. We also conducted a user study to evaluate the preferences
of human users in terms of coherence, information diversity, chronological correctness and overall preference for the generated
threads. Our offline evaluation showed that our 5W1H-HAC approach markedly outperforms the K-Means document clustering, the
k-SDPP document threading and the EventX event extraction approaches from the literature, in terms of thread quality. Moreover,
our user study showed that a significant (chi-square goodness-of-fit test, 𝑝 < 0.05) proportion of the study participants, (i.e., users),
preferred the threads that are generated by 5W1H-HAC compared to the threads from k-SDPP and EventX. Furthermore, the user
study participants rated the threads from 5W1H-HAC significantly (paired samples t-test, 𝑝 < 0.05) higher in terms on coherence,
nformation diversity, chronological correctness.

As future work, we plan to investigate hierarchical associations between documents in information threads that can provide a
ierarchical threaded structure to unstructured collections. We also plan to analyse the underlying factors that affect the coherence
f information threads, to develop a more succinct evaluation metric for evaluating the effectiveness of information threading
pproaches.
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