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Background 

In the last few years, a growing and thriving AI ecosystem has emerged 
in Africa. Within this ecosystem, there are local tech spaces as well as 
a number of internationally driven technology hubs and centres estab-
lished by big tech companies such as Twitter, Google, Facebook, Alibaba 
Group, Huawei, Amazon and Microsoft have significantly increased the 
development and deployment of AI systems in Africa. While these tech 
spaces and hubs are focused on using AI to meet local challenges (e.g. 
poverty, illiteracy, famine, corruption, environmental disasters, terrorism 
and health crisis), the ethical, legal and socio-cultural implications of AI 
in Africa have largely been ignored. To ensure that Africans benefit from
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the attendant gains of AI, ethical, legal and socio-cultural impacts of AI 
need to be robustly considered and mitigated. 

On the global level, a number of national, regional and interna-
tional bodies, think-tanks, research institutions and private companies 
have developed or are in the process of developing ethical principles 
and guidelines for AI (Jobin et al., 2019; Ulnicane et al., 2021). 
These emerging principles such as transparency, justice and fairness, 
non-maleficence, responsibility and privacy that shape global AI ethics 
discourse are informed by ethical perspectives and traditions from Western 
Europe, North America and East Asia (Gupta and Heath, 2020). Ethical 
narratives, perceptions and principles from the Global South, particu-
larly Africa, are glaringly missing from the global discussion of AI ethics. 
There is a general belief that socio-cultural and political contexts shape 
expectations of AI and the challenges and risks it poses. It is there-
fore safe to assume as Hargety and Rubinov (2019) suggested that AI 
ethics concepts such as ‘bias’, ‘human rights’, ‘privacy’, ‘justice’, ‘sol-
idarity’, ‘trust’, ‘transparency’, ‘openness’ and ‘fairness’ mean different 
things to different people. The meaning and scope of these concepts 
emerge from cultural contexts in which they are discussed. Citing the 
example of Nordic AI policies, Robinson (2020) notes the fundamental 
influence cultural values have on the way these concepts are conceptu-
alised in national and regional policies. As he pointed out, cultural values 
contribute to value-laden technology policies in a way that can address 
societal concerns and interests that are different in different places. This 
is at the heart of responsible AI—the idea of developing AI systems that 
will not only be compliant to laws (including human rights provisions) but 
that are socially/culturally sensitive and acceptable as well as be ethically 
responsible. 

Indeed, embedding cultural values and beliefs into the development 
and implementation of AI policies and strategies is an imperative for 
both AI developers and policymakers. People’s contextual understanding 
of reality must be represented in the design and implementation of the 
technology to improve acceptability. AI development and use in Africa 
needs to be sensitive to African cultural values, beliefs and ethical prin-
ciples which are currently lacking in the global discussion on AI ethics 
and guidelines. As AI continues to grow in Africa, there is a risk of alien-
ating those for whom these services are meant for, if principles and values 
from the Global North are imposed on them. Whereas African societies 
cannot be described as monolithic, African people share common values
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steeped in rich ethical traditions, described differently yet similar in many 
communities, that can shape AI development and governance. 

To contribute to this discussion, this book presents cutting-edge 
research and insights on the current challenges and prospects of devel-
oping a Responsible AI in Africa from both African and world-leading 
scholars in AI ethics. The contributions evaluate the importance of 
contextual values and principles on the development of effective AI 
and its ethics, governance and strategy for Africa. The book offers 
a much-needed African AI narrative that is missing in the global AI 
ethics and governance discourse. It contains original contributions on the 
current-state-of-the-art, challenges, prospects, the meaning and scope of 
Responsible AI in Africa. The book succeeds in advancing our under-
standing of some specific challenges and concerns AI raises in Africa and 
provides insights on the African ethical foundations that can help in miti-
gating specific AI concerns in Africa as well as ensure that AI is developed 
to meet societal hopes, expectations and needs. 

AI in Africa 

As noted by Schwab (2016), AI is a significant component of the fourth 
industrial revolution that will lead to fundamental changes in the way we 
live, work and relate to one another. PricewaterhouseCoopers AI sizing 
the price report estimates that by 2030, AI technologies could increase 
the global economy by $15.7 trillion (14%), with increased productivity 
level of about $6.6 trillion and consumption side-effects of $9.1 tril-
lion (PricewaterhouseCoopers, 2017). This PWC report also showed that 
although AI is at its early development, the AI market in Europe, North 
America and China is more advanced than other regions. To put this into 
proper perspective, the financial gains for the markets in Africa, Oceania 
and low-income Asian markets are estimated to be around $1.2 trillion 
while China is about $7.0 trillion, $3.7 trillion for North America and 
$1.8 trillion for Northern Europe. These figures indicate that in Africa, 
AI development and deployment are still at its early stages and face a 
number of challenges towards being a transformative force in society. 

However, the nature of AI promises to bring about fundamentally 
socio-cultural changes in Africa including in areas such as political activ-
ities, poverty, environmental sustainability, transportation, agriculture, 
health care, education, financial transactions and religious and tradi-
tional belief systems. Many of these AI systems are no longer described
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as dreams but are becoming a reality in Africa but mainly driven by 
companies with roots in the Global North. In addition to the big tech-
nology companies establishing operations in Africa, home grown experts 
are increasingly establishing technology spaces similar to the US Silicon 
Valley and Silicon Wadi in Israel. Most of these tech spaces are aptly 
named as ‘Silicon Savannah’ in Kenya, ‘Sheba Valley’ in Ethiopia and 
‘Yabacon Valley’ in Nigeria. These tech spaces and many African networks 
(such as DeepLearning Indaba, Responsible AI network—Africa), local 
AI start-ups and local stakeholders (including centres of higher educa-
tion, governments and broader AI community) are fostering a growing 
ecosystem aimed at developing AI systems that are sensitive to African 
interests, concerns and culture. 

Therefore, AI as a tool or system that performs a specific intelli-
gent task (or otherwise known as artificial narrow intelligence—ANI) is 
growing and thriving in Africa. However, despite the great benefits these 
AI systems promise for Africa, there is an appreciation that it is critical 
to ensure the values and needs of Africa are considered in the design 
and implementation of these systems. There are also substantial socio-
cultural and organisational challenges that undermine the adoption and 
implementation of AI across the continent. This includes lack of digital 
infrastructure, education, inadequate data, public policies and funding 
(Kiemde and Kora, 2021, 2020). Thus, for Africa to begin to capitalise on 
the opportunities of AI, there needs to be cooperation between African 
stakeholders as well as the establishment of an enabling environment 
for AI to thrive. This includes structural reform to support innovation, 
development of effective policies and regulations for digital growth. 

Responsible AI 

Responsibility denotes accountability and having control and authority 
for or over something. It is an important aspect that needs to be taken 
seriously in any technology design, development, implementation and 
eventual main-stream buy-in. As such, adoption, adaptation, access and 
use should also be accounted for in Responsible AI. To this end, there 
ought to be responsibility in AI, more so when it comes to how it 
is contextualised and applied in an African context. As such, the ques-
tion needs to be asked with respect to what Responsible AI means in 
the Global South, with particular respect to the African context. This is 
especially in the light of the fact that as is known, AI, like many other



INTRODUCING RESPONSIBLE AI IN AFRICA 5

technologies, is a western import, designed and developed with mainly 
western values, yet the technology is expected to be adopted and used 
in much similar ways as in the Global North. This is despite research 
showing that AI is not neutral, therefore suggesting that use as well as 
social and ethical considerations will differ depending on geographical 
locale, cultural, social and political norms as well as economic standing. 
Because technologies like AI bring about their own challenges that call for 
a considerable amount of responsibility, it becomes imperative to under-
stand how Africa is addressing the social and ethical challenges that are 
brought to light due to the application of AI or the desire to apply AI. 
To this end, it becomes necessary to understand what Responsible AI 
means for Africa and how is this considered within the context of ethical 
challenges that result from its potential adoption and use or is Respon-
sible AI considered at all? In the first instance, Wakunuma et al., (2021) 
call for the reconceptualisation of the notion of responsible innovation 
which covers terms like Responsible AI because they have been devel-
oped in the Global North with little reference to what these may mean 
in the Global South. The authors argue that RI should take into account 
diverse RI practices that may be dependent on community initiatives as 
well as indigenous knowledge and cultural values. In much similar terms, 
Carman and Rosman (2021) posit that AI and therefore its ethical consid-
erations should be compatible with the societal values within which they 
operate from. This is a clear recognition of the fact that as societal value 
systems differ, so too will the ethical concerns and solutions thereof that 
may pertain to different societies. 

However, solutions to ethical concerns will be challenging to come by 
if as Gwagwa et al. (2021) have noted that Africa still scores very lowly in 
its AI readiness and will therefore need to depend on continued support 
from international partners and technology firms. This dependency does 
not foster confidence in finding ethical solutions when technology acces-
sibility and implementation are premised on support from others. The 
dependency can lead to challenges in developing appropriate policies that 
should speak to Responsible African AI rather than risk the embedding of 
values developed by the very international technology firms that Africa 
depends on. Perhaps that is why there are very few African countries 
with AI policies that robustly address ethical concerns. Further, the fact 
that there are few African AI experts on the international AI stage also 
shows a shortage of AI skills—a lack of diversity among those with skills 
and a lack of financial resources which are much needed to accelerate
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the development of AI which does not help with a robust understanding 
and awareness of ethical concerns of AI that can enable responsible AI in 
Africa. 

Global AI Ethics: African Perspectives 

In their comprehensive and robust review of 84 guidelines on Ethical 
AI published around the world, Jobin et al., (2019) identified 11 
overarching ethical principles: transparency, justice and fairness, non-
maleficence, responsibility, privacy, beneficence, freedom and autonomy, 
trust, sustainability, dignity and solidarity. However, the authors admitted 
that a further thematic analysis revealed ‘‘significant semantic and concep-
tual divergences in both how the eleven ethical principles are interpreted 
and the specific recommendations or areas of concern derived from each’’ 
(Ibid, p. 7). It is important to note that none of the guidelines reviewed 
was developed in or for African contexts. This points to the fact that 
the global AI ethics debate is being shaped without Africa in mind. 
The underlying moral traditions behind the ethical principles shaping 
this debate therefore emerge from non-African contexts, while the AI 
applications and tools will potentially be used in African contexts. Since 
Africa does not lack moral traditions or ethical principles worthy of 
being considered in the global AI ethics debate, the continued global 
discourse on Responsible or Ethical AI without perspectives from Africa 
amounts to epistemic injustice. Epistemic injustice is a concept that defines 
unfairly discriminating against one’s capacity as a knower (Byskov, 2021). 
Africa has well-established philosophical and cultural traditions that can 
provide unique perspectives on identified ethical principles for the design, 
development and application of AI. 

While the rationale behind the lack of African perspectives in the global 
AI ethics debate is not the focus here, this book serves as a counter to 
this epistemic injustice and makes a case for why and how African voices, 
ethics, interests, visions, concerns, expectations and fears should become 
part of the increasing global discussion on Responsible AI. For AI to 
be sensitive to African socio-cultural contexts, it is important to consider 
African perspectives. AI systems are designed to solve problems within 
contexts. The values, interests and moral traditions of these contexts need 
to be factored into the design and deployment of any AI technology. 
Therefore, global Responsible AI frameworks that can make AI align with
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diverse societal needs, concerns and interests are needed. African perspec-
tives are and should be critical components of these frameworks. There 
are two major implications of this. First, it will mean the development 
of AI applications that respond to African needs, expectations, interests, 
values and beliefs. Second, it will contribute to epistemic justice in the 
global AI ethics discourse. 

Structure of Volume 

In eight main chapters, this book explores the concept of Responsible 
AI in Africa. In this introductory chapter, the editors introduce the 
concept of Responsible AI in the African context. It highlights the lack 
of Africa contexts, voices, interests and values in the global discussion of 
AI ethics and calls for the reconsideration of the Responsible AI land-
scape. Following this, Ruttkamp-Bloem starts the book off by making a 
case for actionable AI ethics in Africa that is driven by dynamic and epis-
temic just ethical systems. She focuses on the AI ethics policy environment 
in Africa and concludes that the fast-changing nature of AI technology 
requires a dynamic AI ethics policy ecosystem characterised by engage-
ment with diverse stakeholders from different backgrounds, interests 
and values. This contribution highlights the importance of considering 
African contexts and values (particularly the communitarian concepts of 
personhood and interconnectedness within a community) in developing 
actionable AI ethics that ensures trust, social acceptability and cultural 
sensitivity. It suggests that culture should be the global calculus for AI 
ethics with regard to being the source for AI ethics and translating into 
more relatable contexts for communities. 

Responsible AI is, however, necessitated by identifiable challenges 
to AI design and implementation. These challenges differ in different 
contexts and disciplines. In the third chapter, Okolo et al. highlight the 
challenges and opportunities AI presents to Africa. Their contribution 
provides detailed information on principles of Responsible AI and empir-
ically sound evidence of the landscape of AI in Africa. This chapter also 
raises concern regarding the increasingly aggressive presence of big tech 
companies in Africa, particularly Chinese companies, which touches on 
the power imbalance in the AI ecosystem between the Global North 
and the Global South. It also provides recommendations for improving 
responsible AI in Africa.
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Chapter four focuses on identification of specific ethical perspectives 
around the possible deployment of an AI system in Kenya, Africa. Kwanya 
perspectives on ethical concerns related to possible integration of co-bots 
in workplaces. This chapter explored the perceptions of data scientists in 
Kenya on ethical issues that can affect the acceptability of co-bots in work-
places. Kwanya’s contribution highlights specific socio-cultural concerns, 
fears and expectations of AI in African societal contexts albeit in Kenya. 

In chapter five, Abejide Ade-Ibijola and Chinedu Okonkwo unpack 
the emerging challenges facing the design and adoption of AI in Africa. 
The design and adoption of AI face a number of challenges in Africa 
due to our unique political and socio-cultural contexts. Their contribu-
tion not only highlights challenges to widespread design and adoption 
of AI in Africa such as lack of structured data ecosystem, skills acqui-
sition, relevant policies and ethics, insufficient infrastructure, it provides 
recommendations for addressing these challenges. 

Chapter six touches on the issues of AI and gender. Borokini et al. 
present critical perspectives on the use of gendered chatbots in commer-
cial banks in Nigeria. Through an analysis of identifiable features of 
chatbots used by financial institutions in Nigeria, the chapter shows that 
the majority of available conversational agents are gendered to appear 
female. The anthropomorphic project of human features/characteristics 
on these AI applications reinforce gender stereotypes with critical implica-
tions for human behaviour. The authors also point out that the increasing 
use of chatbots raises crucial concerns not only related to gender equality 
and possible biases against women, but also to the future of work in 
a society where the unemployment rate is high. Most importantly, this 
chapter provides recommendations for AI designers on how chatbots can 
be designed in a way to subvert stereotypes and for policymakers on how 
to develop policies for gender-inclusive AI designs in Nigeria in particular 
and African in general. 

In Chapter seven, Stahl et al. present AI policy as a response to the 
need for AI Ethics in Africa. Their contribution is based on the anal-
ysis of AI strategies and initiatives available in North Africa. The authors 
explored how ethical issues are framed and addressed in North African 
AI strategies. This chapter also highlights the gaps and opportunities 
in connection with the current AI strategy landscape and suggests how 
AI policies in Africa should address ethical issues in line with African 
socio-cultural values.
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Further to this, Eke et al., provide critical perspectives on how the 
future of Responsible AI in Africa can be shaped. This chapter previews 
the current and future landscape of AI design and deployment in Africa 
and highlights the unfair neglect of African socio-cultural contexts in 
the global AI ethics discourse despite the concerns AI raises in African 
contexts. To achieve a globally just, fair and transparent AI therefore, the 
authors identified the need to integrate African contexts, interests, values, 
fears, hopes, expectations and aspirations into AI. They went further to 
map out what Africans need to do to achieve Responsible AI within and 
outside of Africa. 

Finally, Virginia Dignum discusses the rationale, the scope, nature and 
limitations of current global efforts in Responsible AI and governance. 
The chapter begins with a reasoned conceptual clarification and demysti-
fication of AI following the well-documented hype that surrounds it. It 
provides insights into the lessons Responsible AI in Africa can learn from 
various national and regional AI governance initiatives. Most importantly, 
Dignum suggests that Responsible AI can benefit from social perspectives 
embedded in African philosophies such as Ubuntu philosophy. In her 
words, these social perspectives can ‘‘complement the currently predom-
inant individualistic view of AI systems, to one that acknowledges and 
incorporates the collective, societal’’. 

Conclusion 

Overall, this book highlights the need for increased discussion and appli-
cation of African contextual narratives, especially ethics, into AI. It serves 
as a call for local and international AI stakeholders and professionals to 
be aware of African narratives and to consider them in the design, devel-
opment and deployment of the AI applications in Africa. African moral 
traditions can inform decision-making in AI applications (especially the 
ones deployed in Africa). To achieve fair, just and transparent AI, it is 
high time these moral traditions and contexts were considered in the 
global AI ethics discourse. Ethical AI cannot be achieved in Africa and 
around the world without consideration of African socio-cultural and 
ethical contexts or the inclusion of African voices into the global Respon-
sible AI discourse. Failing to consider African contexts and narratives will 
only lead to ineffective or misguided applications that will neither benefit 
African societies nor promote human flourishing in Africa. This book, 
therefore, introduces responsible AI in Africa discourse in a way that will
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facilitate culturally sensitive and inclusive AI systems that can improve 
rather than worsening African societal situations. 

References 

Byskov, M.F., 2021. What Makes Epistemic Injustice an “Injustice”? J. Soc. 
Philos. 52, 114–131.https://doi.org/10.1111/josp.12348 

Carman, M., Rosman, B., 2021. Applying a principle of explicability to AI 
research in Africa: should we do it? Ethics Inf. Technol. 23, 107–117. 

Gupta, A., Heath, V., 2020. AI ethics groups are repeating one of society’s 
classic mistakes. MIT Technol. Rev. URL https://www.technologyreview. 
com/2020/09/14/1008323/ai-ethics-representation-artificial-intelligence-
opinion/ (accessed 6.29.21). 

Gwagwa, A., Kachidza, P., Siminyu, K., Smith, M., 2021. Responsible artificial 
intelligence in Sub-Saharan Africa: landscape and general state of play. 

Hagerty, A., & Rubinov, I. (2019). Global AI ethics: A review of the 
social impacts and ethical implications of artificial intelligence. ArXiv Prepr. 
ArXiv190707892. 

Jobin, A., Ienca, M., Vayena, E., 2019. The global landscape of AI ethics guide-
lines. Nat. Mach. Intell. 1, 389–399.https://doi.org/10.1038/s42256-019-
0088-2 

Kiemde, S.M.A., Kora, A.D., 2021. Towards an ethics of AI in Africa: rule of 
education. AI Ethics.https://doi.org/10.1007/s43681-021-00106-8 

Kiemde, S. M. A., & Kora, A. D. (2020). The challenges facing the development 
of AI in Africa. In 2020 IEEE International Conference on Advent Trends in 
Multidisciplinary Research and Innovation (ICATMRI), pp. 1–6. IEEE. 

PricewaterhouseCoopers. (2017). PwC’s Global Artificial Intelligence Study: 
Sizing the prize [WWW Document]. PwC. URL https://www.pwc.com/gx/ 
en/issues/data-and-analytics/publications/artificial-intelligence-study.html 
(accessed 2.25.22). 

Robinson, S.C., 2020. Trust, transparency, and openness: How inclusion of 
cultural values shapes Nordic national public policy strategies for artificial 
intelligence (AI). Technol. Soc. 63, 101421. https://doi.org/10.1016/j.tec 
hsoc.2020.101421 

Schwab, K. (2016). The fourth industrial revolution: What it means, how 
to respond. World Econ. Forum. https://www.weforum.org/agenda/2016/ 
01/the-fourth-industrial-revolution-what-it-means-and-how-to-respond/ 

Ulnicane, I., Eke, D.O., Knight, W., Ogoh, G., Stahl, B.C., 2021. Good gover-
nance as a response to discontents? Déjà vu, or lessons for AI from other 
emerging technologies. Interdiscip. Sci. Rev. 46, 71–93.https://doi.org/10. 
1080/03080188.2020.1840220

https://doi.org/10.1111/josp.12348
https://www.technologyreview.com/2020/09/14/1008323/ai-ethics-representation-artificial-intelligence-opinion/
https://www.technologyreview.com/2020/09/14/1008323/ai-ethics-representation-artificial-intelligence-opinion/
https://www.technologyreview.com/2020/09/14/1008323/ai-ethics-representation-artificial-intelligence-opinion/
https://doi.org/10.1038/s42256-019-0088-2
https://doi.org/10.1038/s42256-019-0088-2
https://doi.org/10.1007/s43681-021-00106-8
https://www.pwc.com/gx/en/issues/data-and-analytics/publications/artificial-intelligence-study.html
https://www.pwc.com/gx/en/issues/data-and-analytics/publications/artificial-intelligence-study.html
https://doi.org/10.1016/j.techsoc.2020.101421
https://doi.org/10.1016/j.techsoc.2020.101421
https://www.weforum.org/agenda/2016/01/the-fourth-industrial-revolution-what-it-means-and-how-to-respond/
https://www.weforum.org/agenda/2016/01/the-fourth-industrial-revolution-what-it-means-and-how-to-respond/
https://doi.org/10.1080/03080188.2020.1840220
https://doi.org/10.1080/03080188.2020.1840220


INTRODUCING RESPONSIBLE AI IN AFRICA 11

Wakunuma, K., Castro, F. de, Jiya, T., Inigo, E.A., Blok, V., Bryce, V., 2021. 
Reconceptualising responsible research and innovation from a Global South 
perspective. J. Responsible Innov. 8, 267–291. 

Open Access This chapter is licensed under the terms of the Creative Commons 
Attribution 4.0 International License (http://creativecommons.org/licenses/ 
by/4.0/), which permits use, sharing, adaptation, distribution and reproduction 
in any medium or format, as long as you give appropriate credit to the original 
author(s) and the source, provide a link to the Creative Commons license and 
indicate if changes were made. 

The images or other third party material in this chapter are included in the 
chapter’s Creative Commons license, unless indicated otherwise in a credit line 
to the material. If material is not included in the chapter’s Creative Commons 
license and your intended use is not permitted by statutory regulation or exceeds 
the permitted use, you will need to obtain permission directly from the copyright 
holder.

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

	Introducing Responsible AI in Africa
	Background
	AI in Africa
	Responsible AI
	Global AI Ethics: African Perspectives
	Structure of Volume
	Conclusion
	References




