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Introduction 

In recent years, information processing and decision making in human-computer interac-

tion have received a great deal of attention. Intelligent information technologies, especially 

human-computer interaction systems, have developed considerably. The effectiveness of these 

systems depends to a large extent on the quality of recognition of the information coming 

from the users of the automated systems and the purposefulness of the human influence on the 

object of study. Since 1985, Professor Minsky of MIT [1] discussed the "emotional problem 
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of artificial intelligence". The problem of artificial intelligence emotion has become one of the 

main research areas in artificial intelligence technology. The main problem of research on 

how to make computers have higher and more comprehensive intelligence is how to make 

computers have the ability to understand, recognize, and generate various emotional charac-

teristics similar to human beings. With the discovery of research, it is only possible to achieve 

the purpose of conversational interaction between the computer and the user if most of the 

features of the speech stream generated during human-computer interaction are taken into 

account. In speech contains not only phonetic information, but also emotional information. 

For example, Russian contains about 40% of words with emotional overtones. In addition, 

emotions are encoded by certain acoustic parameters in the speech signal. Understanding the-

se features of the acoustic coding of emotions makes it possible to understand the underlying 

mechanisms of emotion perception and expression. 

Experts studying the problem of identifying emotions through acoustic features of speech 

have found that a speaker's emotional state is naturally reflected in the acoustic features of his 

speech and voice, which in turn are the objective basis for the listener's fully subjective per-

ception of the speaker. 

Despite all this work, some issues remain unresolved, especially those related to the level 

of accuracy of human recognition of basic emotions based on acoustic parameters of speech. 

It has been demonstrated that the emotional information conveyed is conveyed by intonation 

features, but the question of how these features enable the recognition of emotional expres-

sions in human speech is still not well understood. Addressing this issue is of great im-

portance because it allows us to separate the semantic and intonational components of speech 

information. Therefore, this paper does a study on how to recognize emotional information in 

speech. 

1. Feature Extraction 

In the research of speech emotion recognition, the selection of speech emotion features is 

always a crucial part. According to the current research status and the comparison of the ad-

vantages and disadvantages of the effect, the MFCC feature is more direct to the representa-

tion of speech emotion, and it performs well in the field of speech emotion recognition. How-

ever, there are two types of 13-dimensional Mel-frequency cepstral coefficients and 39-

dimensional Mel-frequency cepstral coefficients that have good performance in the recogni-

tion effect. Therefore, the main research content of this chapter is to build a VGG-like one-

dimensional convolutional neural network to conduct speech emotion analysis on the 13-

dimensional Mel frequency cepstral coefficients and the 39-dimensional Mel frequency 

cepstral coefficients extracted from the speech signal respectively. Identify the experiments, 

compare the performance differences between the two, and analyze the experimental results. 

Then, the speech features with better performance among the two are selected as the features 

of subsequent experiments. 

1.1. Mel Frequency Cepstral Coefficients (MFCC) 

MFCC is a feature that accurately describes the variation of vocal tract deformation in 

the short-term power spectrum of speech. It is a feature that is more suitable for the human 

hearing mode, because the human ear has a certain difference in the auditory inspiration in 

sensing sound waves of different frequencies, and the MFCC has a linear change in the loga-

rithmic energy spectrum of the nonlinear Mel scale. The characteristics are closer to the hu-

man auditory system than the spectrum, so MFCC can better characterize the sound signal 

from multiple angles. 

1.2. Feature extration 

The MFCC feature is the cepstral data obtained by performing a series of calculations 

under the Mel scale after a series of processing of the speech signal. The extraction process is: 
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pre-emphasis, framing, windowing, fast Fourier transform, Mel filtering, logarithmic opera-

tion, discrete cosine transform, and finally the MFCC feature is obtained. 

Among them, pre-emphasis, framing and windowing have been described in detail 

above, and the subsequent steps are mainly described in this chapter. 

After the speech signal is preprocessed, because the characteristics of the time domain 

are not obvious, the speech signal is converted from the time domain to the frequency domain 

signal through the fast Fourier transform. Compared with the time domain features, the fre-

quency domain signal is more star-like, and its energy distribution can be observed through 

the energy spectrum, and the power spectrum after the frequency domain is modulo squared 

can be effectively analyzed. Therefore, many researchers also use the spectrogram as one of 

the research characteristics. The function expression for conversion is (1): 
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Mel filtering and the acoustic frequency (f) of the human ear exhibit a nonlinear relation-

ship, which can be approximated by (2): 
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According to the characteristics of the human ear to the speech signal, when extracting 

features, the low-frequency part should be denser, and the high-frequency part should be rela-

tively sparse. Mel filtering is implemented by triangular filtering. The energy spectrum after 

passing the FFT is sent to a Mel-scale triangular filter bank (generally consists of 26 triangu-

lar filters), as shown in Fig. 1. 

 

Fig. 1. Schematic of a triangular filter bank 

The triangular filter expression is as follows: 
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A triangular filter will smooth out the frequencies, making the original formants more 

pronounced. Therefore, the triangular filter will reduce the interference of the pitch level on 

the emotional characteristics of the MFCC, and avoid the objective influence of the pitch on 

the emotion. 

After the smoothing of the triangular filter, the logarithmic calculation of the result of 

each filter is required, and the logarithmic energy can be obtained from the formula (4): 
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After the logarithmic energy is obtained, a discrete cosine transform can be performed to 

obtain the MFCC, the formula is as (5): 
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M is the number of triangular filters, and L is the order of Mel cepstral coefficients. 

In general, L is usually 12, but in order to ensure data integrity, a frame of logarithmic 

energy spectrum and a 12-dimensional MFCC will be spliced to obtain a 13-dimensional 

MFCC. 

The 12-dimensional and 13-dimensional MFCC features obtained above are only the 

static features of the original voice signal, and the differential spectrum obtained by the low-

dimensional MFCC through differential can describe the corresponding dynamic features of 

the voice signal. Therefore, high-dimensional MFCC features (including first-order and se-

cond-order differences) are generated, and the difference parameter extraction formula is 

shown in (6): 
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1.3. Pre-experimental model 

Convolutional Neural Network (CNN) is a kind of feedforward neural network with deep 

structure that includes convolutional computation and is one of the representative algorithms 

of deep learning [2]. Convolutional neural network can perform shift-invariant classification 

of input information according to its hierarchical structure [3], so it is also called "Shift-

Invariant Artificial Neural Networks". According to the characteristics of CNN, it is often 

used for further feature extraction and representation, in order to better complete the training 

of deep learning. 

MFCC is most commonly used as a feature for speech emotion recognition is 13 and 39 

dimensional two, in order to choose the most suitable feature in speech emotion recognition. 

In this study, I used a more basic VGG-like CNN network model for the experiment. And the 

experimental results are compared. 

The schematic diagram of the CNN network structure with VGG-like structure used in 

this experiment is shown in Fig. 2. 
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Fig. 2. CNN model 

The ConvBlock in Fig. 2 is a convolution block, and its composition is shown in Fig. 3. 

 

Fig. 3. ConvBlock 

Since the processing of speech is carried out according to the frame, the corresponding 

feature vector can be obtained after each frame is processed. Assuming that a piece of speech 

has N frames, after processing this piece of speech, an MFCC feature matrix with M rows and 

N columns can be obtained (M represents the feature dimension, and N represents the number 

of frames). Therefore, in this CNN model, a 1-dimensional convolution Conv1D layer is used, 

the activation function is ReLu, and the pooling layer is MaxPooling1D. The construction of a 

simple speech emotion recognition network is realized through the CNN network similar to 

VGG structure. A comparison experiment of speech emotion recognition is carried out on the 

13-dimensional MFCC and the 39-dimensional MFCC. 

In this experiment, the dataset is selected as the SAVEE sentiment dataset. The selected 

data set is randomly divided into training set and test set according to the ratio of 8:2, and 

cross-validation is performed. 
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The data for the network model are shown in Tab. 1. 

Table 1 

Network parameters 

Item Parameters 

Conv1D Layer Filters =256, kernel_size=5 

Activation Function ReLu 

Maxpooling1D 4 

Dropout 0.25 

ConvBlock1 Filters=256,kernel_size=5 

ConvBlock2 Filters=128,kernel_size=5 

ConvBlock3 Filters =64,kernel_size=5 

 

The training optimizer uses Adam, and its parameters are: lr = 0.001, beta_1 = 0.9, be-

ta_2 = 0.99. The loss function used the categorical cross-entropy function. 

1.4. Results and Analysis 

For the results of this experiment, multiple evaluation criteria were selected. In addition 

to the accuracy, precision, recall and F1-score mentioned above, there is also a confusion ma-

trix. 

Confusion matrix is an evaluation benchmark that directly expresses experimental data 

results in matrix form. Since the two dimensions of the confusion matrix are represented as 

the true label category and the predicted result category, the confusion matrix is usually repre-

sented as a two-dimensional N-order matrix with N rows and N columns. The advantage of 

the confusion matrix is that the recognition situation of each classification can be observed 

intuitively, and it is easy to draw more accurate judgments and make corresponding adjust-

ments quickly. 

The average accuracy, precision, recall and F1-score of its 13-dimensional MFCC and 

39-dimensional MFCC are shown in Tab. 2. 

Table 2 

Comparison of experimental standards 

Category 

Standard 
 

 

13-dimensional MFCC 39-dimensional MFCC 

Accuracy 85.94% 84.90% 

Precision 87.63% 84.81% 

Recall 84.90% 84.38% 

F1-score 86.23% 84.59% 

 

Among them, the mixture matrix of the verification set of speech emotion recognition 

performed by 13-dimensional MFCC features is shown in Tab. 3. 

Table 3 

13-dimensional MFCC mixing matrix 

 

Predicted 

True 
neutral sad angry surprise disgust fear happy Precision 

neutral 22 0 0 0 0 0 2 91.67% 

sad 0 22 0 0 0 2 0 91.67% 

angry 0 0 22 0 0 0 2 91.67% 

surprise 2 0 0 22 0 0  91.67% 

disgust 2 3 2 0 39 2 0 81.25% 

fear 3 0 1 0 2 18 0 75.00% 

happy 0 0 2 2 0 0 20 83.33% 

Recall 75.86% 88.00% 81.48% 91.67% 95.12% 81.81% 83.33% 84.90%/87.63% 
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The mixture matrix for speech emotion recognition on 39-dimensional MFCC features is 

shown in Tab. 4. 

Table 4 

39-dimensional MFCC mixing matrix 

 

First, for the results shown in Tab. 2. From the four evaluation benchmarks of accuracy, 

precision, recall, and F1-score, it is obvious that the 13-dimensional MFCC may be more 

suitable for emotion recognition than the 39-dimensional MFCC. Except for the recall rate of 

these four indicators, the other three evaluation benchmarks, the 13-dimensional MFCC is 1–

3% higher than the 39-dimensional MFCC. 

It can be seen from Tab. 3 that the 13-dimensional MFCC has higher recognition accura-

cy in the four emotions of neutral, sad, angry, and surprise, but has lower recognition accura-

cy for disgust, fear, and happy. At the same time, the recall rate of sad, surprise and disgust is 

higher, while the other emotions are lower. 

From the experimental data of the 39-dimensional MFCC in Tab. 4, it can be clearly seen 

that the accuracy of the seven emotion recognition is not very different. Compared with the 

13-dimensional MFCC, the accuracy of various emotions is more average. 

In terms of the recognition accuracy of various emotions, the 39-dimensional MFCC per-

forms better on the SAVEE dataset than the 13-dimensional MFCC, and can identify various 

emotions more accurately. The reason should be the advantages brought by the dynamic char-

acteristics represented by the first-order difference spectrum and the second-order difference 

spectrum in the 39-dimensional MFCC. However, from the overall accuracy, precision, recall 

and F1-score of the four evaluation benchmarks, the 13-dimensional MFCC is better. It may 

be due to the better representation of the static features characterized by the 13-dimensional 

MFCC. Therefore, the next experiments will select 13-dimensional MFCC as the feature of 

speech emotion recognition. 

2. Speech Emotion Recognition Based on MS-ResNet 

For the model improvement and innovation of neural networks, there are two main ideas 

for building network models at this stage, one is to deepen the number of network layers, and 

the other is to widen the network structure. The representatives of these two methods are 

ResNet [4] and GoogLeNet [5]. These two models have outstanding performances in image 

processing, text recognition and speech recognition, so many researchers use these two mod-

els The model serves as the model basis for related research. 

2.1. ResNet 

Although ResNet and traditional neural network retain the main structure of traditional 

convolutional neural network in terms of structure, there is a big structural difference between 

ResNet and traditional neural network architecture due to the introduction of its residual 

block. ResNet network introduces residual network structure into neural network. Through 

this structure, the problem of gradient disappearance or gradient explosion can be dealt with 

to a certain extent. The core idea is to directly skip one or more layers by introducing a resid-

ual structure. This residual structure of the current layer and the previous layer is generally 

described as "shortcuts". Among them, the residual module is shown in Fig. 4. 

Predicted 

True 

neutral sad angry sur-

prise 

disgust fear hap-

py 

Precision 

neutral 21 0 0 0 0 1 2 87.50% 

sad 0 20 0 0 3 1 0 83.33% 

angry 0 2 20 0 0 2 0 83.33% 

surprise 0 0 0 22 0 2 0 91.67% 

disgust 4 2 0 2 40 0 0 83.33% 

fear 0 0 0 0 4 20 0 83.33% 

happy 0 0 2 0 2 0 20 83.33% 

Recall 84.00% 83.33% 90.91% 91.67% 81.63% 76.92% 90.91 84.38%/84.81% 
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Fig. 4 Residual block diagram 

In the figure, the input signal Xis first sent to the first weight layer and passed through the 

activation function to obtain the intermediate original equation of the neural network, which is 

( ) ( )F x H x x  , and the value of F(x) shown in (7): 

  2 1( ) ReF x W lu W X   . (7) 

Through the residual block, the output function is obtained as: 

 ( ) ( )H X F X X  , (8) 

which is: 

  2 1( ) ReH X W lu W X X    . (9) 

In the residual block, it should be noted that after the input x passes through the first 

weight and activation function, after passing through the second weight, it is first added to x 

and then input to the second activation function. Through the residual block structure H(x) in 

Fig. 4, the adaptive force of the network can be improved, thereby solving the problem of 

network degradation. 

The following table shows the configuration of the ResNet network structure proposed 

in [4]. The residual structure in the table gives the size of the convolution kernel and the num-

ber of convolution kernels on the main branch. *N in the table indicates that the residual net-

work structure is repeated N times. 

Table 

Residual Structure Parameters 

Layer 

name 

Output 

size 
18-layer 34-layer 50-layer 101-layer 152-layer 

Conv1 112*112 7*7,64,stride 2 

Conv2_x 56*56 

3*3 max pool, stride 2 

*2 *3 
*3 *3 *3 

Conv3_x 28*28 
*2 *4 

*4 *4 *8 

Conv4_x 14*14 
*2 *6 

*6 *23 *36 

Conv5_x 7*7 
*2 *3 

*3 *3 *3 

 1*1 Average pool, 1000-d fc, sofrmax 
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It can be seen from the above table that ResNet has various network structures ranging 

from 18 layers to 152 layers. From the theoretical analysis, with the increase of the number of 

layers, the corresponding network structure is gradually deepened, and the more thorough the 

feature extraction is, the better the effect is obtained. However, as the number of layers in-

creases and the number of training parameters increases, the resources and time required for 

training will gradually increase. Therefore, when selecting the required number of network 

layers, it is necessary to select the best depth within a reasonable range of resources. In this 

paper, ResNet-18 is selected as one of the comparison models for speech emotion recognition 

comparison experiments. 

2.2. GoogLeNet 

GoogLeNet is a high-performance neural network model proposed by Google in 2014. 

GoogLeNet is the same as ResNet, and also introduces the idea of basic block, that is, the In-

ception module. The core structure of the Inception module GoogLeNet can not only improve 

the performance of the neural network while increasing the depth and width of the network, 

but also ensure the efficiency of computing resources. Since then, the Inception structure has 

been continuously updated and optimized for the main problems that limit the performance of 

deep neural networks, and different versions have been iterated, which are introduced below. 

Google first proposed the original version of Inception, as shown in Fig. 5. Its main idea 

is to design a parallel network structure, using multiple convolution kernels and pooling ker-

nels of different sizes in each layer to process the input. This structure can increase the adapt-

ability of the network to a certain extent. However, the parameter quantity of each layer of 

Inception module is the sum of all branch parameters. If the multi-layer Inception structure is 

superimposed, the final parameter quantity of the model will be too large, which will result in 

greater dependence on computing resources. 

 

Fig. 5. Original Inception version 

In order to reduce the number of parameters, a reduced-dimensional version of the Incep-

tion structure was proposed later. The main difference between the two is that the latter per-

forms this 1x1 convolution operation before the 3x3, 5x5 convolution kernel and after max 

pooling, respectively. The operation can ensure that the parameter quantity and complexity of 

the model are reduced without losing the representation ability of the model. The specific 

structure is shown in Fig. 6. 
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Fig. 6. Inception V1 

A 22-layer GoogLeNet is constructed based on this Inception structure. The network 

adopts the Inception modular structure to facilitate changes to the model. 

Once the Inception structure was proposed, it has attracted widespread attention due to its 

excellent performance. Google has further improved it and proposed Inception V2, 

V3 [6], [7]. Its core ideas have two main points. First, for The Batch Normalization (BN) 

method is proposed to solve the Internal Covariate Shift problem in the process of neural net-

work training. During neural network training, the input distribution of each layer is always 

changing, making it difficult to train the model. BN is an effective regularization method. It 

performs a normalization operation on the data in a mini-batch to ensure the output. It is 

N(0,1), which can increase the robustness of the model. Second, the convolution kernel is 

decomposed, and a large convolution kernel is decomposed into multiple small convolution 

kernels. For example, two 3x3 convolution kernels are used to replace the 5x5 convolution 

kernels in the Inception module. A large number of experiments have proved that this ap-

proach will not lead to a decline in the model's expressive ability. In addition, the convolution 

kernel is asymmetrically decomposed, and a larger 2D convolution is split into two smaller 

1D convolutions, as shown in Fig. 7. Asymmetric decomposition of convolution enables the 

network to handle richer spatial features. 

 

Fig. 7. Inception V2 
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2.3. MS-ResNet 
MFCC is a frame-level feature based on speech signal, so the features contained in each 

frame may be different. To address this problem, we propose MS-ResNet, a multiscale recog-

nition model based on residual networks, which fuses features from multiple scales to obtain 

the potential features of MFCC. 

In this paper, the scaling of neural network depth and width is considered. Parallel multi-

branch network mechanism based on GoogLeNet. Based on the combined ResNet-18 network 

model, a parallel multi-branch network is constructed by introducing a multi-scale mecha-

nism. This network model is shown in Fig. 8. 

 

Fig. 8 MS-ResNet model 

In Fig. 6, ConvBlock is a 1-dimensional convolution block, and its model is shown in 

Fig. 8, where ConvBlock1, ConvBlock2, and ConvBlock3 are convolution blocks with filters 

of 256, 128, and 64, respectively, and the convolution kernel of 7*7. Scale1 and Scale2 are 

based on ResNet-18, respectively, and the changed convolutional network, the convolution 

kernel is 3*3 and 5*5 respectively. 

Among them, the residual network adopts the method of "shortcut connection", and the 

same feature map will have different expressions in two different scale spaces to achieve the 

purpose of information complementation. Therefore, the two scale spaces are fused in this 

way to obtain feature parameters with better emotional information, and global information 

can be obtained. The correlation between adjacent frames can also be obtained. The correla-

tion between non-adjacent frames can be obtained. If the output of the scale1 network is 
1 ( )

s
f x  and the output of the scale2 network is 2 ( )

s
f x , the output of the network after fusion 

is 1 2( ) ( )
s s

f x f x . 

2.4. Result 

The experimental environment used in this chapter is exactly the same as the experi-

mental environment in the experimental part of the third chapter of this paper. The datasets 

are compared with SAVEE and EMO-DB [8]. In addition, the selected dataset is divided into 

training set and test set in a ratio of 8:2. At the same time, use the StratifiedShuffleSplit func-

tion in the sklearn library for cross-validation. The object is the merger of StratifiedKFold and 

ShuffleSplit, and returns a hierarchical random stack. where stacking is done by the percent-

age of samples in each class, the percentage is 20%. 

This chapter mainly builds MS-ResNet network for speech emotion recognition. In addi-

tion, the ResNet structure and the GoogLeNet structure are introduced in this chapter, so this 

chapter will use the 13-dimensional MFCC described above to conduct comparative experi-

ments around the above models. 
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Combined with hardware factors such as the experimental environment, ResNet-18 has 

relatively few parameters and can perform better experiments. Therefore, this paper selects 

ResNet-18 as the benchmark model for experiments. 

Table 

Experimental results on the SAVEE dataset 

 Accuracy Precision Recall F1-score 

GoogLeNet 81.25% 81.12% 80.73% 80.92% 

ResNet-18 84.90% 85.38% 84.90% 85.14% 

MS-ResNet 86.46% 87.40% 86.46% 86.91% 

 

The line chart of the training accuracy of MS-ResNet on the two datasets is as follows. 

 

Fig. On SAVEE acc curve graph 

Table 

Experimental results on Emo-DB dataset 

 Accuracy Precision Recall F1-score 

GoogLeNet 87.85% 87.85% 87.85% 87.85% 

ResNet-18 85.98% 86.20% 86.20% 86.20% 

MS-ResNet 87.85% 88.57% 88.19% 88.97% 

 

The line chart of the training accuracy of MS-ResNet on the two datasets is as follows. 

 

Fig. On EMO-DB acc curve graph 

From the comparison of experiments on the two datasets, it can be clearly seen that MS-

ResNet has improved compared with GoogLeNet and ResNet-18 in the four evaluation indi-

cators of accuracy, precision, recall and F1-score. 
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Combined with the experiments in this paper, it can be seen that for MS-ResNet, com-

pared with the GoogLeNet and ResNet benchmark models, the performance on the MFCC 

feature set has a certain improvement. From the results, on the SAVEE dataset, the four eval-

uation indicators, MS-ResNet has an improvement of 1%–2% compared with the ResNet 

network model, and an improvement of about 5%–6% compared with GoogLeNet. Compared 

with the benchmark ResNet-18, the improvement of MS-ResNet on Emo-DB is more obvi-

ous. 

It can be seen from this that the multi-scale learning mechanism can more effectively ex-

tract the hidden information in the speech information, and fuse the speech features between 

adjacent frames and non-adjacent frames, compared with the single-scale deep convolutional 

neural network. The network model has improved. Therefore, the multi-scale residual net-

work provides a research idea for the extension of the deep learning network model, depth 

and width. 

Conclusion 

In the research of this paper, a speech recognition model based on multi-scale residual 

convolutional neural network is mainly developed. The algorithm mainly adopts a deep learn-

ing approach to improve the accuracy of speech emotion recognition. 

In this study, a VGG-like neural network is first constructed with the aim of targeting the 

structural features of the Mel Spectral Coefficients (MFCC) speech emotion features that have 

performed well in current speech emotion recognition research. It was used to test MFCC 

with two different dimensions of 13 and 39 dimensions in the SAVEE emotion database.By 

visualizing and comparing the mixture matrix, it was found that the 39-dimensional MFCC 

had stronger performance in speech emotion recognition. Therefore, the 39-dimensional 

MFCC was selected as the follow-up feature. 

Then, a multiscale residual neural network model based on ResNet network was con-

structed based on two different research ideas in the field of neural network research. Experi-

ments were conducted on EMO-DB and SAVEE datasets using this model and compared with 

ResNet and GoogleNet networks. From the experimental results, it can be concluded that the 

MS-ResNet model constructed in this paper has high accuracy in speech emotion recognition. 

Finally, it can be concluded that multi-scale can obtain the hidden emotion information in 

speech signals from MFCC. 
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