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One of the most dramatic consequences of climate change will be the

intensification and increased frequency of extreme events. I used numerical

simulations to understand and predict the consequences of directional trend

(i.e. mean state) and increased variability of a climate variable (e.g. tempera-

ture), increased probability of occurrence of point extreme events (e.g.

floods), selection pressure and effect size of mutations on a quantitative trait

determining individual fitness, as well as the their effects on the population

and genetic dynamics of a population of moderate size. The interaction

among climate trend, variability and probability of point extremes had a

minor effect on risk of extinction, time to extinction and distribution of the

trait after accounting for their independent effects. The survival chances of a

population strongly and linearly decreased with increasing strength of selec-

tion, as well as with increasing climate trend and variability. Mutation

amplitude had no effects on extinction risk, time to extinction or genetic adap-

tation to the new climate. Climate trend and strength of selection largely

determined the shift of the mean phenotype in the population. The extinction

or persistence of the populations in an ‘extinction window’ of 10 years was

well predicted by a simple model including mean population size and mean

genetic variance over a 10-year time frame preceding the ‘extinction

window’, although genetic variance had a smaller role than population size

in predicting contemporary risk of extinction.

provided by Archivio istituzionale della ricerca - Politecnico
1. Introduction
Evidence of changes of climate, including ocean warming, altered wind and pre-

cipitation patterns, and increase of global average air temperature is now rapidly

building up [1,2]. Most of the empirical and theoretical research on the ecological

effects of a changing climate has focused on directional climate changes (trends of

the mean of climate variables), which are often the most pertinent characteristics

of the environment [3,4]. However, assuming a given probability distribution of

occurrence for any climate variable, changes in the mean and variance of the dis-

tribution will inevitably lead to even more frequent and more intense extreme

events, such as high temperatures, storms, droughts, floods, cold spells and

heat waves [5] (figure 1). This pattern of increased mean and variance of climate

variables is consistent with recent observations of intensification and increased

frequency of extreme events [1,6–8].

The distinction between extreme weather events and extreme climate events—

although often not clear nor consistent in the literature [1,6]—may be defined by

the timescale of the event, with extreme weather events typically associated with

changing weather patterns (from less than a day to a few weeks, e.g. heavy rains,

unusually high or low temperatures) and extreme climate events occurring on

longer timescales (from weeks to months, e.g. the number or fraction of cold/

warm days/nights above or below a certain percentile with respect to a reference

period). Extreme climate events may also be driven by the accumulation of several
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Figure 1. Increase of the probability of extremes and consequences for evolution of a quantitative trait and population size over time. Increase in variability for
25 years after climate change bs,Q ¼ 0.5 (a – c), 1.0 (d – f ), 1.5 (g – i), 2.0 ( j – l ) � 1022. For all rows, bm,Q ¼ 2 � 1022. (a,d,g,j ) Shift of the normal
distribution of a climate variable (e.g. mean or maximum summer temperature) from year 1 (start of simulation time, grey line) to year 300 (end of simulation
time, black line), with a directional increase of the mean of the distribution bm,Q and increase in the variability of the optimum from year 150 to year 175 (bs,Q).
The grey region defines the events in the distribution of the climate variable at the end of simulation time that would be considered extreme events at t ¼ 1 (e.g.
in the right 2.5% of the distribution). (b,h,h,k) Example of change of the optimum phenotype Q(t) through simulation time (grey) and change of the mean
phenotype �z (black). The dashed lines define the 95% central portion of the normal distribution of the climate variable at t ¼ 1. (c,f,i,l ) Population size
though time with variation of the optimum phenotype as in (b,h,h,k). Vertical segments indicate point extreme events with p(Ea) ¼ 7.5 � 1022.
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weather events (e.g. below-average rainy days over a season

leading to a drought [9]).

From another point of view, extreme events may be

defined in terms of extreme values of a continuous variable

on the basis of the available climate record [9] (e.g. tempera-

ture, precipitation levels) or in the form of a discrete (point)

perturbation, such as a hurricane or a heavy storm. This

latter category also includes environmental extremes such

as unusually big fires, aseasonal floods or rain-on-snow

events [10]. I will use the terms climate extremes (i.e. extreme

values of a continuous environmental variable, such as temp-

erature) and point extremes to indicate the different types of

extremes throughout this work.
Climate and point extremes may have substantial ecologi-

cal and genetic effects, such as dramatic crashes or extinction

of populations or species [11], genetic bottlenecks [12],

substantial changes in age- and size-structure [13], changes

in community structure and ecosystem functions [5,14],

shifts in the phenology of plant and animal species [15] and

species invasion [16]. However, there are often clear differ-

ences in the potential evolutionary consequences of climate

and point extremes. For instance, while the occurrence of

climate extremes may lead to the evolution of adaptive

responses, at the level of single population point extremes

generally have dramatic, but largely non-selective effects

(i.e. all individuals share the same mortality risk). Thus,

http://rsif.royalsocietypublishing.org/
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point extremes reduce genetic diversity by causing unselective

population bottlenecks, while climate extremes reduce genetic

diversity (often) through natural selection. Although both

events have similar ecological consequences, their evolutionary

consequences are radically different, since in the former case

the collapse in population size reduces the evolutionary poten-

tial of the population, while in the latter case the reduction in

population size may be a component of the evolutionary

rescue process [17].

A motivating example is provided by freshwater fish

populations, which may experience higher water tempera-

tures during summers and an increased risk of severe flood

events, including flash floods and debris flows, in other sea-

sons [1]. Variability exists within fish populations in terms of

optimal and critical temperatures for life histories such as

growth, survival and reproduction [18], and thus traits

related to thermal means and extremes can be selected for

[19]. On the contrary, severe floods—especially when swift,

aseasonal and with longer recurrence interval than species’

generation time [20]—are likely to cause high and largely

non-selective mortalities, for example by scouring eggs or

killing fish by impact with rocks and boulders [21]. These

non-selective population and (potential) genetic bottlenecks

[22] caused by a point extreme are likely to contribute to

the erosion of adaptive potential of populations (i.e. decrease

additive genetic variance [23]). The affected population may

poorly respond to the future water temperature extremes,

drop in size or recover slower from the effects of the climate

extreme, and be more vulnerable to the next point extreme

event (e.g. extinction vortex [24]).

The consequences of changes of the mean state of climate

and environmental variable on risk of extinction, adaptation

and demographic dynamics of populations and species are

reasonably well understood over various timescales [25–27].

Theoretical work that considered a single quantitative trait

affecting fitness has shown that when the rate of directional

change surpasses a critical threshold, mean fitness of individ-

uals in the population is reduced below a level at which

population size starts to decline. In the absence of immigration,

population extinction is the most likely outcome [23,28–31].

Bürger & Lynch [29] and Huey & Kingsolver [32] found that

for slow rates of environmental change, an intermediate

strength of selection (i.e. width of the Gaussian fitness function)

on a single quantitative trait determining fitness increased

mean time to extinction, due to a trade-off between substitution

load (the ‘cost of selection’ [33]), which increases with strength

of selection, and lag load (or evolutionary load, i.e. the fitness

cost of a population whose mean phenotype is at a given dis-

tance from the optimum [34]), which decreases with strength

of selection.

On the contrary, Björklund et al. [35] found that in a variable

environment extinction risk increased with the strength of selec-

tion, while Bürger & Lynch [29] found that mean extinction

time alone did not provide sufficient information to describe

the risk of population extinction, because the coefficient of vari-

ation of extinction time was strongly dependent on genetic and

ecological parameters. However, it is unclear whether the theor-

etical and empirical insights described above would remain

valid when a climate trend is accompanied by an increased

frequency of climate and point extremes [36].

The general scope of this paper is to provide a picture of the

eco-evolutionary dynamics involved in the extinction or per-

sistence of populations when a climate trend is accompanied
by an increased frequency of climate and point extremes, and

how the results differ with respect to what has been found

in the case of a climate trend with moderate environmen-

tal or climate variability. In particular, I investigated how

(i) climate trend (e.g. increased mean of the probability distri-

bution of occurrence of a continuous climate variable, such

as mean of summer temperatures over a 10-year period),

(ii) climate variability, (iii) increased probability of occurrence

of point extremes (e.g. spring floods) and (iv) selective

pressure, genetic variability and amplitude of mutation inter-

act to determine: (a) risk of population extinction; (b) time

to extinction; (c) the distribution of a single quantitative trait

that determines relative fitness; and (d) changes in additive

genetic variance for the quantitative trait.

Specific objectives were to test whether: (1) after accounting

for their independent effects, the interaction between climate

trend, variability and probability of occurrence of point

extremes contributed to determine the ecological and genetic

fate of the population; (2) intermediate selection strength maxi-

mized time to extinction and/or minimized risk of extinction

with a slow rate of climate change; (3) mean time to extinction

was related to risk of extinction; (4) greater mutation amplitude

reduced the risk of population extinction by increasing genetic

variability; and (5) a model including additive population size,

selection strength, probability of point extremes and genetic

variance for the quantitative trait under selection was able to

predict contemporary risk of extinction.

Results show that in highly stochastic environments—after

accounting for their independent effects—the interaction

among climate trend, variability and probability of occurrence

of point extremes has a minor effect on risk of extinction, time

to extinction and distribution of the trait. Risk of extinction lin-

early decreases with selection strength, while the climate trend

mostly drives the shift of the phenotype in response to the

changing environment. Risk of extinction is negatively related

to mean time to extinction. Mutation amplitude has no effect

on the risk of population extinction. I found that in addition

to small population size, lower additive genetic variance for

the quantitative trait under selection moderately contributes

to increase extinction risk at any point during simulation

time, although in the simulations the role of additive genetic

variance was partially confounded by its positive correlation

with population size.
2. Material and methods
2.1. Overview of the model
I consider a population of monoecious diploid individuals living

in a habitat whose population ceiling is K, here intended as the

maximum number of individuals that can be supported. I chose

K ¼ 500 in order to represent a scenario of a population at risk of

extinction with an increased probability of occurrence of extreme

events. The population is assumed to be geographically isolated,

thus immigration from other populations is not possible.

The population has discrete overlapping generations

(i.e. reproduction is discrete in time) and is composed of N(t) indi-

viduals, where t is time in years. Each individual is characterized

by a single quantitative trait a corresponding to its breeding

value for a phenotypic trait z. The habitat is characterized by an

optimum phenotype Q(t) that changes over time as a result of vari-

ation in a climate driver, such as rainfall or temperature (i.e. a

continuous climate variable), selecting for the phenotypic trait z.
The distance between the optimum phenotype Q(t) and the trait

http://rsif.royalsocietypublishing.org/


Table 1. Values of parameters of the model of population dynamics.

parameters values description

K 500 population ceiling

lo 2 intensity of the Poisson distribution of offspring per mating pair

tch 150 years since the start of the simulation before climate change

tinc 25 time of increase of variability (variance of the normal distribution of the climate variable)

after climate change

nl 20 number of diploid loci

s2
A 6.25 � 1023 additive genetic variance per locus at the start of simulation

s2
G 0.2 additive genetic variance of the quantitative trait at the start of simulation

m 2 � 1024 mutation rate per locus

s2
a 1, 2, 3, 4 � 1021 variance of the normal distribution of mutation effect (mutation amplitude)

Smax 0.7 maximum survival probability

mE 0 mean environmental effect

s2
E 1 variance of the environmental effect

mE 0.3 mortality caused by the point extreme event

s 5, 8, 11, 13 � 1022 strength of selection

p(Eb) 5 � 1022 probability of occurrence of point extreme events before climate change

p(Ea) 5, 7.5, 10, 12.5 � 1022 probability of occurrence of point extreme events after climate change

mQ,0 0 mean of the normal distribution of the phenotypic optimum from year 1 to tch

sQ,0 1 standard deviation of the normal distribution of the phenotypic optimum from year 1 to tch

bm,Q 1, 2 � 1022 annual increase (directional trend) of the mean of the normal distribution of the climate

variable from year tch to the end of simulation

bs,Q 0.5, 1.0, 1.5, 2.0 � 1022 annual increase of the standard deviation of the normal distribution of the climate variable

from year tch to tch þ tinc
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zi of the individual i defines the maladaptation of the individual i
with respect to the optimum phenotype. Point extreme events

(e.g. floods and fires) cause non-selective (i.e. all individuals

share the same risk) high mortality in the population. As this

work is a first exploration of population and genetic dynamics in

a highly stochastic environment, I did not include phenotypic

plasticity. Model parameters are reported in table 1.
2.2. Temporal change of the optimum phenotype
A fluctuating environment with a directional component is the

most biologically relevant way of how we can expect the climate

to change [37]. A fluctuating environment with a directional

component can be modelled via an optimum phenotype Q(t)
determined by some measures of a continuous climate variable

(e.g. mean summer temperature) that moves at a constant rate

bmQ over time, fluctuating randomly about its expected value

mQ(t) (figure 1). We can consider Q(t) as either the optimum phe-

notype or a stochastic realization of climate, and I will use the two

terms (optimum phenotype and climate) interchangeably through-

out this work. Q(t) is randomly drawn at each time-step t from a

normal distribution Q(t) � N(mQ(t),sQ(t))

mQ(t) ¼ mQ ,0 þ I(t . tch)bm,Q
tch

and sQ(t) ¼ sQ ,0 þ I(tch , t , tch þ tinc)bs,Qtch ,

)
(2:1)

where tch is the time at which there is a change (ch) in the climate,

I(†) is an indicator function equal to 1 when † is true and 0 other-

wise (figure 1). Therefore, I assume that (i) while the directional

climate trend (or the value of the optimum phenotype) increases

through time after tch years, (ii) the increase in variability
starts after tch years, but stops after tch þ tinc years. This avoids

variability building up to unrealistic values through time (figure 1).

Point extreme events E leading to trait-independent high

mortalities (i.e. increased mortality caused by the point extreme

affects every individual the same way) occur with annual prob-

ability p(Eb) when t , tch (i.e. b—before climate change) and

p(Ea) when t . tch (i.e. a—after climate change) (figure 1).

2.3. Quantitative trait and survival
I model the phenotype z of an individual i, zi, as the sum of its

genotypic value ai and a statistically independent random

environmental effect ei drawn from N(mE, s2
E)

zi ¼ ai þ ei, (2:2)

where the narrow sense heritability h2 ¼ s2
G=s

2
z indicates how

much of the phenotypic variance s2
z present in the population is

explained by the additive genetic variance s2
G, that is the variance

of a in the population.

For an individual, the genetic value ai is determined by nl freely

recombining diploid loci, with additive allelic effects within- and

among-loci, that is ai ¼
Pl

j¼1 ni,j, where ni,j is the sum of the allelic

values at locus j. As large nl (i.e. up to 50 loci) did not substantially

change model results, for computational reasons I chose nl ¼ 20.

For simplicity, I did not model either dominance or epistatic vari-

ation. Although gene interactions within- and between-loci may be

common [38], quantitative genetic variance has been found to be

mostly additive [38,39]. In addition, for simplicity and easier

interpretation of results, I did not include many other complicating

factors such as genotype–environment interaction and linkage

among loci. Thus, at the start of each simulation, alleles for each

http://rsif.royalsocietypublishing.org/
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locus are drawn from N(0, s2
A), where s2

A is given by s2
G(1)=(2nl)

(this simulates the continuum-of-alleles model of [40]). The

mutation rate per haplotype is nl m, where m is the mutation rate

per locus [29]. During the reproduction phase of the simulation,

each haplotype is given either one mutation (with a probability

of nl m) or no mutation. Given a mutation, the locus at which it

occurs is chosen randomly. The effect size (or amplitude) of the

mutation is a random deviate from N(0, s2
a) and this value is

added to the previous value of the allele at that locus. I chose

the Gaussian distribution as it is consistent with the analysis of

mutational effects [41].

Stabilizing selection is modelled with a Gaussian function

[29], with fitness W [42] for an individual with phenotypic trait

zi equal to

W(t, zi) ¼W(t)i ¼ Smax exp � (zi �Q(t))2

2v2

" #
, (2:3)

where W(t)i is equivalent in this model to the annual survival prob-

ability of individual i, and Smax is maximum annual survival. This

corresponds to a situation where an environmental variable affects

survival in a straightforward way. Given the temporal change of Q

described in equation (2.1), when t . tch the population experi-

ences a combination of directional and stabilizing selection [29].

The curvature of the fitness function near its optimum increases

with decreasing v2, where v is the width of the fitness function

[43]. Therefore, the smaller is v2, the stronger is selection. Stabiliz-

ing selection is usually measured by the standardized quadratic

selection gradient g, which is defined as the regression of fitness

W on the squared deviation of trait value from the mean [44].

The median g ¼ 20.1 for stabilizing selection found by Kingsolver

et al. [45] corresponds to a value of v2=s2
E ¼ 5=[1� h2], where s2

E is

the variance of the environmental component of the phenotype

defined in equation (2.2), when stabilizing selection is modelled

using a Gaussian fitness function.

As values of the optimum phenotype in the tails of the distri-

bution are far from the population mean value of the trait under

selection, an optimum phenotype in the tails of the distribution

is likely to cause a large drop in population size and can be

considered an extreme climate event (figure 1).

Equation (2.3) can be written as

Wi ¼ Smax exp[�s � (zi �Q(t))2], (2:4)

where s ¼ 1/2v2. With g ¼ 20.1, s2
E ¼ 1, smax ¼ 1 and h2 ¼ 0.2,

the strength of selection s is about 0.08. In order to allow for a

faster turnover of the population, I set Smax ¼ 0.7.

In my model, only the optimum phenotype Q(t) is assumed

to change over time, while strength of selection s is constant.

When a trait-independent extreme event occurs, the annual fit-

ness of individual i is Wi(1�mEI ), where mEI is mortality

caused by the point extreme event.
2.4. Simulations
As this study focuses on the more immediate effects of climate

change, the simulations last 150 years after populations have

achieved mutation-selection-balance (see §2.4.1). Offspring at time

t become adults and are able to reproduce at time t þ 1 (i.e. at

age 1). At the start of each simulation, for each individual a value

of a and e (equation (2.2)) is randomly drawn from their initial dis-

tribution. At each time step, the sequence of operations is mortality

of adults, mating and reproduction, mutation, mortality of off-

spring. A population is considered extinct if at any time during

the simulation there are less than two individuals in the population.

Mating pairs are randomly drawn from the pool of adults without

replacement and all adults reproduce. Each pair produces a number

of offspring randomly drawn from a Poisson distribution with

intensity lo equal to 2. I chose 2 as the expected number of offspring

produced by a pair following a pattern-oriented procedure
[46] to allow for a fairly quick rebound of population size after

a population crash. I allow for full genetic recombination,

which decreases linkage disequilibrium and tends to increase

additive genetic variance (i.e. reduces the Bulmer effect [47]).

Offspring receive for the same locus one allele from each

parent. Given a mutation with probability nl m, the locus of

the offspring at which it occurs is chosen randomly. Offspring

are randomly introduced in the population from the pool pro-

duced by all the mating pairs until K is reached, and the

remaining offspring die. I also carried out simulations with lo
equal to 3 and I report some of the associated results in the elec-

tronic supplementary material.

2.4.1. Characterization of simulations
I reduced parameter space by fixing K ¼ 500, mQ,1 ¼ 0, sQ,1 ¼ 1,

mE ¼ 0, s2
E ¼ 1, s2

G ¼ 0:2, p(EI,b) ¼ 0.05, mE ¼ 0.3 and tinc ¼ 25

years. For the other parameters, I chose a range of values that

are both realistic for natural populations and instrumental for

the main object of the study, e.g. investigate the consequences

of extreme events on population dynamics, risk of extinction

and evolution of a quantitative trait (table 1 and the electronic

supplementary material, box S1).

To initialize the system and achieve mutation-selection-drift

balance, I first let the population evolve for tch years in an

environment in which mean and variance of the distribution of

the optimal phenotype Q are constant. In order to choose tch,

I assessed with preliminary simulations at which point during

the simulation both phenotypic mean and variance remained

constant, and the results suggested the use of tch ¼ 150 (results

not shown).

I started every simulation replicate with 500 individuals. Over

simulation time, s2
G and h2 evolved depending on selection,

mutation, drift and stochastic population dynamics. At the level

of single replicate, to characterize the behaviour of the simulated

populations I: (a) recorded whether the population was extinct

or still persisting at the end of the simulation time (0 for persistence

and 1 for extinction), and if extinct I recorded the year of extinction;

(b) tracked z(t) and, in particular, the mean value of the phenotype
�z at the end of simulation time when the population did not go

extinct; (c) recorded population size after mortality of adults

N(t); (d) mean fitness of adults �W(t) ¼ (1=N(t)
PN

i¼1 Wi(t); (e) addi-

tive genetic variance s2
G(t) (computed as the variance of breeding

values a in the population at time t).
For an ensemble of realizations (50 replicates for a fixed set of

parameters) I: (a) computed the frequency of population extinc-

tion as the number of replicates in which the population went

below two individuals during simulation time (i.e. risk of extinc-

tion); (b) the time to extinction for the populations that went

extinct; the average over the replicates for a fixed set of par-

ameters of (c) �z and (d) s2
G at the end of simulation time for

the populations that persisted. To avoid transient effects caused

by the stochastic variation of optimal phenotypes over very

short temporal scales, I averaged �z and s2
G in the last 10 years

of the simulation.

2.5. Statistical analysis
I used simulation results as pseudo-empirical data and proceeded

to analyse them with standard statistical techniques. For all

models, I standardized the predictors in order to compare their

importance [48], and I treated strength of selection and probability

of occurrence of point extremes as continuous predictors. As I used

realistic parameter values representing the variability that may be

observed in nature, the estimated parameters can be compared in

terms of effects on a standardized scale.

One of the hypotheses is that there might be intermediate

values of selection strength and/or mutation amplitude that

can maximize or minimize probability of extinction, time to

http://rsif.royalsocietypublishing.org/
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extinction or shift of the mean phenotype in the population

[29,32]. In the statistical analyses, I considered the 25 600 repli-

cates as independent realizations. I estimated parameters of

generalized additive models (GAMs [49]) with smooth (i.e. non-

linear) terms in strength of selection and mutation amplitude

using as response variable either (i) extinction (1)/persistence (0),

(ii) time to extinction for the populations that went extinct

(excluding the few extinctions that occurred before climate

change), (iii) mean phenotype �z and (iv) additive genetic var-

iance s2
G at the end of simulation time for the populations that

survived. For (i), I used a logit link function with binomial

error distribution, while (ii–iv) were analysed on their natural

scale. I also estimated parameters of a generalized linear model

with a logit link function with binomial error distribution for

(i) and of ordinary least-square regression models for (ii–iv).

I included in the GLM and OLS models interactions between

predictors in order to test whether after accounting for their indi-

vidual effects, the interaction between climate trend, variability

and point extremes was able to explain part of the variation in

the response variable. Although I report p-values, I did not

rely on statistical significance to determine the relative impor-

tance or presence/absence of effects of the various predictors,

but rather on effect sizes and sign of the estimated regression

parameters [50]. As predictors were standardized, their effects

(i.e. regression coefficients) were measured in units of standard

deviations of the predictors. In order to provide additional sup-

port for the estimates of the relative importance of predictors as

provided by the regression coefficients, I also estimated partial

R2 (for OLSs) and Wald x2 (for GLM) for model predictors

(electronic supplementary material, figure S13).

Then, I investigated whether a combination of genetic, demo-

graphic and environmental factors measured or estimated over a

limited time window (‘sampling window’) can predict whether

the population will go extinct in the following years (‘extinction

window’). In particular, I fitted a GLM with a logit link function

with population extinction (1) or persistence (0) between (text 2 u)

as response variable, where text is either (a) the time at extinction

for the replicate that went extinct or (b) a random deviate from a

uniform distribution bounded between 175 and 290 (i.e. where

more than 95% of the extinctions occurred) for the replicates that

persisted up to the end of simulation time. u is a random deviate

from a uniform distribution bounded between 10 and 1 years.

This way, I am trying to model extinction or persistence not at a

specific time, but in an ‘extinction window’ of 10 years.

I used candidate predictors as measured in the 10 years

before the ‘extinction window’ mean population size, mean addi-

tive genetic variance, strength of selection and probability of

occurrence of point extremes. In other words, I wanted to test

whether ecological, demographic and genetic variables or quan-

tities measured over a limited time frame (10 years) can predict

the extinction or persistence of the population in the years

following the end of the ‘sampling window’.

I divided the complete simulation dataset (25 600 replicates) in

a calibration dataset (80% of the data) and validation dataset

(20%), keeping the same proportion of replicates that went extinct

and that persisted observed in the full dataset both in the cali-

bration and validation datasets. I estimated the optimal cut-off

given equal weight to sensitivity (probability that the model pre-

dicts extinction when the replicate went extinct) and specificity

(probability that the model predicts persistence when the replicate

persisted up to the end of simulation time). Then, I tested the

model by predicting population extinction and persistence on

the validation dataset using the computed optimal cut-off.

Further details about model, parameter values, code and

simulations—along with additional results—are provided in

the electronic supplementary material. Computer code for the

analyses and simulation results can be accessed at http://dx.

doi.org/10.6084/m9.figshare.706347.
3. Results
At t ¼ 150, i.e. just before the change in climate, the standard

deviation of the phenotypic trait z was on average approxi-

mately 10% smaller than at t ¼ 1. After climate change, the

directional trend and the increase in variability of climate

increased the probability of climate extremes. Along with the

occurrence of point extremes, this caused recurrent drops in

mean fitness in the population and thus in population size

(figure 1 and the electronic supplementary material, figure S1).
3.1. Risk of extinction
Risk of extinction increased with strength of selection, climate

trend and climate variability (table 2, and figures 2 and 3; elec-

tronic supplementary material, figure S2). Strength of selection

s was the most important predictor of population extinction,

followed by climate variability and climate trend (table 2 and

the electronic supplementary material, figure S13). Interaction

between strength of selection and climate variability increased

risk of population extinction, while interaction between climate

(trend and variability) and probability of occurrence of point

extremes did not substantially increase the risk of population

extinction. A GAM with smooth terms in strength of selection

and mutation amplitude did not reveal nonlinear contributions

of the two predictors to the risk of extinction (table 2 and the

electronic supplementary material, figure S4).

Across scenarios of climate trend and climate variability,

for strength of selection s . 0.05 the proportion of popula-

tions going extinct increased with increasing probability of

occurrence of point extremes (figure 3). Mutation had very

little effect on the risk of population extinction (table 2 and

figure 2; electronic supplementary material, figures S2

and S13). Between 0 and 20 mutants alleles were found at the

end of simulation time (electronic supplementary material,

figure S3), and only rarely mutant alleles were found in more

than 10% of the individuals.

Thirty-four per cent of the 25 600 replicates went extinct.

Among the replicates that went extinct, 50% of them were not

affected by a point extreme in the 5 years before extinction, 35%

were affected by one point extreme, and the remaining 15% by

two or more point extremes. A x2-test found significant differ-

ences in the frequency of replicates going extinct with 0, 1, or 2

or more point extremes in the 5 years before extinction among

replicates with different strength of selection (x2 ¼ 19, d.f.¼ 6,

p¼ 0.005) (electronic supplementary material, figure S14).
3.2. Time to extinction
Time to extinction (mean+ s.d. ¼ 237+34 years) decreased

with increasing strength of selection, climate variability and

climate trend (table 2 and electronic supplementary material,

figure S13). Interaction between strength of selection and

climate trend, and strength of selection and variability decrea-

sed time to extinction, while interaction between climate trend

and variability and probability of occurrence of point extremes

had very little effect on time to extinction. Probability of occur-

rence of point extremes had very little effect on time to

extinction (table 2 and figure 4; electronic supplementary

material, figure S13). Time to extinction was maximized by

intermediate mutation amplitude, but the effect size was

negligible (table 2 and the electronic supplementary material,

figure S5). Given a combination of parameters, there was a

http://dx.doi.org/10.6084/m9.figshare.706347
http://dx.doi.org/10.6084/m9.figshare.706347
http://dx.doi.org/10.6084/m9.figshare.706347
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Figure 2. Lines of equal probability of extinction (number of populations going extinct divided by the number of replicates for a given set of parameter values) in the mutation-
selection plane for probability of occurrence of point extremes p(Ea) ¼ 7.5 � 1022 and the four scenarios of increasing variability over simulation time of the optimum
phenotype Q (bs,Q ¼ 0.5, 1.0, 1.5, 2.0 � 1022) and two scenarios of increase in trend (top row: bm,Q ¼ 1 � 1022; bottom row: bm,Q ¼ 2 � 1022). Results
for the other probabilities of occurrence of point extremes are reported in the electronic supplementary material, figure S2.
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clear negative relationship between risk of extinction and mean

(or median) time to extinction (figure 5). With equal risk of

extinction, stronger climate trend tended to increase time to

extinction (figure 5). Standard deviation of the time to extinc-

tion was generally high, but with no clear relationship with

either risk of extinction or mean time to extinction (figure 5).
3.3. Shift of the mean phenotype
Mean value of phenotype �z at the end of simulation time

increased with increasing climate trend and strength of
selection (table 2 and figure 6; electronic supplemen-

tary material, figure S13). Interactions between predictors

did not have any substantial effect on mean value of the

phenotype. The smooth term for strength of selection

suggested no differences in �z for different values of selec-

tion strength when s was greater than 0.08 (electronic

supplementary material, figure S6). At the end of simulation

time, with �z had shifted on average 50% (s ¼ 0.05) and 60%

(s . 0.05) of the shift of the mean of the distribution of

the optimum, although a large variability across replicates

was observed. The shift corresponds to approximately 0.75

http://rsif.royalsocietypublishing.org/
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and 1.5 phenotypic standard deviations of z at t ¼ tch for

bm,Q ¼ 1 � 1022 and 2 � 1022, respectively (figure 6).

3.4. Change in additive genetic variance
Additive genetic variance s2

G at the end of simulation time

tended to decrease with increasing strength of selection, prob-

ability of occurrence of point extremes and variability of the

optimum, while it tended to increase with stronger climate

trend and larger mutation amplitude (table 2 and electronic

supplementary material, figure S13). Both strength of selection

and mutation amplitude only linearly affected s2
G (table 2).

Interactions between predictions did not have any notable

effect on s2
G. Model predictors were able to describe only a

small part of the variation in s2
G (table 2).
3.5. Prediction of population extinction
Population size in the ‘sampling window’ was the most impor-

tant predictor of extinction in the ‘extinction window’ (table 3).

Higher values of additive genetic variance s2
G had a positive

effect on population probability of persistence, although the

importance of population size was substantially greater than

that of s2
G. Both stronger selection and higher probability

of occurrence of point extremes increased the risk of popula-

tion extinction, although probability of occurrence of point

extremes had a minor role (table 3). Across replicates, mean

s2
G and population size in the ‘sampling window’ were

positively correlated (Pearson’s r ¼ 0.38, p , 0.01).

The model predicted an 8.0% false positive rate (model pre-

dicted extinction, but the populations persisted up to the end of

http://rsif.royalsocietypublishing.org/
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Table 3. GLM with logit link function for prediction of extinction (1)/
persistence (0) of a population over a 10-year period (‘extinction window’)
with predictors mean population size �N and mean additive genetic variance
�s2

G measured in the 10 years before the start of the ‘extinction’ window
(i.e. in the ‘sampling window’), along with selection strength and
probability of point extreme events (full model). All predictors were
standardized and I report mean estimate and standard error of the
regression coefficients. Reduced model is without mean population size
as predictor.

full, R2 5 0.82 reduced, R2 5 0.56

intercept 22.58 (0.06) 21.38 (0.03)

s 1.19 (0.04) 1.84 (0.03)

p(Ea) 0.14 (0.03) 0.24 (0.02)
�N 23.09 (0.05) —

�s2
G 20.25 (0.03) 20.97 (0.03)
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simulation time) and a 7.3% false negative rate (model pre-

dicted persistence, but the populations went extinct) on the

calibration dataset. Predictions on the validation dataset were

slightly better than on the calibration dataset, with 7.7%

of false positive and 6.1% of false negatives (figure 7 and the

electronic supplementary material, figure S10).

When considering the complete dataset, for 67% of the

false negatives a point extreme occurred between the end of

the ‘sampling window’ and the extinction of the population.

For false positives, the proportion of replicates in which a

point extreme occurred between the end of the ‘sampling

window’ and the end of the ‘extinction window’ was 57%.

Excluding mean population size from the predictors, the

model with the remaining predictors had a substantially

worse prediction accuracy, with 21% (21%) of false positives

and 15% (15%) of false negatives on the calibration

(validation) dataset (table 3).
4. Discussion
My results indicate that the conditions facilitating or hindering

population extinction and evolution of a quantitative trait in a

highly stochastic environment are substantially different from
those operating when a climate (or environmental) trend is

accompanied by a moderate increase in climate variability.

The interaction among climate trend, variability and prob-

ability of point extremes had a minor effect on risk of

extinction, time to extinction and distribution of the quantitat-

ive trait under selection after accounting for their independent

effects. The probability of occurrence of point extremes only

slightly increased risk of extinction and decreased time to

extinction. Stronger selection and greater variability of the opti-

mum reduced the time to extinction and increased extinction

risk. Contrary to what was previously found by Bürger &

Lynch [29] and Huey & Kingsolver [32] in case of moderate

increase in climate variability, intermediate strength of selec-

tion did not increase either time to extinction or risk of

extinction. Populations that persisted up to the end of simu-

lation time were able to track the directional component of

the optimum, although with a temporal lag. Additive genetic

variance for the trait under selection tended to decrease with

increasing selection and increased with mutations of larger

effect, but its value at the end of simulation time was largely

unpredictable. A simple model including four ecological, gen-

etic and demographic measures provided excellent prediction

of the immediate risk of population extinction. Across simu-

lations with all combinations of parameters, the effect size of

mutations had essentially no role in either the persistence

of the populations or the ‘tracking’ of the moving optimum.

4.1. Climate and point extremes
A higher probability of occurrence of point extremes (i) led

to greater extinction risk by directly causing a collapse in popu-

lation size, and (ii) contributed to erode the adaptive potential

of populations by causing population and genetic bottlenecks.

However, when the climate trend was sufficiently strong and

climate extremes were numerous, an increased frequency

of occurrence of point extremes only slightly increased the

risk of population extinction, and point extremes were more

likely to suddenly cause population extinction when selection

for the quantitative trait was weaker. Results of the statistical

analyses on simulation results do not support the hypothesis

of a substantial contribution of the interaction between climate

trend and variability and occurrence of point extremes on

demographic and genetic dynamics after accounting for their

individual effects.
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Previous work found that populations that would be able

to evolve and cope with a steadily changing environment

might go rapidly extinct if random fluctuations of substantial

size occur [29]. I found that in a highly stochastic environ-

ment, the importance of climate variability for population

extinction strongly depended on the strength of selection.

Only with strong selection, I observed a strong increase in

extinction risk as well as a decrease in mean time to extinction

with increasing climate variability.

My results showed that in a highly stochastic environment,

the lag of the mean phenotype behind the environmental opti-

mum does not depend on climate variability, although there

was substantial variability among-replicates with the same

combination of parameters. In other simulations reported in

the electronic supplementary material, figure S11, I found

that with a climate trend of approximately 0.02 phenotypic

standard deviations per generation, and with no increase in

the variability of the optimum after climate change and with

moderate selection strength, populations were able to persist

for thousands of years. This is consistent with the results

coming from long-term selection experiments in small popu-

lations, where shifts of 10 or more phenotypic standard

deviations have been observed [51].

Previous work estimated that genetic and demographic

stochasticity alone can reduce the critical rate of environmen-

tal change to only 0.1 of phenotypic standard deviations per

generation (less than 10% of what predicted by deterministic

models, e.g. [28]) [29,30]. According to my simulations, given

a certain fecundity and maximum annual survival, in a

highly stochastic environment, the critical rate of directional

climate change largely depends on selection strength and

climate variability. With sufficiently strong selection, a large

variability of the optimum reduced the critical rate of

environmental change to less than 0.01 phenotypic standard

deviations per generation. However, with low selection

strength, a rate of environmental change of 0.02 phenotypic
standard deviations per generation was not challenging

enough to cause population extinction even when the climate

was highly variable.
4.2. Strength of selection
Strong selection increased extinction risk and reduced mean

time to extinction. As expected, additive genetic variance

tended to decrease with increasing strength of selection [23].

Previous work found that both broad generalists and

narrow specialists will be particularly vulnerable to extinc-

tion in a changing environment [29,32]. In particular, by

applying the model presented in [28] to the evolution of

thermal sensitivity, Huey & Kingsolver [32] found that an

intermediate strength of selection (defined ‘intermediate

performance breadth’) maximizes the critical rate of climate

change above which extinction will occur. However, when

performance breadth was linked to genetic variance,

Huey & Kingsolver [32] found that there was no performance

breadth maximizing the critical rate of climate change. On

the other hand, Bürger & Lynch [29] found that in the case

of a climate trend smaller than 0.1 phenotypic standard

deviations per generation, mean time to extinction (given a

combination of parameters) was maximized when the

width v of the fitness function was around 2 (corresponding

to s ¼ 0.125), and decreased for both stronger and weaker

selection. In the case of very fast changes of the environment,

Bürger & Lynch [29] found that weaker selection strength

maximized the time to extinction. However, since in [29]

maximum annual survival Smax was set to 1 (i.e. survival of

an individual was entirely determined by a single quantitat-

ive trait), the width v of their fitness function cannot be

directly compared to the width of the fitness function used

in this work.

In contrast to what found in studies with an environmental

or climate trend and moderate variability, I conclude that in a

http://rsif.royalsocietypublishing.org/
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highly stochastic environment and on contemporary timescales

(i.e. 150 years of climate change), the cost of selection is higher

than the fitness cost of lagging behind the environmental opti-

mum. This is likely to be ascribed to the greater number of

events potentially reducing population size via maladaption

in a highly stochastic environment than in a less variable

environment. It follows that in a highly stochastic environment,

organisms with narrow tolerance (i.e. for which selection is

stronger) may have a greater risk of extinction than generalist

organisms, for which selection is weaker.

4.3. Mean time to extinction and extinction risk
There was a clear negative relationship between risk of extinc-

tion and mean time to extinction, with extinctions occurring

on average faster when the climate trend was weaker. This

happened because when extinction was almost inevitable

(e.g. strong selection and high climate variability), it occurred

within the first 75 years after the change in climate. Other-

wise, the higher substitutional load caused by a stronger

climate trend (i) maintained populations’ mean phenotype

closer to the moving optimum (although at smaller popu-

lation sizes) and (ii) slightly increased additive genetic

variance for the quantitative trait. Both (i) and (ii) tended to

increase mean time to extinction.

4.4. Mutation
Studies with approaches similar to my simulation analysis

rarely accounted for mutation amplitude, since the infinitesi-

mal model—which implicitly includes mutation [44]—has

often been used. On the other hand, when genetically explicit

individual-based models accounted for mutation amplitude, a

single value was commonly used in all simulations [29,31] or

simulations were carried out for thousands of generations

[52]. In those contexts, it has been found that the replenish-

ment of genetic variation by recurrent polygenic mutation

helps populations adapt to a changing environment, in par-

ticular after a steady-state lag of the mean phenotype has

been attained.

As expected, in my simulations larger mutation ampli-

tudes tended to slightly increase additive genetic variance

[52], but with no associated reduction of extinction risk or

closer tracking of the optimum. As populations that persisted

up to end of simulation time were able to track the directional

component of the optimum, my results thus support the

hypothesis that adaptation to a novel environment would

be fuelled mostly by standing variation (pre-existing segre-

gating genetic variant) than from de novo mutation, as

(i) potentially beneficial alleles are readily available, (ii) the fre-

quency of those alleles in the population should be higher [53]

and (iii) when a high number of loci control trait variation, the

selective coefficients of alleles are small [54].

4.5. Additive genetic variance and prediction of
contemporary risk of extinction

Population size and additive genetic variance in the

‘sampling window’, along with selection strength and prob-

ability of occurrence of point extremes, predicted very well

the immediate risk of population extinction.

Genetic variance can drift substantially from generation

to generation in small population [23] and may substantially

decrease when strong demographic fluctuations occur
(electronic supplementary material, figure S1) as well as

when selection is stronger, with clear implications for the

risk of population extinction [51,55]. From a modelling per-

spective, maintaining a fixed additive genetic variance

throughout simulation time as in [35] may underestimate

the risk of population extinction, as well the effects of selec-

tion and demographic fluctuations on extinction dynamics.

Although additive genetic variance is predicted to

decrease after population bottlenecks, increases in additive

genetic variance after drastic reductions in population size

have often been observed in nature. This phenomenon has

been ascribed to non-additive genetic effects, such as inter-

actions between alleles at different loci (i.e. epistasis) and

disruption of dominance (e.g. a population bottleneck can

increase the frequency of recessive alleles) [56]. In my simu-

lations, additive genetic variance often increased, albeit

only temporarily, after a strong decline in population size

(e.g. electronic supplementary material, figure S10), even in

absence of non-additive genetic effects. However, this result

does not imply that the adaptive potential of the population

increased after a population bottleneck, since the observed

spike of additive genetic variance was simply caused by the

random survival of individuals that before the extreme event

had breeding values at the opposite sides of the spectrum.

The importance of additive genetic variance for pre-

dicting population extinction was fairly low and partially

confounded by the observed positive correlation with

population size. This seems to confirm that demographic

dynamics and stochastic factors are largely responsible for

contemporary extinctions in highly stochastic environments

[57]. However, other genetic challenges not accounted for in

my model are likely to be encountered by populations that

decline to very low numbers, such as a reduction of viability

and/or fecundity due to either inbreeding or the expression

of deleterious alleles [23]. Although in my model a very

small population size substantially increased the risk of

immediate extinction, it was not uncommon for populations

to swiftly recover after a collapse (electronic supplementary

material, figures S1 and S10). By increasing the intensity of

the Poisson distribution of offspring per reproducing couple

from 2 to 3, populations almost never went extinct (electronic

supplementary material, figure S12). This result shows how

a moderate increase in fecundity may have substantial

effects on the survival of populations in highly stochastic

environments, as also suggested by theoretical [29] and exper-

imental [58] studies, although trade-offs with survival and

other life histories should be considered [59]. This might

explain why fecundity is strongly selected under environ-

mental change in long running experimental populations

[60,61], although whether this is caused by environmental

variation or environmental trend is unclear.
4.6. Caveats
The model I use considered a single trait responding to selec-

tion in a straightforward way. However, it is well known that

effects of climate may act on multiple traits. For example, the

effects of climate change on temperature may select for ther-

mal tolerance traits, but also for dispersal traits, since newly

suitable areas may emerge outside the present distribution

of the population. However, those traits under potential

selection may not be independent and act differentially,

synergistically or antagonistically, thus affecting the chances
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of population persistence. In addition, life-histories strategies

may evolve very rapidly. For instance, although in my simu-

lation individuals started reproducing at age 1 and thus

evolution of younger age at reproduction in discrete time

was not possible, according to life-history theory a highly

variable and unpredictable environment should select for

younger age at first reproduction and higher investment in

current reproduction at the expense of probability of surviv-

ing and future reproduction [62]. Future and more context-

specific investigations of extinction risk and eco-evolutionary

dynamics of populations living in highly stochastic environ-

ments will benefit for more fine-grained representation of
genetic architecture of traits, genetic covariance of traits and

plasticity of life histories.

Acknowledgements. Simone Vincenzi thanks Marc Mangel, Will
Satterthwaite, Carl Boettiger and three anonymous reviewers for com-
ments and discussion that greatly helped improve the manuscript.

Data accessibility. Data and code: http://dx.doi.org/10.6084/m9.
figshare.706347

Funding statement. Simone Vincenzi is supported by a Marie Curie Inter-
national Outgoing Fellowship for the project ‘RAPIDEVO’ on the
rapid evolution of life-history traits in response to climate and
environmental change and by the Center for Stock Assessment
Research (CSTAR).
.Soc.Interfa
References
ce
11:20140441
1. IPCC. 2007 Climate Change 2007. Synthesis Report.
Contribution of Working Groups I, II and III to the
Fourth Assessment Report of the Intergovernmental
Panel on Climate Change. Geneva.

2. Hansen J, Sato M, Ruedy R. 2012 Perception of
climate change. Proc. Natl Acad. Sci. USA 109,
E2415 – E2423. (doi:10.1073/pnas.1205276109)

3. Denny MW, Hunt LJH, Miller LP, Harley CDG. 2009
On the prediction of extreme ecological events. Ecol.
Monogr. 79, 397 – 421. (doi:10.1890/08-0579.1)

4. Quintero I, Wiens JJ. 2013 Rates of projected climate
change dramatically exceed past rates of climatic
niche evolution among vertebrate species. Ecol. Lett.
16, 1095 – 1103. (doi:10.1111/ele.12144)

5. Jentsch A, Kreyling J, Beierkuhnlein C. 2007 A new
generation of climate change experiments: events,
not trends. Front. Ecol. Environ. 6, 315 – 324.

6. IPCC. 2012 Summary for policymakers. In Managing
the risks of extreme events and disasters to advance
climate change adaptation (eds CB Field, V Barros,
TF Stocker, Q Dahe), pp. 1 – 19. Cambridge, UK:
Cambridge University Press.

7. Easterling DR, Meehl GA, Parmesan C, Changnon SA,
Karl TR, Mearns LO. 2000 Climate extremes:
observations, modeling, and impacts. Science 289,
2068 – 2074. (doi:10.1126/science.289.5487.2068)

8. Meehl GA, Tebaldi C. 2004 More intense, more
frequent, and longer lasting heat waves in the 21st
century. Science 305, 994 – 997. (doi:10.1126/
science.1098704)

9. Gutschick VP, BassiriRad H. 2010 Biological extreme
events: a research framework. Eos 91, 85 – 91.
(doi:10.1029/2010EO090001)

10. Turner MG, Dale VH. 2008 Comparing large,
infrequent disturbances: what have we learned?
Ecosystems 1, 493 – 496. (doi:10.1007/
s100219900045)

11. Piessens K, Adriaens D, Jacquemyn H, Honnay O.
2009 Synergistic effects of an extreme weather
event and habitat fragmentation on a specialised
insect herbivore. Oecologia 159, 117 – 126. (doi:10.
1007/s00442-008-1204-x)

12. Shama LNS, Kubow KB, Jokela J, Robinson CT. 2011
Bottlenecks drive temporal and spatial genetic
changes in alpine caddisfly metapopulations. BMC
Evol. Biol. 11, 278. (doi:10.1186/1471-2148-11-278)
13. Chan K-S, Mysterud A, Øritsland NA, Severinsen T,
Stenseth NC. 2005 Continuous and discrete extreme
climatic events affecting the dynamics of a high-
arctic reindeer population. Oecologia 145,
556 – 563. (doi:10.1007/s00442-005-0157-6)

14. Thompson RM, Beardall J, Beringer J, Grace M,
Sardina P. 2013 Means and extremes: building
variability into community-level climate change
experiments. Ecol. Lett. 16, 799 – 806. (doi:10.1111/
ele.12095)

15. Jentsch A, Kreyling J, Boettcher-Treschkow J,
Beierkuhnlein C. 2009 Beyond gradual warming:
extreme weather events alter flower phenology of
European grassland and heath species. Glob. Change
Biol. 15, 837 – 849. (doi:10.1111/j.1365-2486.2008.
01690.x)

16. Greenville AC, Wardle GM, Dickman CR. 2012
Extreme climatic events drive mammal irruptions:
regression analysis of 100-year trends in desert
rainfall and temperature. Ecol. Evol. 2, 2645 – 2658.
(doi:10.1002/ece3.377)

17. Bell G. 2013 Evolutionary rescue and the limits of
adaptation. Phil. Trans. R. Soc. B 368, 20120080.
(doi:10.1098/rstb.2012.0080)

18. Elliott JM, Hurley MA. 2003 Variation in the
temperature preference and growth rate of
individual fish reconciles differences between two
growth models. Freshw. Biol. 48, 1793 – 1798.
(doi:10.1046/j.1365-2427.2003.01129.x)

19. Barrett RDH, Paccard A, Healy TM, Bergek S, Schulte
PM, Schluter D, Rogers SM. 2011 Rapid evolution of
cold tolerance in stickleback. Proc. R. Soc. B 278,
233 – 238. (doi:10.1098/rspb.2010.0923)

20. Lytle DA, Poff NL. 2004 Adaptation to natural flow
regimes. Trends Ecol. Evol. 19, 94 – 100. (doi:10.
1016/j.tree.2003.10.002)

21. Vincenzi S, Crivelli AJ, Jesensek D, De Leo GA. 2008
The role of density-dependent individual growth in
the persistence of freshwater salmonid populations.
Oecologia 156, 523 – 534. (doi:10.1007/s00442-008-
1012-3)

22. Pujolar JM, Vincenzi S, Zane L, Jesensek D, De Leo
GA, Crivelli AJ. 2011 The effect of recurrent floods
on genetic composition of marble trout populations.
PLoS ONE 6, e23822. (doi:10.1371/journal.pone.
0023822)
23. Willi Y, Van Buskirk J, Hoffmann AA. 2006 Limits to
the adaptive potential of small populations. Annu.
Rev. Ecol. Evol. Syst. 37, 433 – 458. (doi:10.1146/
annurev.ecolsys.37.091305.110145)

24. Brook BW, Sodhi NS, Bradshaw CJA. 2008 Synergies
among extinction drivers under global change.
Trends Ecol. Evol. 23, 453 – 460. (doi:10.1016/j.tree.
2008.03.011)
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