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Evaluation of Self-Mixing Interferometry
Performance in the Measurement

of Ablation Depth
Ali Gökhan Demir, Paolo Colombo, Michele Norgia, Senior Member, IEEE, and Barbara Previtali

Abstract— This paper studies self-mixing interferometry (SMI)
for measuring ablation depth during laser percussion drilling
of TiAlN ceramic coating. The measurement performance of
SMI was investigated in a large processing range producing
blind microholes with depths below and beyond the average
coating thickness. Signal characteristics of the measurement
system were evaluated indicating sources of disturbance. The
SMI measurements were compared with a conventional mea-
surement device based on focus variation microscopy to evaluate
the measurement error. The measurement error classes were
defined, as well as defining the related error sources. The results
depict that the measurement error was independent of the
processing condition, hence the hole geometry and ablation rate.
For 76% of cases, measurement error was below the intrinsic
device resolution obtainable by simple fringe counting of half a
wavelength (λ/2 = 0.393 μm).

Index Terms— Ceramic coating, laser ablation, laser
microdrilling, laser surface texturing, process monitoring,
self-mixing interferomety.

I. INTRODUCTION

LASER ablation is a flexible micromachining process that
enables high-precision noncontact machining. Due to the

noncontact nature of the process, the control of machining
depth is difficult. In particular, the control of machining depth
on surface coatings for laser surface texturing applications
becomes of paramount importance. In the case of thin ceramic
surface coatings on steel substrates, high accuracy in the
machining depth is required to avoid damage on coating
by substrate contamination [1]. The applied coating layer is
characterized by limited thickness, in the order of 2–15 μm.
When the machining depth exceeds the coating thickness,
the ablation conditions change drastically since the steel sub-
strate behaves differently during the interaction with the laser
beam [2]. Particularly in percussion drilling, molten steel from
the substrate is deposited at the entrance of the blind hole. For
laser surface texturing in view of friction applications, where
a great number of microholes are realized over large areas
to make a reservoir of solid or liquid lubricant [3], substrate
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reach can cause coating failure [2]. Thus, online monitoring
capabilities are required to overcome process variations during
the machining of large area components.

Several techniques for ablation depth monitoring have
been proposed in the literature. Methods exploiting acoustic
emission of the process [4] and mechanical vibration due to
wavefront expansion [5] have been proposed. However, the
majority of the techniques employ optical methods. Depending
on the used method, direct or indirect measurement of the
ablation depth can be made. Concerning the indirect methods,
use of photodiodes (PDs) [6], [7] and optical emission
spectrum [8]–[12] are the methods, which allow correlating
the signal to the measured depth. In the case of optical
emission spectrum, the signal can also be employed to
detect change of material layer by observing the presence
of a new signal component, such as plasma emission
lines. Direct measurement methods commonly rely on
imaging the hole itself using a probe light and a sensor.
Depending on the sensor type, the measurement can be
carried out in 3-D or only 1-D, hence the depth. For
this purpose, Döring et al. [13] used a high-resolution
imaging system based on charge-coupled device camera,
for visualization of ablation depth in transparent materials.
Interferometric methods have also been implemented to
measure the ablation depth, at the end of and during the
process. Papazoglou et al. [14] used white light interferometry
implemented into the optical chain of the processing laser,
which could acquire high-resolution 3-D images of the
ablation area after the process. Webster et al. [15], [16],
Leung et al. [17], and Ji et al. [18] proposed to use Fourier
domain optical coherence tomography for faster acquisition
of ablation depth. The technique was shown to perform
with 6.2-μm depth and 100-ns time resolution. On the other
hand, self-mixing interferometry (SMI) is another appealing
option as a high-resolution point displacement measurement
technique [19], which can be adapted in laser micromachining
to monitor ablation depth [20]–[22]. The depth resolution
is intrinsically high, since it is half the wavelength of the
interferometer (typically λ/2 < 0.5 μm). The system also
flexibly allows for increasing the temporal resolution, as
megahertz level electronic bandwidths (BWs) are achievable.
Previous work [23] showed that stable SMI measurements in
ceramic coatings ablation were possible in the presence of
a side gas jet. Although its potential use in ablation depth
monitoring has been proven, the measurement performance of
SMI in microdrilling depth measurement has not been studied
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previously. SMI has been used and characterized extensively
for measurement of displacement [24], [25], distance [26],
vibration [27], speed [19], and flow [28], [29] in different
dimensional scales. On the other hand, ablation depth
monitoring requires demanding measurement accuracy, in a
scale comparable with the resolution of the device. Moreover,
the ablation phenomenon itself reduces the signal quality
in measurement, which adds up to the complexity of the
problem. Characterization of the measurement performance
is of high importance when the method should monitor depth
of blind holes on coatings with limited depth (1–15 μm).
Hence, the number of fringes to appear will be few, typically
between 2 and 35. Errors in fringe appearance and counting
can become comparable with the measured
quantity.

In this paper, SMI is applied in the laser percussion drilling
of TiAlN ceramic coating deposited on AISI D2 steel. The
12-μm-thick TiAlN coating was drilled with a pulsed green
fiber laser, while the SMI was applied with a 785-nm laser
diode (LD). In particular, the ablation depth measurement
system is required to avoid incorrect measurement in proximity
of coating-substrate interface. Accordingly, the measurement
requirements were explained. The signal characteristics were
compared with the signals obtained during the displacement
of a macro target. The measurement accuracy of the employed
method was evaluated by comparison with a conventional
surface measurement instrument based on focus-variation
microscopy.

II. ABLATION DEPTH MONITORING SYSTEM BASED

ON SELF-MIXING INTERFEROMETRY

Conventional interferometry technique used for displace-
ment measurement (Michelson interferometry) uses a refer-
ence and a measurement arm. Typically, two measurement
channels are used; otherwise, the displacement direction is
ambiguous. SMI exploits interference occurring in the laser
cavity due to back-reflected light [19]. LDs are the most
common choice for a self-mixing interferometer. A PD is
usually available, mounted at the rear mirror of the laser chip,
which is used to measure the power fluctuations due to the
interference. As shown in Fig. 1(a), in an SMI configuration,
a small portion of the emitted beam that is back reflected from
a remote target enters the cavity after being attenuated in the
external cavity. The reflected laser field phase depends on the
distance of the reflecting body at a given time instance [19].
In SMI, the back-reflected field Er adds to the lasing field El ,
modulating its amplitude and frequency. The interferometric
phase can be retrieved from the change of the optical power
measured. The periodic function of the interferometric phase,
hence the signal shape, depends on the feedback parame-
ter (C). Feedback parameter depends on the LD design and
characteristics, as well as optical attenuation in the external
cavity. An increase in the optical attenuation results in the
decrease in the feedback parameter, hence change of the signal
shape. In very weak feedback regime (C � 1), the self-mixing
signal shows a cosine function shape, which results in the
ambiguity of the displacement direction. In weak feedback
regime (0.1 < C < 1), the signal shape gets distorted and has a

Fig. 1. (a) Working principle of SMI for displacement measurement.
(b) Schematic of the optical changes around the surface due to ablation
products, which are likely to disturb SMI measurements.

nonsymmetrical shape. For stable interferometric displacement
measurements that are nonambiguous in direction, the feed-
back parameter is typically required to be at the moderate
regime (1 < C < 4.6). Further increase in feedback parame-
ter (C > 4.6) results in entering the strong feedback regime,
where multiple switchings per period may occur, and the
measurement is affected by an error. Working in moderate
feedback regime, at each displacement of half laser wave-
length (λ/2), a fringe forms. The resultant signal shows a saw-
tooth shape. By fringe counting, the total displacement (�s)
is calculated as

�s = nfrg · λ/2 (1)

where nfrg represents the number of fringes. The saw-tooth
signal shape of SMI also provides the displacement direction.

During the laser-material interaction with nanosecond
pulses, the pulse duration is long enough to generate thermal
interaction that will generate vapor and molten phases of
the material. In the initial phase of this interaction, plasma
can also form from the material vapor. The pressure exerted
on the molten phase by the vapor and plasma can cause
material ejection [30]. One of the main concerns regarding
the feasibility of the SMI for ablation measurements is related
to these physical changes modifying the optical properties in
the space close to the hole, as the measurement beam should
pass through turbid media [31]. As depicted in Fig. 1(b), the
measurement beam encounters the ablation products, namely,
plasma, shockwave and plume, which may scatter the beam
and generate coherence loss. These factors can alter the optical
feedback parameter, and eventually the measurement signal
can be lost. Moreover, the machined area differs from the
initial surface in terms of both reflectivity and geometry.
Speckle formation is also expected due to the changes in the
surface morphology [32]. The use of side gas has been found
to overcome the problems related to plume generation [23].
On the other hand, speckle effects are intrinsically difficult to
tackle due to the fact that the measurement beam should pass
through the realized hole as it is formed.

The SMI used in this paper was realized using off-the-shelf
components. The design criteria are explained in detail in [23].
A GaAlAs LD with a multiquantum well structure (HL7851G
from Hitachi, Ibaraki, Japan) was used as the light source.
Emission wavelength of the interferometer was 785 nm. The
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TABLE I

MAIN CHARACTERISTICS OF THE PROCESSING AND MEASUREMENT LASERS

depth measurement resolution obtainable by simple fringe
counting is half wavelength, and at stable conditions, it is equal
to 392.5 nm, which might drift ±2 nm due to temperature
and current variations. The monitor PD current was converted
by a single-stage transimpedance amplifier, realized by a
transimpedance amplifier (OPA380 from Texas Instruments,
Dallas, TX, USA) with gain equal to 420 k�. In these
conditions, the BW of the interferometer was about 1 MHz,
allowing us to capture the fast ablation phenomenon and obtain
signals with good signal-to-noise ratio. The SMI signal was
acquired with a digital oscilloscope characterized by 350-MHz
maximum BW, 5-GS/s sampling rate, and 16 · 106 record
length (TDS5034B from Tektronix, Oregon, USA).

The used processing laser was a master oscillator power
amplifier fiber laser operating with green wavelength (YLPG-5
from IPG Photonics, Oxford, MA, USA). The measured
average and estimated maximum peak powers are 6 W and
16 kW, respectively. The processing laser is characterized by
a delay and ramped emission in the initial phase of the emis-
sion [23]. In order to control the number of pulses emitted, the
emission delay was measured for all experimented conditions
and was added to the effective drilling time for piloting the
laser with the correct modulation duration. In the following
graphs, the drilling time after the emission delay is exhibited.
The processing beam was combined with the beam of the
self-mixing interferometer with a dichroic mirror (DMLP567
from Thorlabs, Newton, NJ, USA). The beams were
focused using an achromatic lens with 100-mm focal length
(AC254-100-A-ML from Thorlabs) and launched onto the
workpiece on the same point (see Fig. 2). The main speci-
fications of the processing and measurement lasers are sum-
marized in Table I.

III. PERFORMANCE OF THE SELF-MIXING

INTERFEROMETER

The monitoring system was evaluated during the percus-
sion microdrilling of TiAlN ceramic coating deposited on
AISI D2 tool steel (Balinit Lumena from Oerlikon Balzers,
Balzers, Liechtenstein). The coating thickness was measured
as 12.1 ± 0.7 μm. Measured average surface roughness was
0.15 ± 0.02 μm. Laser percussion microdrilling was the
used processing strategy, which is the basis of point-by-point
laser surface texturing. In particular, for its application in

Fig. 2. Ablation monitoring setup consisting of the processing laser and
self-mixing interferometer.

laser ablation, the measurement error should not depend
on the ablation depth, hence the laser ablation conditions.
Moreover, the SMI system should be able to reveal ablation
depth change with error margin lower than the variability of
the coating thickness.

Therefore, the performance measurement of the SMI system
was evaluated in laser microdrilling conditions generating hole
depths below and beyond the coating thickness. The system
is required to perform well independently of the processing
conditions, and hence, the whole feasibility range producing
hole depths between 1 and 13 μm was explored. In this way,
similar hole depths could be obtained using different laser
process conditions. In order to evaluate the depth increase
as a function of the laser parameters, four levels of pulse
energy (E), five levels of number of pulses (N), and two levels
of pulse repetition rate (PRR) were selected (see Table II).
Experiments were applied using N2 side gas jet at 1 bar
to avoid signal loss due to ablation plume. All experimental
conditions were repeated five times. Hole depth was measured
offline, from the acquired SMI signals through manual fringe
counting (hSMI). The accuracy of the SMI measurements
was determined in comparison with a conventional surface
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TABLE II

EXPERIMENTAL PLAN FOR ACCURACY EVALUATION
OF THE MEASUREMENT SYSTEM

Fig. 3. Determination of hole depth with FVM and SMI (E = 10 μJ,
PRR = 160 kHz, and N = 200). (a) Real color image acquired by FVM
depicting the position of the depth profile. (b) Corresponding depth profile.
(c) SMI signal belonging to the hole.

geometry measurement device (InfiniteFocus from Alicona,
Graz, Austria) based on focus variation microscopy (FVM).
3-D image of each hole was acquired using 50X magni-
fication lens. In this configuration, vertical and horizontal
resolutions were 12 nm and 1 μm, respectively. The hole
depth (hFVM) was determined as the distance of the lowest
point of the acquired hole with respect to the surface, as
shown in Fig. 3. Fig. 3(c) shows the self-mixing signal
acquired during the ablation procedure: the fringes are clearly
measurable and indicate a continuous growth of the hole
during the drilling time.

Depth measurements were compared pairwise on each
single hole, defining the measurement error (e) of SMI as

e = hSMI − hFVM. (2)

The repeatability of the FVM device used for measurement
comparison was also analyzed by designed experiments. Three
conditions (K ) representing low (average hFVM = 2.99 μm),
medium (average hFVM = 6.39 μ m), and high (average
hFVM = 12.07 μm) hole depths were chosen. The chosen
holes were acquired with the FVM five times. Each acquisition

TABLE III

ANOVA TABLE FOR HOLE DEPTH MEASURED BY FOCUS VARIATION
MICROSCOPE hFVM (μm). DF : DEGREES OF FREEDOM; F-VALUE:

THE TEST STATISTIC USED TO DETERMINE WHETHER THE

TERM IS ASSOCIATED WITH THE RESPONSE; P-VALUE: A
PROBABILITY THAT MEASURES THE EVIDENCE AGAINST

STATISTICAL SIGNIFICANCE; S: STANDARD DEVIATION

OF HOW FAR THE DATA VALUES FALL FROM

THE FITTED VALUES; R2: PERCENTAGE OF
VARIATION IN THE RESPONSE THAT IS

EXPLAINED BY THE MODEL; AND R2
adj :

THE VALUE OF R2 ADJUSTED FOR

THE NUMBER OF PREDICTORS IN

THE MODEL RELATIVE TO THE
NUMBER OF OBSERVATIONS

was also measured five times. All the acquisitions and mea-
surements were carried out in random order. The resultant
experimental plan was composed of condition (K ) with three
levels, acquisition repetition (AR) with five levels, and mea-
surement repetition (MR) with five levels as the investigated
factors. Analysis of variance (ANOVA) was applied on the
measurement results. Bonferroni criteria were applied to test
the statistical significance of the parameters and their inter-
action. The overall level of statistical significance family
error (αFAM) was set at 5%. Accordingly, statistical signifi-
cance level for each parameter and interaction was calculated
as αFAM/g, where g is the total number of statistical tests in
ANOVA. For statistical significance, the p-value associated
with a parameter or interaction has to be smaller than this
calculated value [33]. Table III reports the results of ANOVA.
With three parameters and three second-order interactions,
the statistical significance for each test is 0.83%. It can be
observed that the only significant parameter over the measured
depth is condition (K ), hence the measured hole depth itself
(p-value < 0.83%). The AR and MR and their interactions
do not significantly alter the outcome of the measurement.
In particular, the standard deviation pooled over different ARs
and MRs were 45, 99, and 92 nm for low, medium, and
high hole depths, respectively. Such values are well below
the resolution of the SMI employing fringe counting used in
the experimentation, rendering FVM a suitable device for the
performance evaluation of SMI.

IV. RESULTS

A. Self-Mixing Interferometry Signal Characteristics

Fig. 4 compares the SMI signals obtained during stable
and disturbed conditions. The signal shown in Fig. 4(a)
represents the conventional SMI signal in moderate feedback
regime obtained during the displacement of a metallic target.
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Fig. 4. SMI signals representing stable and disturbed measurement con-
ditions. (a) During the displacement of a metallic target. (b) Mode hopping
caused by excessive back reflection from the remote target. (c) Without target
displacement in the presence of He flow. (d) Easy readout signal type during
microdrilling of TiAlN coating (E = 10 μJ, PRR = 160 kHz, and N = 200).
(e) Difficult readout signal type (E = 10 μJ, PRR = 160 kHz, and N = 200).

The signal shows high amplitude (500-mV peak-to-peak fringe
amplitude), and the saw-tooth shape is well defined. One
of the important issues related to measurement stability is
the mode hopping phenomenon. In mode hopping, the emis-
sion wavelength of the diode laser changes making discrete
jumps, since the laser switches from one longitudinal mode
to another [34]. Mode hopping is caused by laser case tem-
perature, injection current, and optical feedback. Both case
temperature and injection current were kept stable during the

experiments. However, the optical feedback was variable since
the ablation phenomenon also changes the optical properties
of the material surface during the process [35], [36]. The
material reflectivity and surface curvature are both varied
throughout the process. Moreover, within this measurement
scheme, the SMI is focused to a small spot increasing the
intensity on a small area. Due to the low surface roughness
of the material and at normal incidence, such as the one
presented in this paper, the reflected light amount is expected
to be higher and scattering is expected to be lower compared
with rough and diffusive surfaces [37]. Hence, the amount of
back reflected light may be excessive during the operation,
causing the system to operate in the so-called strong feedback
regime (C > 4.6). In this regime, SMI measurements are not
always possible. Due to all these factors, the system is also
prone to mode hopping. Fig. 4(b) demonstrates mode hopping
phenomenon occurred during the placement of the workpiece.
Mode hopping requires careful adjustment of the diaphragm in
the optical chain to avoid entering in strong feedback regime,
but also allowing enough optical feedback to work in moderate
feedback regimes.

Another issue is related to the used process gas in the laser
microdrilling process. As a matter of fact, an interferometer
will measure the change in optical path difference, which can
be induced by a change in distance, in refractive index or
both [38]. Refractive index of air is 1.0002751 at 785-nm
wavelength [39]. For the same wavelength, the refractive index
of N2 is reasonably close to air being 1.0002963, since this
gas corresponds to the major component in air [40]. On the
other hand, the refractive index of He is 1.00003481, which
is much smaller [41]. Hence, the He flow under the SMI
generates fringes due to refractive index variation without any
target displacement as shown in Fig. 4(c). Accordingly, the
method is not suitable, if a process gas with refractive index
very different from the ambient atmosphere is blown over the
measurement area.

On the other hand, the SMI signals acquired during the
laser microdrilling process are remarkably different from the
signals obtained in conventional displacement measurement
conditions. The signals shown in Fig. 4(d) and (e) represent
SMI signals obtained during ablation process. It can be
observed that the faster edge of the saw-tooth shape is less
steep. The peak-to-peak fringe amplitude in this case is around
50 mV. The present fringe amplitude during laser ablation is
about five times higher compared with [23], where higher
BW (35 kHz) was employed. The results demonstrate that
1-MHz BW level is more suitable as dynamic features of
the signal are not compromised with higher signal-to-noise
ratio. Therefore, the feedback parameter is decreased; however,
the operation is still in moderate feedback regime. Due to
the previously described changes in optical properties of the
machined surface, the amount of reflected light can reduce,
which also reduces the feedback parameter. Another common
feature of the SMI signals in ablation monitoring is the ascend-
ing or descending slopes around the signal average value. This
characteristic is attributed to the speckle phenomenon present
in the so-called noncooperating targets [32]. In conventional
SMI measurements, signal average shifts from zero due to
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Fig. 5. Hole depth (h) as a function of process parameters pulse energy (E),
number of pulses (N ), and PRR measured by FVM.

target surface scanning [see Fig. 4(e)]. The scattered light
causes speckle formation. Consequently, signal fading and
deformation, as well as fringe amplitude variation occur.
During the laser microdrilling operation, the target changes the
surface geometry, and hence speckle formation is inevitable.
The presence of these defects renders automated fringe count-
ing difficult and in some cases impossible. Signal correction
to overcome speckle effects is evidently vital for this purpose.
Automated fringe counting and moreover signal analysis for
retrieving the displacement within incomplete fringes should
be considered, together with elaboration algorithm working in
the frequency domain [42].

Another important feature of the SMI signals during the
laser microdrilling process is related to the delay in the
occurrence of the first fringe. This is expected to be due to
the ramped emission profile in the initial part of the pulse
train, which generates a reduced ablation rate. Hence, SMI is
capable of measuring the changes in the ablation rate even
within the displacement of a single fringe.

During ablation monitoring, these defects were present.
A primary distinction was carried out for the readability of the
signals as easy and difficult. The SMI signal shown in Fig. 4(d)
depicts an easy readout as signal deformation due to reduced
feedback parameter and speckle is limited. On the other
hand, the SMI signal in Fig. 4(e) is an example for difficult
readout due to a marked speckle effect and variable signal
shape due to changing feedback parameter. The occurrence of
difficult readout signals was high, consisting of 55% of the
199 acquired signals. In the analysis, all signals were used for
fringe counting; however, the effect of signal quality on the
error was also evaluated.

B. Evaluation of Measurement Error

Fig. 5 reports the hole depth measurements obtained by
FVM, over the experimented region as a function of process
parameters. It can be observed that within the experimented
region, hole depths could vary between 1.5 and 13 μm. Both
pulse energy and number of pulses were effective in increas-
ing hole depth, whereas the influence of PRR was limited.
Fig. 6 compares the hole geometries obtained with different

Fig. 6. Comparison of hole morphology obtained with different laser
microdrilling parameters, showing similar depth and diameter conditions.
(a) E = 5 μJ, PRR = 160 kHz, and N = 100. (b) E = 20 μJ,
PRR = 300 kHz, and N = 50. (c) E = 5 μJ, PRR = 160 kHz, and N = 250.
(d) E = 20 μJ, PRR = 300 kHz, and N = 200.

process parameter combinations. The holes exhibit slight ellip-
ticity, which can be only partially attributed to the processing
laser beam shape. The geometrical imperfection components
of the used experimental optical system and their alignment
are also expected to contribute. It can also be observed that the
bottom of the blind holes show a significantly different rough-
ness profile compared with the nonmachined surface. Such a
roughness profile change can cause change in the reflectivity
of the material at the bottom of the hole, hence reduce the
optical feedback. Moreover, roughness profile induces a vari-
able surface profile at the bottom of the hole, which can alter
the measured displacement. However, this second contribution
is expected to be much less significant being in a smaller
dimensional range compared with the resolution obtained
by fringe counting. The impact of roughness can be more
relevant with improved resolution of the device through signal
processing. The images show that holes with similar depth
could be achieved with different diameters and vice versa.
In particular, the holes shown in Fig. 6(a) and (b) are charac-
terized by a similar low depth (average hFVM = 3.38 μm),
whereas the ones in Fig. 6(c) and (d) exhibit high depth
(average hFVM = 10.38 μm). On the other hand, the holes
in Fig. 6(a) and (c) show a similar small diameter (average
D = 18 μm), whereas Fig. 6(b) and (d) shows holes with
similar and larger diameters (average D = 24 μm). Accord-
ingly, within the experimental campaign, the effect of the hole
diameter is included.

Fig. 7(a)–(d) exhibits SMI signals of obtained in increasing
number of pulses with fixed pulse energy and PRR levels.
Fig. 7(a)–(d) clearly depicts that the number of fringes
increases with the number of pulses, following the same
trend observed with the FVM measurements. Fig. 7(e) shows
the hole depth measured by SMI employing simple fringe
counting. It can be observed that the results are very close
to the measurements obtained by FVM and maintain the same
linear increase as a function of number of pulses (N) and
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Fig. 7. SMI signal examples during the ablation of holes with different
depths. Laser microdrilling parameters were E = 10 μJ and PRR = 160 kHz
with variable number of pulses N . (a) N = 100, nfrg = 10, and
hSMI = 3.93 μm. (b) N = 150, nfrg = 16, and hSMI = 6.28 μm.
(c) N = 200, nfrg = 22, and hSMI = 8.64 μm. (d) N = 250, nfrg = 28, and
hSMI = 10.21 μm. (e) Hole depth (h) as a function of process parameters
pulse energy (E), number of pulses (N ), and PRR measured by SMI.

pulse energy (E), whereas no significant effect of PRR is
visible.

Over the total number of 200 experiments resulting from
40 experimental conditions and five replications for each,
only one was not included in the further qualitative and
statistical analyses due to experimental error. Each microhole
realized experimented condition was measured with FVM,

TABLE IV

ANOVA TABLE FOR MEASUREMENT ERROR e (μm). DF : DEGREES
OF FREEDOM; F-VALUE: THE TEST STATISTIC USED TO DETERMINE

WHETHER THE TERM IS ASSOCIATED WITH THE RESPONSE;
P-VALUE: A PROBABILITY THAT MEASURES THE EVIDENCE

AGAINST STATISTICAL SIGNIFICANCE; S: STANDARD DEVI-
ATION OF HOW FAR THE DATA VALUES FALL FROM THE

FITTED VALUES; R2: PERCENTAGE OF VARIATION

IN THE RESPONSE THAT IS EXPLAINED BY
THE MODEL; AND R2

adj : THE VALUE OF R2

ADJUSTED FOR THE NUMBER OF PRE-
DICTORS IN THE MODEL RELATIVE TO

THE NUMBER OF OBSERVATIONS

and the acquired SMI was used to measure the depth of the
same hole. In Fig. 8(a), the error of SMI measurements is
shown as a function of the process parameters and signal
quality classification. The error classes are also highlighted as
missing or excess fringe counts with the dashed lines. Fig. 8(b)
shows these error classes in their corresponding occurrence
percentage. The main results coming from the analysis can be
listed as follows.

1) SMI Signal Quality Is Adequate to Avoid Misreading in
General: The SMI measurements are clustered around
same values within the same processing conditions.
This is due to the discrete incremental steps in the
measurement based on fringe counting and the fact that
all the measurements are multiples of λ/2. As shown
in Fig. 8(a), the overall results show that the error is
confined between 0 and −λ = −0.785 μm. As a matter
of fact, all error values falling below this range (between
−λ and −2λ) correspond to signals with difficult
readout.

2) The Measurement Error Is Independent of the Process-
ing Conditions: As depicted in Fig. 8(a), the mea-
surement error does not follow a certain trend across
the experimental range. The dependence of error on
the processing conditions was evaluated with ANOVA.
Bonferroni criteria were applied with αFAM = 5%. With
three parameters, three second-order interactions, and
one third-order interaction, the statistical significance for
each test is 0.71%. As depicted in Table IV, none of
the parameters was found to be significant. This result
confirms that the SMI measurement is not affected by
the hole geometry, particularly by diameter or depth.
The measurement campaign shows that the same depth
can be obtained in different time durations, using lower
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Fig. 8. (a) Measurement error as a function of process parameters and signal quality. The dashed lines indicate the error classes as a function of fringe
count. (b) Occurrence percentage of the error classes. The percentages refer to 199 total number of measurements.

or higher PRRs. Therefore, it can be concluded that the
error does not depend on the depth increase rate as well.

3) Measurement Error Margin Is Lower Than the Vari-
ability of the Coating Thickness: The majority of the
measurement error (76% of the whole experimented
range) falls between zero and one missing fringe range
(between 0 and −λ/2). This range represents the capa-
bility of the device, since the error is lower than the res-
olution obtained by fringe counting (λ/2 = 0.393 nm).
Hence, in the majority of the cases, the SMI error is
acceptable for the application. Only in 6% of the exper-
imented range (11 measurements), the error corresponds
to more than one missing fringe (between −λ and −2λ),

which is larger than the thickness variation. The device
is capable of measuring with adequate error margin in
the most critical region, the coating/substrate interface.

4) SMI Measurements Underestimate the Hole Depth:
In Fig. 8(a), it can be observed that the error is accu-
mulated around negative values, which depicts that the
SMI system tends to underestimate the hole depth. This
phenomenon is due to the functioning principle of SMI.
A fringe will form when the displacement is increased
by λ/2. When, the displacement ends without reaching
a multiple of λ/2, the remaining part will generate an
incomplete fringe. Such an increment is not captured
in fringe counting, but can be estimated by signal
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Fig. 9. Schematic of the error underestimation due to incomplete fringes.

processing. As shown in Fig. 9, during the microdrilling
process, the hole depths that fall between two discrete
fringe numbers will be measured with a smaller depth
compared with the real one. Due to this reason, only
the region between −λ/2 and 0 can be considered as
correct measurements within the capability of the device.
Regarding other error classes, the positive error obtained
in region between 0 and λ/2 is due to signal errors. The
range between −λ/2 and −λ corresponds to one missing
fringe and is acceptable for measurements based on
manual fringe counting. Finally, in the region between
−λ and −2λ, error classes of 2 and 3 missing fringes
exist. In these error classes, the signal quality was always
found to be low, which is the main cause for the error.

V. CONCLUSION

In this paper, the use of SMI for ablation depth monitoring
of TiAlN ceramic coating was demonstrated. For the first time,
the measurement accuracy of SMI for ablation depth monitor-
ing was methodologically investigated in a large processing
range. In particular, the performance of the measurement
method was evaluated regarding the process requirements. For
this purpose, the signal characteristics of SMI measurement
system were investigated. It was observed that the SMI mea-
surements was sensitive to increased optical feedback due
to tightly focused beam and refractive index changes that
may occur due to the used side gas jet. Moreover, the SMI
signals suffered from changes in reflectivity and speckle for-
mation during ablation, which significantly reduce the signal
quality in comparison with signals obtained in conventional
applications. The measurement error of SMI was found to
be below resolution obtainable by simple fringe counting
(λ/2 = 0.393 μm) for the larger part of the experimental
range (76%). Overall, the error did not exceed 2λ = 1.57 μm.
The SMI measurements were also found to underestimate the
hole depth due to incomplete fringe formation.

Under the light of the obtained results, it can be concluded
that the SMI measurement system is capable of measuring
the ablation depth, with an error margin below the coating
thickness variation. Moreover, the results show that further
reduction of measurement error is possible through improving
the signal quality. Improvement of the signal quality during
the measurement is limited due to the complicated nature
of the ablation process, through which the drilled microhole
acts as a noncooperating target. A more feasible way for

improved measurement performance appears to be in the
postprocessing stage. The complexity of the postprocessing
strategies, however, would increase the computation time and
render eventually the online use of this monitoring method
more difficult. Accordingly, the acceptable error margin should
be considered for the given application. Increasing the device
resolution by reducing the wavelength is another possibility
for reducing error margin. It should be noted that the chosen
wavelength should not coincide with the plasma luminescence
of the workpiece material to avoid its integration to the PD,
and the electronic BW should be matched to acquire the higher
number of fringes observed in the same drilling time.
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