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In this study we discuss the cost efficiency of the optimization of a new prototypical
mixing flow, the Fourier sine flow, an extension of the sine flow. The Fourier sine
flow stirs a mixture on a two-dimensional torus by blinking, at prescribed switching
times, two orthogonal velocity fields with profiles represented by a Fourier sine series.
We derive a family of mixers of increasing complexity by truncating the series to
one, two, three and four modes. We consider the optimization of the velocity profiles
and the optimization of the stirring protocol. We implement the former by computing,
at each iteration, the amplitudes and phase shifts of the Fourier modes synthesizing
the velocity profiles that minimize the mix-norm, our cost function, i.e. maximize
the quality of mixing. We implement the latter by selecting, at each iteration, the
best performing of the two orthogonal stirring velocity fields, i.e. the velocity field
that minimizes the mix-norm. To obtain a physically meaningful optimization problem,
we constrain the kinetic energy of the flow to be the same among all mixers and
use the viscous dissipation as an estimate of the power input needed to operate the
mixers. We characterize the performance of the mixers using three cost functions:
the homogenization time, the computational cost of optimization and the total energy
consumption. We test the mixers on a range of admissible power inputs using two
representative switching times. We report some surprising results. Mixers equipped
with the velocity profile optimization and a periodic stirring protocol cannot be
optimal, i.e. their performance depends on the switching time chosen, independently
of the number of Fourier modes used in the optimization. Apparently, optimal mixers
can be obtained only by coupling velocity profile and stirring protocol optimizations.
The computational cost of the optimization depends only on the number of Fourier
modes used and grows by about an order of magnitude for each Fourier mode added
to the optimization. At low power inputs, the coupled optimizations allow us to obtain
an attractive reduction of the homogenization time in combination with a reduction
of the total energy required to produce it. However, increasing the power input does
not guarantee a reduction of the homogenization time. Counter-intuitively, there are
ranges of power inputs for which both the homogenization time and the total energy
increase when increasing the power input. Finally, for large enough power inputs,
optimizations with two, three and four Fourier modes perform similarly, making the
former optimization the most cost-efficient.
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On the cost efficiency of mixing optimization 113

1. Introduction
Modern industrial applications demand mixing devices able to achieve a required

level of homogenization for a range of operating and initial conditions while
minimizing the homogenization time and operating costs. This is especially
challenging when mixers must operate in laminar regimes because the design of such
mixing devices apparently requires optimization or control of mixing. In recent years,
mixing optimization and control have been developed systematically on conceptualized
mixers. D’Alessandro, Dahleh & Mezić (1999) considered a mixing device that stirs
the mixture on a two-dimensional torus by blinking two steady, orthogonal velocity
fields. The device is assumed to be equipped with a sensor that measures the quality of
mixing and an actuating system that generates stirring velocity fields with prescribed
profiles. The objective of the optimization problem proposed by D’Alessandro et al.
(1999) is to find an optimal stirring protocol that maximizes the quality of mixing
– we will refer to it as stirring protocol optimization. D’Alessandro et al. (1999)
solved the problem for an egg-beater flow that stirs by blinking two orthogonal shear
flows, and derived an optimal stirring protocol that maximizes the entropy of the
system.

Control of fluid mixing, as formulated by D’Alessandro et al. (1999), or the
equivalent optimization problem, has been applied in a few studies. Vikhansky
(2002a,b) optimized mixing in a lid-driven cavity flow using optimal control theory.
As a cost function, the author used the area of the inter-material boundary (Vikhansky
2002a) or the amount of stretching rate along the unstable manifold of the flow
(Vikhansky 2002b). He reported that these measures of the quality of mixing have
some limitations. In particular, the inter-material boundary grows exponentially in
a chaotic flow, and so does the computational cost needed to accurately track the
interfacial growth (Vikhansky 2002a; Mathew, Petzold & Serban 2002). Furthermore,
the author noted that high stretching rate along the unstable manifold in general does
not imply uniformity of mixing (Vikhansky 2002b).

Subsequent studies on optimization and control of mixing have assumed the
existence of a sensor able to measure the level of homogenization of the mixture,
the mix-norm (Mathew, Mezić & Petzold 2005). The mix-norm is an average, over
all scales and locations, of the mean value of the concentration field within a
subregion of the mixing domain. Mathew et al. (2005) showed that the mix-norm
can capture known mixing properties of the processes that mix by chaotic advection
and by diffusion. The mix-norm is applicable to mixtures stirred by periodic and
aperiodic protocols and is capable of quantifying mixing efficiency in the context of a
given initial concentration field. Mathew et al. (2007b) considered a micromixer that
promotes mixing in its main channel by oscillating three secondary transverse flows.
The authors determined the amplitudes and frequencies of the oscillating flows that
maximize mixing at the outlet of the main channel. Mathew et al. (2007a) considered
the flow induced on a two-dimensional torus by a finite set of prescribed force fields
modulated in time. They solved the optimal control problem by finding a protocol
that minimizes a weighted sum of the mix-norm and the stirring action per unit mass.
Cortelezzi, Adrover & Giona (2008) considered the sine flow (Liu, Muzzio & Peskin
1994), a flow that is stirred within a two-dimensional torus by blinking two orthogonal
velocity fields having a sinusoidal profile. The authors introduced a computationally
efficient short-time-horizon procedure for the optimization of stirring protocols, and
showed that these protocols are nearly as mixing-efficient as the optimal protocol.
Gubanov & Cortelezzi (2009) showed that the short-time-horizon optimal protocols are
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114 O. Gubanov and L. Cortelezzi

less sensitive to the geometry of the initial concentration field than the periodic and
recursive symmetry-breaking protocols (Liu et al. 1994).

The above studies solved the control/optimization problem proposed by
D’Alessandro et al. (1999) and determined the optimal protocols that maximize
mixing by prescribing a time sequence of stirring velocity fields having the same
given profile. A complementary control/optimization problem can be formulated as
follows. Assuming that the device operates with a periodic protocol, the objective of
the optimization problem is to find, at each iteration, the profile of the stirring velocity
field that maximizes the quality of mixing. We will refer to this problem as velocity
profile optimization. The advantage of the stirring protocol optimization is that it only
alters the time sequence with which the velocity fields are blinked. On the other hand,
the implementation of the velocity profile optimization is obviously more complex
because it requires the modification of the actuating system, which should be able to
generate different velocity profiles at each iteration.

The two optimization problems described above can be coupled together to form a
more complex, but potentially more effective, optimization problem whose objective
is to find a stirring protocol and, at each iteration, the profiles of the stirring velocity
fields that maximize the quality of mixing. Gubanov & Cortelezzi (2010) considered
a simple optimization of the stirring velocity profile of the sine flow. They let the
stirring velocity fields slide in the direction transverse to the flow and optimized
the lateral translation at each iteration. Although this optimization involves only the
lateral translation of the stirring velocity fields without altering their shape, it is highly
effective and is essential for achieving a consistent mixing performance for different
initial configurations of the concentration field. Gubanov & Cortelezzi (2010) also
considered the coupling of this simple velocity profile optimization with the simplest
stirring protocol optimization. The authors showed that the coupled optimizations
strategy allows for the design of an optimal mixer, i.e. a mixer able to deliver a
uniformly optimal mixing performance over a wide range of operating and initial
conditions. These results are used as a benchmark in this article.

Most recently, Lin, Thiffeault & Doering (2011) proposed a local-in-time
optimization of the velocity field that stirs within an n-dimensional torus. As a
quantitative measure of mixing, the authors adopted the H−1 norm of the scalar
fluctuation field, equivalent to the square root of the variance of a low-pass-filtered
image of the concentration field. This norm has the property that halving of all length
scales in the tracer distribution leads to a halving of the value of the norm. Using the
H−1 norm as a cost function, Lin et al. (2011) proposed two types of optimizations
derived by constraining either the kinetic energy or the viscous dissipation energy
of the flow. The authors also derived the lower bounds on the rate at which scalar
fields might be mixed. Lin et al. (2011) compared their results to the results obtained
by Mathew et al. (2007a) and concluded that expanding the set of available stirring
velocity fields increases the mixing performance.

In this study, we consider the velocity profile optimization and its coupling to the
stirring protocol optimization in a comprehensive form. To this end, we extend the sine
flow (Liu et al. 1994), which has been a popular playground for the study of laminar
mixing (Pierrehumbert 1994; Antonsen et al. 1996; Alvarez et al. 1998; Muzzio et al.
2000; Szalai et al. 2003; Thiffeault, Doering & Gibbon 2004; Phelps & Tucker 2006),
by representing with a Fourier series the shape of the profiles of the stirring velocity
fields. We call our extension the Fourier sine flow, reflecting the nature of the new
velocity profiles. We formulate a general velocity profile optimization problem whose
objective is to find the amplitude and phase of each harmonic component of the
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On the cost efficiency of mixing optimization 115

Fourier sine flow, so that the synthesized velocity profile produces a mixture with
the minimal mix-norm value by the end of the time interval over which the stirring
field is applied to the flow, the switching time. We couple this optimization with the
simplest form of stirring protocol optimization. We implement the latter by selecting,
at each iteration, the best performing of the two orthogonal stirring velocity fields, i.e.
the velocity field that minimizes the mix-norm. We choose this simple optimization
because it has been shown that stirring protocols optimized over a single switching
time horizon perform competitively with respect to the stirring protocols optimized
over longer horizons (Cortelezzi et al. 2008). Note that in the formulation and solution
of the optimization problems we use the mix-norm over the H−1 norm to allow for an
easy comparison with our previous results.

We restrict our study to mixtures having small molecular diffusivity and evolving
in laminar regimes. That is, we target flows that have simultaneously high Péclet
numbers, i.e. greater than or equal to 104, and low Reynolds numbers, i.e. less
than or equal to 10. In this physical context, we consider the conceptual design
of optimal mixers (Gubanov & Cortelezzi 2010) able to generate the desired level
of homogenization in a few characteristic advection times. Under these conditions,
mixing is achieved mainly by advection, and diffusion can be neglected. The results
presented in this study can be extended to systems with small diffusivity because it
has been shown that short-horizon optimal protocols designed for purely advective
flows can be robustly transported to advective–diffusive flows of small diffusivities
(Cortelezzi et al. 2008).

A meaningful solution to the velocity profile optimization problem can be obtained
only if the amplitude of the Fourier modes that shape the velocity profile is properly
constrained. In the absence of constraints, the optimization routine unboundedly
increases the shear rate induced by the stirring velocity field by unboundedly
increasing the amplitudes of the Fourier modes. Although unbounded shear rates result
in unlimited increase in mixing efficiencies, such increase requires an unlimited power
input, which is not available in practical applications.

In physically realizable mixing devices, if one neglects the power lost due to
mechanical friction, the power input available is spent to create a shear flow that
mixes fluids by inducing stretching and folding. The input energy is partly dissipated
by viscous forces and partly transformed into the kinetic energy of the fluid (Malvern
1969). In laminar regimes the former dominates and, consequently, the latter can be
neglected (Bigio & Conner 1995). Therefore, we limit the power consumption in
our idealized mixing devices by selecting the maximum amount of energy that can
be dissipated by viscosity. The implementation of this constraint requires a careful
adimensionalization of the problem. The result is an optimization routine that produces
realistic results.

We test the mixers on a range of admissible power inputs using two representative
switching times and characterize the performance of the mixers using three cost
functions: the homogenization time, the computational cost of optimization and the
total energy consumption. The first important question we address in this article is
the following. Is it possible to design an optimal mixer using the velocity profile
optimization alone? One could expect the answer to be ‘yes’, considering that the
Fourier sine flow permits efficient reconfiguration of the profile of the stirring velocity
fields at each switching time. We will show that this is not the case.

We will also show that optimal mixers can be obtained only by coupling the
optimizations of the velocity profiles and stirring protocol. The cost of operating an
optimal mixer is hence the sum of the power consumption and the computational
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116 O. Gubanov and L. Cortelezzi

cost of the coupled optimizations. The computational cost, and consequently the
total operating cost, increases with the number of Fourier modes included in the
velocity profile optimization and the length of the horizon used in the stirring protocol
optimization. On the other hand, although expensive, the optimal mixers are expected
to reduce the time needed to achieve a desired level of homogenization, i.e. the
time needed to decrease the mix-norm from the value associated with the initial
concentration field to a given value. These considerations lead to the central question
of the present study. When is the reduction in the homogenization time worth the extra
operating costs? In other words, when is it worth optimizing mixing? We address this
question by characterizing the mixing performance of a family of optimal mixers in
terms of the power input required to operate them, the computational cost involved
in performing the optimizations and the total energy consumed to obtain a target
homogenization level. We will present some unexpected and counter-intuitive results.

In § 2, we introduce the mathematical formulation of the Fourier sine flow, briefly
describe the solution of the purely advective problem, discuss the procedure for the
computation of the mix-norm and formulate the velocity profile optimization problem.
In § 3, we evaluate the performance and costs of the four least computationally
expensive mixers. In § 3.1, we study the effect of the velocity profile optimization
alone by stirring the mixture with a periodic protocol. In § 3.2, we study the effect
of coupling the velocity profile optimization with the simplest form of the short-time-
horizon optimization. We conclude by summarizing our work and draw conclusions
about the cost efficiency of the optimal mixers.

2. Mathematical formulation of the problem
In this section, we extend the sine flow in order to implement the velocity

profile optimization. We briefly review the solution of the purely advective problem,
summarize the computation of the mix-norm and formulate the velocity profile
optimization problem.

2.1. The Fourier sine flow
The time-periodic sine flow (Liu et al. 1994) has been a popular playground for
studying laminar mixing (Pierrehumbert 1994; Antonsen et al. 1996; Alvarez et al.
1998; Muzzio et al. 2000; Szalai et al. 2003; Thiffeault et al. 2004; Phelps &
Tucker 2006). In the sine flow, a concentration field is stirred iteratively by a pair
of orthogonal, sinusoidal velocity fields

u0(x, y)= U sin
(

2π
y

L

)
ı̂, u1(x, y)= U sin

(
2π

x

L

)
̂ , (2.1)

inside a square domain V = [0,L] × [0,L] with periodic boundary conditions (see
figure 1). The vectors ı̂ and ̂ are the unit vectors along the x and y axes, respectively,
and U is the maximal amplitude of the stirring velocity field within the mixing domain
V. During each iteration, the concentration field is advected by only one of the two
velocity fields, u0 or u1, over a switching time τ (see figure 1). A stirring protocol
is defined as a sequence of N binary digits {αl}Nl=1, where N is the total number of
iterations to be performed. Entries αl set to zero and one identify the velocity fields u0

and u1, respectively. The set of 2N binary strings of length N represents all admissible
protocols that can be used to stir the mixture by a given final time Th = τN. The sine
flow stirred by the periodic protocol {0, 1, 0, 1, . . .} is referred to as the time-periodic
sine flow.
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FIGURE 1. The schematic of the sine flow. The second and fourth panels visualize the
stirring velocity fields v0 and v1, respectively, defined in (2.1). The curved arrows joining
the opposite sides of the square mixing domain indicate periodic boundary conditions. The
other panels depict the concentration field before and after the action of the stirring velocity
fields.

To represent complex, periodic, zero-mean velocity profiles and allow for their
optimization, we extend the velocity fields (2.1) using the Fourier representation

v0(x, y)= U
∞∑

k=1

ak sin
[
2π
(

k
y

L
+ pk

)]
ı̂,

v1(x, y)= U
∞∑

k=1

ak sin
[
2π
(

k
x

L
+ pk

)]
̂ ,

 (2.2)

where k, ak and pk are the wavenumber, amplitude and phase shift of the kth Fourier
mode, respectively. Note that these coefficients are dimensionless, and, since the
velocity fields never act together, we use the same symbols, k, ak and pk, for both
velocity fields to simplify notation. We call our extension (2.2) the Fourier sine flow.
We refer to the Fourier mode with the lowest wavenumber, k = 1, as the fundamental
mode. The sine flow (2.1) can be recovered from the Fourier sine flow (2.2) by setting
all amplitudes but the fundamental to zero, and setting the amplitude and phase shift
of the fundamental mode to one and zero, respectively.

In this study, we want to compare the mixing performance and the cost efficiency
of mixers that optimize the profile of the stirring velocity fields by using different
numbers of Fourier modes, and, for each mode, different amplitudes and phase shifts.
To this end, we must adimensionalize the Fourier sine flow using a characteristic
length and time that are independent of the number of modes, and their amplitudes
and phase shifts. Furthermore, to enable a comparison of our present results with
the existing results obtained for the sine flow, we must ensure that the characteristic
quantities of the Fourier sine flow are the same as the characteristic quantities of the
sine flow. In the sine flow, the characteristic length equals the side of the mixing
domain, L. The characteristic time, instead, if molecular diffusion is negligible, is
the characteristic advection time, which is equal to the ratio of L over the maximal
magnitude of the stirring velocity field, U. Naturally, we choose the side of the
domain, L, as the characteristic length for the Fourier sine flow. The choice of the
characteristic velocity and, consequently, of the characteristic advection time is less
obvious. In fact, in the case of a velocity profile synthesized by multiple Fourier
modes, the maximal magnitude of the velocity depends on the amplitudes and
phase shifts of the modes. This dependence must be avoided to allow for a correct
optimization of the modes and a fair comparison between different flow configurations.
Hence, we choose as a characteristic velocity of the Fourier sine flow a velocity
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118 O. Gubanov and L. Cortelezzi

proportional to the root mean square (r.m.s.) of the stirring velocity field, i.e.

U′ = Urms

√
2=

√
2
L

∫ L

0
v0 ·v0 dy=

√
2
L

∫ L

0
v1 ·v1 dx= U

∞∑
k=1

a2
k, (2.3)

where Urms is the r.m.s. velocity. The coefficient
√

2 in (2.3) is included so that U′ is
equal to U in the case of sine flow, i.e. when a1 = 1 is the only non-zero amplitude.
To enable a fair comparison between the sine and Fourier sine flow, we impose that
U′ = U, i.e.

∞∑
k=1

a2
k = 1. (2.4)

This constraint on the amplitudes of the Fourier modes can also be interpreted as
a constraint on the kinetic energy per unit mass of the stirring flow, under the
assumption that the fluids to be mixed have equal and constant density.

It is important to note that mixers that satisfy the above constraint alone cannot be
fairly compared because they can produce different amounts of shear stress within the
mixture. In general, higher amounts of shear stress induce more efficient stretching
of fluid elements, which results in higher mixing performance. Therefore, without
a constraint limiting the amount of shear stress produced, the optimization routine
always assigns the highest possible amplitude to the highest-frequency mode. This
optimization strategy is unrealistic in physically realizable mixing devices because an
increase in shear stress implies an increase of the energy dissipated by a fluid due
to viscosity (Khakhar, Rising & Ottino 1986; Ottino 1989; Vikhansky 2002b). In turn,
this increase in the dissipated energy requires higher power input to operate the mixing
device. Consequently, to obtain a realistic velocity profile optimization problem, we
define and constrain the power input needed to operate our conceptual mixer.

The power input can be defined as the rate at which the actuating system does work
to stir the mixture contained within the domain V. It can be expressed as

Pin = d
dt

∫
V

1
2
ρv ·v dV +

∫
V
σ : D dV, (2.5)

where ρ is the fluid density, v is the fluid velocity, σ is the stress tensor and
D = [∇v + (∇v)T]/2 is the stretching tensor (Malvern 1969). The superscript ‘T’
indicates transpose. Equation (2.5) states that the power input contributes to the kinetic
energy of the fluids, through the first term on the right-hand side, and to internal
energy of the fluids, through the second term, respectively. In laminar flow regimes,
the regimes considered in this study, the second term dominates, and the power input
can be approximated by this term only (Bigio & Conner 1995; Lamberto, Alvarez &
Muzzio 2001). In the case of incompressible, Newtonian fluids, the power input per
unit mass of the Fourier sine flow (2.2) is

Pin(v0)= Pin(v1)= 2π2ν
U2

L2

∞∑
k=1

(kak)
2, (2.6)

where ν is the kinematic viscosity, which, for simplicity, we assume to be constant
and equal for all fluids to be mixed. Hence, we conclude that two flows can be fairly
compared and correctly optimized only when they have the same power input per unit
mass.
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We adimensionalize the Fourier sine flow using L as a characteristic length and
the characteristic advection time T = L/U = L/U′ as a characteristic time. We
define the dimensionless switching time, τ̃ = τ/T , the dimensionless final time or
homogenization time, T̃h = Th/T , the dimensionless coordinates, x̃ = x/L and ỹ = y/L,
and the dimensionless velocity fields, ṽ0 = v0/U and ṽ1 = v1/U. We define the
characteristic power input per unit mass of the Fourier sine flow as P = 2π2νU2/L2,
i.e. as the power input of the time-periodic sine flow. Hence, the dimensionless power
input per unit mass is P̃in = Pin/P.

To simplify notation we drop the tildes, with the understanding that all variables
and equations are dimensionless hereafter. Hence, the dimensionless Fourier sine flow
iteratively stirs a mixture on a unit square domain by a pair of orthogonal velocity
fields

v0(x, y)=
∞∑

k=1

ak sin[2π(ky+ pk)]ı̂, v1(x, y)=
∞∑

k=1

ak sin[2π(kx+ pk)]̂ , (2.7)

having unit kinetic energy and power input

Pin =
∞∑

k=1

(kak)
2 . (2.8)

Note that the sine flow is the only flow that has unit kinetic energy and unit power
input because, in this case, a1 = 1 is the only non-zero amplitude. Once the higher-
order modes are engaged, i.e. when ak 6= 0 for 1 6 k 6 H, where H is the number of
Fourier modes used to synthesize the profile of the stirring velocity field, the power
input of the Fourier sine flow has to be higher than the power input of the sine flow.
It follows that the choice of the power input determines, among all possible mixers,
which mixers can be compared and then optimized. Note that the sine flow cannot
be fairly compared with any Fourier sine flow, but it provides a useful benchmark to
characterize the mixing performance and cost efficiency of the Fourier sine flow.

The power input constraint (2.8) and the kinetic energy constraint (2.4) are
equally crucial for a meaningful and realistic optimization of the velocity profiles.
Without (2.8), for a fixed value of the kinetic energy, the mixing performance can
be unboundedly increased by choosing Fourier modes of higher and higher frequency,
i.e. unboundedly increasing the power input. Without (2.4), for a fixed value of the
power input, choosing higher and higher frequency modes unboundedly decreases the
kinetic energy to zero while increasing the mixing efficiency. In this study, therefore,
we enforce both constraints simultaneously.

2.2. Solution of the purely advective problem
The advection of a concentration field ϕ(x, y, t) due to the stirring action of the
velocity field vαl is governed by the equation

∂ϕ

∂t
=−vαl ·∇ϕ, (2.9)

where l = 1, 2, . . . ,N, the iteration number, controls the time evolution of the system,
i.e. (l − 1)τ 6 t < lτ , and the velocity field vαl is either v0 if αl is zero, or v1 if
αl is one (see figure 1). The above equation is to be solved within a unit square
domain equipped with periodic boundary conditions for a given initial concentration
field ϕ0 = ϕ(x, y, 0).
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120 O. Gubanov and L. Cortelezzi

Equation (2.9) states that the concentration associated with any fluid particle is
preserved in time. Hence, the time evolution of the concentration field can be obtained
from the time evolution of the fluid particles moving under the action of the stirring
velocity fields (2.7). To compute the evolution of the concentration field, we discretize
the unit square domain into M × M non-overlapping equal square cells, where M,
the grid resolution, is an integer number. The concentration within the (i, j)th cell is
approximated by the concentration of the fluid particle (Xi,j

l ,Y i,j
l ) located at time t = lτ

at the centre of the cell. The position of this particle is tracked backwards in time to
the initial position (Xi,j

0 ,Y i,j
0 ) using the map

(
Xi,j

m−1

Y i,j
m−1

)
=



Xi,j
m − τ

∞∑
k=1

ak sin[2π(kY i,j
m + pk)]

Y i,j
m

mod 1 if αm = 0,

 Xi,j
m

Y i,j
m − τ

∞∑
k=1

ak sin[2π(kXi,j
m + pk)]

mod 1 if αm = 1,

(2.10)

for m= l, l− 1, l− 2, . . . , 1. Then, the concentration associated with the (i, j)th particle
at time t = lτ is

ϕ(Xi,j
l ,Y i,j

l , tk)= ϕ(Xi,j
0 ,Y i,j

0 , 0). (2.11)

2.3. Computation of the mix-norm
In this study, the mix-norm is used as a diagnostic to quantify the performance of
our mixing device as well as a cost function to optimize the velocity profiles and the
stirring protocol. Consequently, it is important to compute the mix-norm efficiently and
accurately.

The mix-norm is a multi-scale measure of the mixedness of a concentration field. It
was introduced by Mathew et al. (2005) and is defined as the r.m.s. of the average
values of the concentration field over a dense set of subsets contained in the flow
domain. In the case of a square domain with periodic boundaries, the mix-norm µϕ
of a concentration field ϕ(x, y, t) having zero mean can be written as (Mathew et al.
2005)

µϕ =
√√√√∑

m,n∈Z

|Φm,n|2√
1+ 4π2(m2 + n2)

, (2.12)

where {Φm,n}m,n∈Z is the spectral representation of the concentration field. In the case
when the mean concentration is not zero, the mix-norm can still be used provided that
the mean value is subtracted from the concentration field before computing its spectral
representation.

An approximate spectral representation of the concentration field ϕ(x, y, t) can be
obtained by computing the fast Fourier transform (FFT) of its discrete representation
ϕ(Xi,j

l ,Y i,j
l ) at time t = lτ , where i, j = 1, . . . ,M. The mix-norm is then obtained

by substituting the Fourier coefficients Φm,n into (2.12). To ensure that the value
of the mix-norm computed in the purely advective case is sufficiently accurate
and, at the same time, the computation is practically feasible, we use the grid
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resolution M = 2048. The validity of this resolution is discussed in detail by Gubanov
& Cortelezzi (2009).

2.4. Formulation of the velocity profile optimization problem
We implement the optimization of the velocity profile of the Fourier sine flow (2.7)
as follows. Starting at t = 0, we first compute up to t = τ the solution to the
problem (2.9) for a given value of the ak and pk with initial condition ϕ(x, y, 0).
Then, we derive its spectral representation and substitute it into (2.12) to evaluate the
mix-norm, our cost function. Numerical experiments indicate that the cost function is
smooth in the ak and pk. Therefore, we solve the optimization problem of minimizing
the mix-norm using a conventional gradient-based optimization method and compute
the optimal amplitudes, ak, and phase shifts, pk. We repeat the procedure and evolve
the concentration field using the optimal solution ϕ(x, y, τ ) as an initial condition for
the next iteration, τ 6 t 6 2τ , and so on until the desired level of homogenization is
reached.

The computational cost of this optimization can be substantially reduced by
choosing appropriate ranges for the ak and pk. The feasible range for pk, for all
k > 1, is the interval [0, 1] because the kth mode is periodic in pk with period of
unity. The feasible range for ak, for all k > 1, is bounded by the kinetic energy
constraint (2.4), which implies that |ak| 6 1 for all k > 1. Note that the range for ak,
for all k > 1, can be further restricted to the interval [0, 1] because a mode with a
negative amplitude ak is equivalent to a mode with a positive amplitude a′k = −ak and
phase shift p′k = (pk + 1/2) mod 1.

In order to solve the velocity profile optimization problem numerically, we truncate
the Fourier series in (2.7) to its first H modes. In other words, we consider the
optimization of velocity profiles that are the synthesis of a finite number of modes.
Then, the problem of finding the optimal amplitudes and phase shifts of these modes
that minimize the mix-norm can be formulated as follows:

min
a1,a2,...,aH , p1,p2,...,pH

µϕ(a1, a2, . . . , aH, p1, p2, . . . , pH)
∣∣

t=lτ
, l= 1, 2, . . . , (2.13)

subject to 2H bounds constraints

0 6 ak 6 1, 0 6 pk 6 1, k = 1, 2, . . . ,H, (2.14)

and two equality constraints
H∑

k=1

a2
k = 1, (2.15)

H∑
k=1

(kak)
2 = Pin. (2.16)

Note that the above optimization problem has a solution only when 1 6 Pin 6 H2. It
is easy to show that the sum on the left-hand side of (2.16) reaches its minimum
when a1 = 1 and a2 = a3 = · · · = aH = 0, and its maximum when aH = 1 and
a1 = a2 = · · · = aH−1 = 0.

We compute the optimal amplitudes and phase shifts by minimizing the mix-norm
using the derivative-free pattern search method (see Lewis & Torczon 2000, and
references therein), which is implemented in the APPSPACK library (see Kolda 2005,
and references therein). Note that this library solves only optimization problems
with linear constraints, whereas the constraints to our optimization problem, (2.15)

https:/www.cambridge.org/core/terms. https://doi.org/10.1017/jfm.2011.498
Downloaded from https:/www.cambridge.org/core. Open University Library, on 13 Feb 2017 at 11:30:47, subject to the Cambridge Core terms of use, available at

https:/www.cambridge.org/core/terms
https://doi.org/10.1017/jfm.2011.498
https:/www.cambridge.org/core


122 O. Gubanov and L. Cortelezzi

and (2.16), are nonlinear. To overcome this difficulty, in the numerical implementation
of the problem, we replace the optimization variables ak, k > 1, with the variables
âk = √ak, for all k > 1, and obtain constraints that are linear in âk. However, for the
sake of clarity, we formulate constraints in terms of ak throughout this study.

The optimization problem (2.13)–(2.16) becomes particularly simple when H = 1.
In this case, the feasible value of the power input is unique, Pin = 1, which implies
a1 = 1. The phase shift p1 is the only optimization variable. Thus, when H = 1, the
Fourier sine flow is equivalent to the sine flow in which the stirring velocity fields
are shifted along the associate coordinate axis by an intelligently chosen phase at
each iteration of the periodic protocol. Gubanov & Cortelezzi (2010) showed that this
mixer is nearly insensitive to the geometry of the initial concentration field because the
optimization of the phase p1 intelligently controls the spatial distribution of stretching
within the mixing domain.

In the present study we consider higher values of H, namely H = 2, 3 and 4, in
order to synthesize more effective velocity profiles and use H = 1 as a reference case.
In the case H = 2, the constraints (2.15) and (2.16) restrict the feasible amplitudes to a
single pair

a1 =
√
(4− Pin)/3, a2 =

√
(Pin − 1)/3, (2.17)

where the power input Pin ∈ [1, 4]. Hence, the optimization problem reduces to the
selection of the optimal phases p1 and p2 that minimize the mix-norm, i.e.

min
06p1,p261

µϕ(p1, p2)
∣∣

t=lτ
, l= 1, 2, . . . , (2.18)

and is solved numerically using a pattern search method implemented in APPSPACK.
Note that the pattern search is a local optimization method, which only guarantees
convergence to a local minimum. To increase the chance of finding the global
minimum, we perform four local optimizations starting from four initial guesses
that uniformly cover the feasible domain, i.e. p1 = j1/3, p2 = j2/3 for j1, j2 = 1, 2.
The best of the four solutions is chosen as a reasonable approximation to the global
solution.

In the case H = 3, the power input Pin belongs to the interval [1, 9], and the feasible
range of amplitude a1 is [amin3

1 , amax3
1 ], where

amin3
1 =

{
0 if Pin>4,√
(4− Pin)/3 if Pin < 4,

amax3
1 =

√
(9− Pin)/3. (2.19)

Having chosen a value for the power input Pin and an amplitude a1, the amplitudes a2

and a3 are uniquely determined as

a2 =
√
(9− Pin − 8a2

1)/5, a3 =
√
(Pin − 4+ 3a2

1)/5. (2.20)

The optimization problem reduces to the selection of the optimal amplitude a1 and the
optimal phases p1, p2 and p3 that minimize the mix-norm, i.e.

min
06p1,p2,p361,

a
min3
1 6a16a

max3
1

µϕ(a1, p1, p2, p3)
∣∣

t=lτ
, l= 1, 2, . . . . (2.21)

This problem is solved numerically using the same pattern search method as used in
the case H = 2. In this case, however, the global solution is approximated by choosing
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the best of 16 local solutions obtained by starting the pattern search method from 16
initial guesses uniformly distributed over the feasible domain, i.e. p1 = j1/3, p2 = j2/3,
p3 = j3/3, a1 = amin3

1 + j4(a
max3
1 − amin3

1 )/3 for jk = 1, 2, k = 1, 2, 3, 4.
The complexity of the optimization problem grows quickly with H. In the case

H = 4, the power input Pin belongs to the interval [1, 16], and the feasible range of a1

is [amin4
1 , amax4

1 ], where

amin4
1 = amin3

1 , amax4
1 =

√
(16− Pin)/15. (2.22)

Given a value for the power input Pin and the amplitude a1, the feasible range of the
amplitude a2 is [amin4

2 , amax4
2 ], where

amin4
2 =

{
0 if Pin > 9− 8a2

1,√
(9− Pin − 8a2

1)/5 if Pin < 9− 8a2
1,

(2.23)

and

amax4
2 =

{
0 if Pin > 16− 15a2

1,√
(16− Pin − 15a2

1)/12 if Pin < 16− 15a2
1.

(2.24)

Having chosen the values of Pin ∈ [1, 16], a1 ∈ [amin4
1 , amax4

1 ] and a2 ∈ [amin4
2 , amax4

2 ], the
amplitudes a3 and a4 are uniquely determined as

a3 =
√
(16− Pin − 15a2

1 − 12a2
2)/7, a4 =

√
(Pin − 9+ 8a2

1 + 5a2
2)/7. (2.25)

Hence, the optimization problem reduces to the selection of the optimal amplitudes a1

and a2 and the optimal phases p1, p2, p3 and p4 that minimize the mix-norm, i.e.

min
06p1,p2,p3,p461,

a
min4
1 6a16a

max4
1 ,

a
min4
2 6a26a

max4
2

µϕ(a1, a2, p1, p2, p3, p4)
∣∣

t=lτ
, l= 1, 2, . . . . (2.26)

To solve the problem (2.26), the pattern search method is started from 64 initial
guesses uniformly distributed over the feasible domain, i.e. p1 = j1/3, p2 = j2/3,
p3 = j3/3, p4 = j4/3, a1 = amin4

1 + j5(a
max4
1 − amin4

1 )/3, a2 = amin4
2 + j6(a

max4
2 − amin4

2 )/3 for
jk = 1, 2, k = 1, 2, 3, 4, 5, 6. Optimization problems involving more than four modes
become prohibitively complicated and computationally expensive.

3. Mixing performance and operating cost of the mixers Mα
H

Having selected a number of modes, H > 1, and a stirring protocol, α, we
represent with the symbol Mα

H a mixer that stirs the Fourier sine flow with a
protocol α and velocity fields whose profiles are the solutions to the optimization
problem (2.13)–(2.16). In this section, we characterize the cost and efficiency of the
four least computationally expensive mixers, Mα

1 , Mα
2 , Mα

3 and Mα
4 , or Mα

1,2,3,4 in a
more compact notation.

The mixer Mα
1 (Gubanov & Cortelezzi 2010) involves the simplest form of velocity

profile optimization. In this case, the sinusoidal velocity profiles are shifted by an
optimal phase p1 along the corresponding coordinate axis at each iteration of the
protocol. Since the mixer Mα

1 will be used throughout this article as a benchmark,
we briefly recall our previous results. We defined an appropriate operating range of
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124 O. Gubanov and L. Cortelezzi

(a) (b)

FIGURE 2. The (a) ‘vertical’ and (b) ‘envelope’ initial configurations of the concentration
field. The initial concentration ϕ(x, y, 0) is equal to −1 and +1 inside the black and white
regions, respectively.

switching times, 0.1 6 τ 6 1.3, and a target mixing performance, i.e. a desired level
of homogenization µϕ(Th) = 0.03, to be achieved by a final time Th = 6. We showed
that the mixer Mper

1 , where the superscript per identifies the periodic protocol, achieves
the target performance over a range of medium to high switching times, 0.5 6 τ 6 1.3,
and is nearly insensitive to the geometry of the initial configuration of the mixture.
We observed, however, that, for low switching times, 0.1 6 τ 6 0.4, the mixer Mper

1
is unable to obtain the desired level of homogenization. To overcome this difficulty,
we coupled the phase optimization with the optimization of the stirring protocol. We
implemented, at each iteration of the sine flow, the following two-step procedure. First,
the optimal phases for both stirring velocity fields v0 and v1 were computed. Second,
the best performing of the two optimal velocity fields was selected. We named optimal
the mixer that implements this coupled optimization strategy because it delivers the
target performance over the entire range of switching times, and is nearly insensitive to
the initial geometrical configuration of the mixture. Here we identify the optimal mixer
as Mopt

1 .
In this study, we extend our previous work by addressing the problem of designing

optimal mixers that minimize the time and cost of achieving a desired level of
homogenization. We choose as the target level of homogenization the mix-norm value
µh = 0.03, i.e. the value obtained by the mixer Mopt

1 by the time Th = 6. Using Mα
1

as a benchmark, we characterize the mixing performance and the operating cost of the
mixers Mα

2,3,4 by analysing different cost functions: the homogenization time Th needed
to achieve the desired level of homogenization, the computational cost C needed to
obtain an optimal sequence of stirring velocity fields, and the total energy consumption
Ein = PinTh, i.e. the energy required to operate the mixer to obtain the target level of
homogenization.

We assume that the homogenization time Th, the computational cost C and the
total energy consumption Ein depend on five parameters: the number of modes,
H, used to synthesize the stirring velocity profiles; the type of stirring protocol,
α; the power input, Pin; the switching time, τ ; and the initial configuration of
the mixture, ϕ0. We explore this parameter space by choosing for each parameter
a number of representative values. The chosen values sample the parameter space
reasonably well and, at the same time, their number is sufficiently small to make the
computation of Th feasible. We choose H = {2, 3, 4} and α = {per, opt}. The choice
of H implies that Pin belongs to the range 1.0 6 Pin 6 4.0, the common range of
feasible power inputs for mixers Mα

2,3,4. We sample this range uniformly with the
values Pin = 1.0, 1.1, 1.2, . . . , 3.9, 4.0. As initial configurations of the concentration
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(a) (b) (c) (d )

FIGURE 3. Snapshots at time t = 600 of the concentration field ϕ stirred by the sine
flow operating at switching times (a,b) τ = 0.2 and (c,d) τ = 0.4 when applied to the
(a,c) ‘envelope’ and (b,d) ‘vertical’ initial configuration.

field, ϕ0, we use the ‘vertical’ and ‘envelope’ initial configurations shown in figure 2.
These two configurations have been shown to be the easiest and hardest to mix by the
sine flow, respectively (Gubanov & Cortelezzi 2009). We indicate the ‘vertical’ and
‘envelope’ initial configurations as ϕ0 = V and ϕ0 = E, respectively.

The test values for τ are chosen based on the performance of the mixer Mα
1 . Within

the range of low to moderate switching times, 0.1 6 τ 6 0.5, the mixer Mper
1 is known

to perform poorly with respect to the mixer Mopt
1 (Gubanov & Cortelezzi 2010). For

higher switching times, the two mixers deliver nearly the same, optimal performance.
Therefore, we focus our study on the range 0.1 6 τ 6 0.5 and select τ = 0.2 and
0.4 as the representative values. The challenge of operating at these switching time
values is clearly exemplified by the sine flow. Figure 3 shows the snapshots of the
concentration fields stirred by the sine flow at time t = 600, i.e. after 3000 iterations
for τ = 0.2 and 1500 iterations for τ = 0.4, respectively. By this time, the sine flow
is still far from reaching the target homogenization level µh = 0.03. The values of
the mix-norm, µϕ = 0.3 (figure 3a) and 0.1 (figure 3c), show that the ‘envelope’
initial concentration field is especially hard to mix with respect to the ‘vertical’ initial
configuration, µϕ = 0.06 (figure 3b) and 0.08 (figure 3d). This poor performance
is due to the persistence of the islands of regular motion induced by the periodic
protocol.

3.1. Mixers equipped with velocity profile optimization and periodic stirring protocol
It is of interest to characterize the efficiency of the velocity profile optimization alone
because one can hope to produce optimal mixers without the need to couple this
optimization with the stirring protocol optimization. To perform this characterization,
we compute the homogenization time Th needed by the mixers Mper

2,3,4 to generate a
mixture of the desired homogenization value, or mix-norm value, µh = 0.03, using
a periodic stirring protocol. Figure 4 shows the values of Th versus the power input
Pin at which the mixers operate. Circles, triangles and squares indicate mixers Mper

2 ,
Mper

3 and Mper
4 , respectively. Black and dark-grey symbols correspond to the ‘vertical’

initial configuration and indicate switching times τ = 0.2 and 0.4, respectively. White
and light-grey symbols correspond to the ‘envelope’ initial configuration and indicate
switching times τ = 0.2 and 0.4, respectively. Note that all mixers are able to achieve
the target homogenization value at most by time t = 10. This is a striking improvement
in performance with respect to the sine flow, which is unable to produce the target
homogenization level by time t = 600 (see figure 3).

In figure 4, the values of the homogenization time Th corresponding to Pin = 1
represent the performance of the mixer Mper

1 (Gubanov & Cortelezzi 2010). Note that
at Pin = 1 the mixers Mper

H , for all H > 1, perform exactly as mixer Mper
1 because,

for this value of power input, only the fundamental mode can be used. Note that we
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FIGURE 4. Time Th needed for obtaining the target homogenization value µh = 0.03
by mixers Mper

2 (circles), Mper
3 (triangles) and Mper

4 (squares) versus power input Pin.
Black and white symbols correspond to τ = 0.2 and indicate cases ϕ0 = V and ϕ0 = E,
respectively. Dark- and light-grey symbols correspond to τ = 0.4 and indicate cases ϕ0 = V
and ϕ0 = E, respectively. The homogenization times induced by the mixer Mper

1 are
shown at Pin = 1.0.

observe different values of Th at Pin = 1 because the homogenization time depends on
the switching time, τ , used and the initial configuration, ϕ0, selected. Figure 4 shows
that, for any given combination of τ and ϕ0, the homogenization time obtained for
Pin = 1 is higher than the homogenization times obtained for any other power input.
Therefore, mixers Mper

2,3,4 always perform equally to or better than Mper
1 , consistently

with the fact that Mper
2,3,4 operate at power input equal to or higher than Mper

1 .
Figure 4 shows that, for Pin = 1 and τ = 0.4, the desired level of homogenization is

obtained about 1.5 times faster than for Pin = 1 and τ = 0.2. This difference remains
visible for all values of power input considered, resulting in two clearly separated
groups of curves: the upper group that corresponds to τ = 0.2, and the lower group
that corresponds to τ = 0.4. Furthermore, the curves within the upper group are
tightly packed together, indicating that for τ = 0.2 the more computationally expensive
mixers, Mper

3,4 , have a mixing performance only marginally better than the performance
of Mper

2 . The homogenization times of the two groups of curves indicate that the
velocity profile optimization is more effective for τ = 0.4 than for τ = 0.2. These
differences preclude assessing the cost efficiency of the mixers Mper

2,3,4 uniformly with
respect to the switching time τ , and indicate that it is impossible to design an optimal
mixer relying on the velocity profile optimization alone.

The poor mixing performance of the mixers Mper
1,2,3,4 operating at switching time

τ = 0.2 is captured by the snapshots of the concentration field shown in figure 5.
These snapshots correspond to the mix-norm value of about µϕ = 0.06, twice the
target homogenization level µh. The snapshots present intricately folded, irregularly
distributed striations whose thickness varies considerably over the mixing domain.
The intricacy of folding tends to increase when increasing the power input and the
number of Fourier modes; see figure 5(a–e). The presence of relatively thick striations
even for high power inputs indicates a lack of stretching. Owing to the periodicity
of the protocol, the mixers Mper

1,2,3,4 are unable to generate sufficient stretching and,
consequently, compensate for this deficiency with excessive folding.
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(a) (b) (c) (d) (e)

FIGURE 5. Snapshots at times (a) 6.2, (b) 4.2, (c,d) 3.8 and (e) 2.8 of the concentration
field ϕ stirred by mixers (a) Mper

1 , (b,e) Mper
3 , (c) Mper

4 and (d) Mper
2 operating at switching

time τ = 0.2 and power inputs (a) Pin=1.0, (b,c) 2.0, (d) 2.5 and (e) 3.5 when applied to the
(a,b,d) ‘vertical’ and (c,e) ‘envelope’ initial configuration.
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FIGURE 6. Value of the homogenization time Th achieved by mixers Mopt
2 (circles), Mopt

3

(triangles) and Mopt
4 (squares) versus power input Pin. Black and white symbols correspond

to τ = 0.2 and indicate cases ϕ0 = V and ϕ0 = E, respectively. Dark- and light-grey
symbols correspond to τ = 0.4 and indicate cases ϕ0 = V and ϕ0 = E, respectively. The
homogenization times induced by the mixer Mopt

1 are shown at Pin = 1.0.

3.2. Mixers equipped with coupled velocity profile and stirring protocol optimizations

In this subsection we discuss the performance of a family of optimal mixers, Mopt
2 ,

Mopt
3 and Mopt

4 , obtained by coupling the velocity profile optimization with the
optimization of the stirring protocol. To characterize their cost efficiency, we compute
the homogenization time Th needed by the mixers Mopt

2,3,4 to generate a mixture that
has the desired homogenization level, µh = 0.03, versus the power input Pin needed to
operate the mixers (see figure 6). Circles, triangles and squares indicate mixers Mopt

2 ,
Mopt

3 and Mopt
4 , respectively. Black and dark-grey symbols correspond to the ‘vertical’

initial configuration. White and light-grey symbols correspond to the ‘envelope’ initial
configuration. Black and white symbols indicate switching time τ = 0.2. Dark- and
light-grey symbols indicate switching time τ = 0.4. In figure 6, the values of the
homogenization time Th corresponding to Pin = 1 represent the performance of the
optimal mixer Mopt

1 (Gubanov & Cortelezzi 2010). These values represent a benchmark
for the performance of the mixers Mopt

2,3,4 because, at Pin = 1, the mixers Mopt
2,3,4 perform

exactly as Mopt
1 since only the fundamental mode can be used for this value of power

input. For power inputs greater than unity, the mixers Mopt
2,3,4 always perform better
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128 O. Gubanov and L. Cortelezzi

than Mopt
1 , for all switching times and initial configurations, except for one case where

the performance is the same.
The beneficial effect of coupling the velocity profile optimization with the

optimization of the stirring protocol can be seen by comparing figure 6 to figure 4,
which present, on the same scale, the homogenization time Th versus power input
Pin. Figure 6 shows that the curves for the switching time τ = 0.2 collapse onto the
better-performing curves for τ = 0.4, forming three distinct groups of curves, one for
each mixer. The remarkable reduction in homogenization time obtained by the mixers
Mopt

2,3,4 operating at τ = 0.2 is due to the stirring protocol optimization, which produces
the optimal amount of stretching by prescribing the velocity fields v0 or v1 over
several consecutive iterations.

In figure 6, the collapse of all curves into three distinct groups suggests that, unlike
in the periodic case (see figure 4), the homogenization times generated by the mixers
Mopt

2,3,4 are nearly independent of the switching time τ and the initial configuration
of the mixture. We verified this result for several values of the switching time τ in
the range 0.1 6 τ 6 0.6. Therefore, coupling the velocity profile and stirring protocol
optimizations is essential for achieving a uniform mixing performance over a wide
range of switching times and initial configurations, even when a higher number of
modes are considered. This observation extends the results obtained for the optimal
mixer Mopt

1 (Gubanov & Cortelezzi 2010) to the mixers Mopt
H , H > 1, which are hence

optimal.
A further comparison of figures 4 and 6 shows that, unlike in the periodic

case, the homogenization time Th achieved by the mixers Mopt
2,3,4 is clearly a non-

monotonic function of Pin. Surprisingly, there are ranges of power inputs for which
the homogenization times produced by the mixers Mopt

2,3,4 are equal to or higher than
the homogenization times obtained by the same mixers at lower power inputs. These
ranges are 1.2 6 Pin 6 2.3 for mixer Mopt

2 ; 1.3 6 Pin 6 2.15 for mixer Mopt
3 ; and

1.4 6 Pin 6 1.85 for mixer Mopt
4 , respectively. Clearly, these operating ranges of Pin

should be avoided because a better or equal mixing performance can be achieved by
using less power. The trend of the groups of curves in figure 6 suggests that mixers
using a large enough number of modes should not present a range of high cost and
low efficiency.

The non-monotonic behaviour of Th versus Pin is due to the contribution of
the stirring protocol optimization to the mixing performance of the mixers. This
contribution can be clearly seen by comparing the curves corresponding to the
switching time τ = 0.4 in figures 4 and 6. First, the performance of all mixers
substantially improves for low power inputs, i.e. in the range 1 < Pin 6 1.3 ± 0.1. In
this range, the protocol optimization prescribes the velocity fields v0 or v1 over one
or two consecutive iterations, thus generating aperiodic protocols with optimal amounts
of stretching and folding. The decrease in Th is about 12 % for Mopt

2 and about 25 %
for Mopt

3,4 . Second, little or no improvements are observed for power inputs higher
than about 1.5 because, for this switching time and these power inputs, the protocol
optimization tends to generate periodic protocols. In other words, for Pin > 1.5, the
optimal mixers Mopt

2,3,4 perform as well as the mixers Mper
2,3,4.

Figure 6 shows that, in general, mixer Mopt
4 performs better than Mopt

3 , and the
latter performs better than Mopt

2 . The difference in performance is most visible in
the range 1.0 6 Pin 6 3.0, where the curves of Th versus Pin corresponding to Mopt

2,3,4
are fairly well separated. The separation is largest at around Pin = 1.7, where the
homogenization times generated by Mopt

3 and Mopt
4 are about 15 and 25 % less than

the time induced by Mopt
2 . In the upper range of power inputs, 3.0 < Pin 6 4.0,
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(a) (b) (c) (d ) (e)

FIGURE 7. Snapshots at times (a,b) 4.4, (c) 4.0 and (d,e) 3.6 of the concentration field
ϕ stirred by mixers (a) Mopt

1 , (b) Mopt
2 , (c) Mopt

3 and (d,e) Mopt
4 operating at switching

time τ = 0.4 and power inputs (a) Pin = 1.0, (b–d) 1.1 and (e) 1.3 when applied to the
(a–d) ‘envelope’ and (e) ‘vertical’ initial configuration.

the curves tend to merge together and the performance of the mixer Mopt
2 becomes

competitive with the performance of the mixers Mopt
3,4 . Apparently, for an achievable

homogenization time, there is a trade-off between the number of modes used to
resolve the stirring velocity profiles and the power input at which the mixers
are operated. At low power inputs, shorter homogenization times are obtained by
performing velocity profile optimization involving a larger number of modes, while
at high power inputs the performance of the different mixers become similar and,
consequently, the Mopt

2 mixer is preferable. For example, Th = 3 can be achieved by
Mopt

4 operating at Pin = 2.5 or by Mopt
2 operating at Pin = 3.8.

One could suspect that some of the peculiar aspects of the performance of the
mixers Mopt

2,3,4, depicted in figure 6, are an artifact of the measure chosen to quantify
mixing, the mix-norm. This suspicion is unfounded. These peculiar aspects can be
explained by analysing the lamellar structures of the mixture and the profile of
the stirring velocity fields that generated them. Figure 6 shows that, as the power
input increases from 1.0 to 1.1, the homogenization time decreases considerably with
respect to the one generated by the mixer Mopt

1 . The largest reduction, about 25 %, is
obtained by Mopt

4 , and the smallest, about 10 %, by Mopt
2 . These substantial reductions

are explained by the structure of the concentration fields shown in figure 7. When
power input is equal to 1.0, the striations have a sinusoidal shape, which reflects
the shape of the profile of the stirring velocity field, see figure 7(a), and the shear
stress induced around the extrema of the profile is zero or very small. When the
power input increases to 1.1, higher Fourier modes modify the fundamental mode,
optimizing its shape and minimizing the regions where the shear stress is small. The
wedge-shaped structures become sharper; see snapshots 7(b–e). Higher modes used in
mixers Mopt

3,4 allow for a more precise control of the shape of the velocity profiles
than Mopt

2 ; compare figure 7(c,d) to (b). Consequently, the optimized velocity fields
generated by Mopt

3,4 induce more stretching, which produces up to 23 % reduction in the
homogenization time at the cost of only 10 % increase in power consumption.

Even more intriguing is the fact that, when the power input is in the range
1.2 6 Pin 6 1.8, an increase in the power input may result in the same or even
lower mixing efficiency (see figure 6). This surprising result can be explained by
examining the snapshots of the concentration fields and velocity profiles shown in
figure 8. The snapshots in figure 8(a–e) are taken at time 3.2, and the corresponding
velocity profiles in figure 8(f –j) were active during the eighth iteration of the Fourier
sine flow, i.e. over the time interval 2.8 6 t 6 3.2. As the power input increases,
the amplitudes of the higher-order modes are forced to increase by the optimization
constraints ((2.17) for Mopt

2 , (2.19) and (2.20) for Mopt
3 , and (2.22)–(2.25) for Mopt

4 ).
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( f ) (g) (h) (i ) ( j)

(a) (b) (c) (d) (e)

FIGURE 8. (a–e) Snapshots at time 3.2 of the concentration field ϕ stirred by mixers
(a–c) Mopt

2 , (d) Mopt
3 and (e) Mopt

4 operating at switching time τ = 0.4 and power inputs
(a) Pin = 1.4, (b,d,e) 1.5 and (c) 1.6 when applied to the ‘vertical’ initial configuration.
(f –j) The corresponding shapes of the profiles of the stirring velocity fields used during the
eighth iteration of the Fourier sine flow, i.e. during the time interval 2.8 6 t 6 3.2.

The velocity profile optimization in general strives to generate profiles that induce
high shear stress where it is most needed in the mixing domain. In this particular
range of power inputs, however, the mixers are forced to create also regions of zero
or very low shear stresses. Especially enlightening is the performance of the mixer
Mopt

2 operating at power inputs Pin = 1.4, 1.5 and 1.6. Figure 8(f,h) show that, owing
to the optimization constraint (2.17), the creation of a region of high shear stress
implies the creation of a region of almost zero shear stress, which, in turn, induces
thick striations in the mixture; see figure 8(a,c). Clearly, the thickness of the lamellae
increases as the power input increases from Pin = 1.4 to 1.6 and, consequently, induces
an increase in the homogenization time Th; see figure 6. Although shifted over the
domain, the regions of almost zero shear stress are generated at each iteration of the
Fourier sine flow. This can be clearly seen, for example, in figure 9, which shows the
sequence of the velocity fields generated by the mixer Mopt

2 applied to the ‘vertical’
initial configuration and operating at τ = 0.4 and Pin = 1.6. In the case of mixers Mopt

3,4 ,
the optimization procedure is able to use intelligently the third and fourth modes to
minimize the regions of almost zero shear stress; see figure 8(d,e,i,j).

The mean computational costs of operating the mixers Mopt
2,3,4 are shown in

figure 10. These mean costs are computed by averaging the costs involved in stirring
the ‘vertical’ and the ‘envelope’ initial configurations. Note that the value of the
computational cost C = 26 at Pin = 1 represents the cost of the mixer Mopt

1 . The
computational costs are nearly independent of Pin in the range 1.1 6 Pin 6 4, and
amount to about 300, 3000 and 30 000 evaluations of the cost function per iteration for
Mopt

2 , Mopt
3 and Mopt

4 , respectively. In other words, the computational cost results to be a
fixed cost, which increases by an order of magnitude for each new mode added to the
synthesis of the profile of the stirring velocity fields. Note that the mean computational
cost of operating the optimal mixers Mopt

2,3,4 is about twice the cost of operating the
periodic mixers Mper

2,3,4 because the coupled optimizations evaluate, at each iteration, the
performance of both velocity fields, v0 and v1. This is a small cost to pay, considering
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( f ) (g) (h) (i )

(l)

( j)

(a)

(m) (n)

(b) (c) (d)

(k)

(e)

FIGURE 9. Profiles of the stirring velocity fields generated by the mixer Mopt
2 applied to

ϕ0 = V and operating at τ = 0.4 and Pin = 1.6. Panels (a–n) correspond to the first 14
iterations of the Fourier sine flow.

101

102

103

104

105

1.5 2.0 2.5 3.0 3.5 4.01.0
Pin

C

FIGURE 10. The computational cost of operating mixers Mopt
2 (circles), Mopt

3 (triangles) and
Mopt

4 (squares) operating at switching times τ = 0.2 (filled symbols) and τ = 0.4 (open
symbols). The computational cost is the average of the costs involved in stirring the ‘vertical’
and ‘envelope’ initial configurations. The cost of operating Mopt

1 is shown at Pin = 1.0.

that all mixers become optimal and present a much improved performance at low
power inputs.

Figure 11 shows the total energy needed by the mixers Mopt
2,3,4 to obtain the

target level of homogenization. Since the curves are segregated into three groups,
according to the number of Fourier modes used, we can conclude that the total energy
consumption is independent of the switching time and the geometry of the initial
configuration. One can see that, under most operating conditions, the mixer Mopt

4 needs
less energy for obtaining the desired level of homogenization than the mixer Mopt

3 ,
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1.0 1.5 2.0 2.5 3.0 3.5 4.0
Pin

Ein
10

12

14

8

6

FIGURE 11. The energy needed for obtaining the target homogenization µh by mixers Mopt
2

(circles), Mopt
3 (triangles) and Mopt

4 (squares) versus power input Pin. Black and white symbols
correspond to τ = 0.2 and indicate cases ϕ0 = V and ϕ0 = E, respectively. Dark- and light-
grey symbols correspond to τ = 0.4 and indicate cases ϕ0 = V and ϕ0 = E, respectively. The
total energy consumption needed for operating the mixer Mopt

1 is shown at Pin = 1.0.

which, in turn, needs less energy than Mopt
2 . The most surprising aspect is that, at

low power inputs, 1 < Pin < 1.3 ± 0.1, the total energy consumption of the mixers
Mopt

2,3,4 is less than the energy required by the mixer Mopt
1 . Consequently, for these

power inputs, it is possible to obtain substantial reductions of the homogenization time,
about 12 % for Mopt

2 and about 25 % for Mopt
3,4 , while requiring less energy than for

Mopt
1 (compare figures 6 and 11) if one is willing to pay the higher computational

cost. As power input increases, the total energy consumption sharply increases in
correspondence with the ranges of power inputs for which the homogenization times
produced by the mixers Mopt

2,3,4 are equal to or higher than the homogenization times
obtained by the same mixers at lower power inputs, i.e. 1.2 6 Pin 6 2.3 for mixer
Mopt

2 , 1.3 6 Pin 6 2.15 for mixer Mopt
3 and 1.4 6 Pin 6 1.85 for mixer Mopt

4 , respectively.
Clearly, these ranges of power input should be avoided because, within these ranges,
the mixers Mopt

2,3,4 generate larger homogenization times while consuming a larger
amount of energy than at lower power inputs.

At higher power inputs, i.e. Pin > 1.75 ± 0.2, figure 11 shows that the total energy
consumption grows at a constant rate, faster for the mixer Mopt

4 , medium for the
mixer Mopt

3 and lower for the mixer Mopt
2 . The curves come together for Pin > 3.5.

In this range of power inputs, the mixer Mopt
2 is the most cost-efficient of the three:

it generates a homogenization time and requires a total energy about the same as
mixers Mopt

3,4 for a computational cost that is two orders of magnitude lower. With
respect to mixer Mopt

1 , the mixer Mopt
2 generates the target homogenization in half the

time, while requiring twice the total energy. The computational cost is 10 times higher,
which could become negligible in the near future considering that computer power is
continuously increasing while its cost keeps decreasing.

4. Summary and conclusions
In this study, we estimated the cost efficiency of the mixing optimization of a new

prototypical flow, the Fourier sine flow, which was obtained by extending the sine
flow. The Fourier sine flow mixes a mixture on a two-dimensional torus by blinking,
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at prescribed switching times, two orthogonal velocity fields whose profiles are
represented by a Fourier series. We derived a family of mixers Mα

1,2,3,4 of increasing
complexity by truncating the Fourier series to one, two, three and four Fourier modes.
Mixers using more than four modes are at the present time computationally too
expensive.

We considered two types of optimization: the optimization of the velocity profiles
and the optimization of the stirring protocol. We implemented the former by
computing, at each iteration, the amplitudes and phase shifts of the Fourier modes
that maximize the quality of mixing, measured using the mix-norm. We implemented
the latter by selecting, at each iteration, the best performing of the two stirring velocity
fields, i.e. the velocity field that minimizes the mix-norm.

To obtain a physically meaningful formulation of the optimization problem, we
constrained the kinetic energy of the flow to be the same among all mixers and
used the viscous dissipation as an estimate of the power input needed to operate the
mixers. We discussed the performance of the mixers operating within the range of the
feasible power inputs, 1 6 Pin 6 4, common to the mixers Mα

2,3,4. We characterized the
performance of the mixers using three cost functions: the homogenization time, i.e. the
time needed to achieve a target level of homogenization, the computational cost of the
optimization and the total energy consumption, i.e. the energy required to operate the
mixer to obtain a target level of homogenization. We neglected molecular diffusion
in assessing the mixing performance of the mixers because the homogenization times
targeted in this work are of the order of a few characteristic advection times, over
which mixing by diffusion is negligible. We considered only two representative and
challenging switching times, τ = 0.2 and 0.4, for which the traditional sine flow
cannot obtain the target homogenization even after thousands of iterations.

First, we characterized the performance of the mixers equipped with the velocity
profile optimization and periodic stirring protocol. We found that all mixers Mper

1,2,3,4
perform considerably better at the moderate switching time, τ = 0.4, than at the
low switching time, τ = 0.2. Apparently, the velocity profile optimization alone,
independently of the number of Fourier modes used, is not able to guarantee a uniform
performance of the mixers over the switching times chosen. In other words, the
homogenization time depends on the switching time used to operate the mixer. Hence,
mixers equipped with the velocity profile optimization alone are not optimal in the
sense defined by Gubanov & Cortelezzi (2010) and, consequently, their cost efficiency
cannot be fairly assessed. This deficiency is particularly evident at low switching times,
i.e. τ 6 0.2, where the velocity profile optimization produces an unnecessary amount
of folding in an attempt to compensate for the lack of stretching. At moderate and
higher switching times, i.e. τ > 0.4, the mixers perform much better and generate
lower homogenization times because these switching times allow the periodic stirring
protocol to produce a larger amount of stretching. Two positive aspects are observed:
the performance of the mixers is nearly independent of the initial geometry of the
concentration field, and their computational cost is independent of the power input
used to operate them.

Next, we assessed the performance and cost efficiency of the mixers equipped with
the velocity profile optimization coupled with the stirring protocol optimization. We
showed that the mixers Mopt

1,2,3,4 perform equally well at low and moderate switching
times, and their mixing performance depends only on the number of Fourier modes
used. This is made possible because the velocity profile optimization delivers an
optimal amount of shear where it is most needed in the domain while the stirring
protocol optimization generates the optimal amount of stretching. The coupled action
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of the two optimizations delivers an optimal amount of stretching and folding
compatibly with the number of Fourier modes used and the selected switching time.
The mixers Mopt

1,2,3,4 are hence optimal in the sense defined by Gubanov & Cortelezzi
(2010) and, consequently, their cost efficiency can be fairly assessed. Surprisingly, the
homogenization time generated by the mixers Mopt

2,3,4 is a non-monotonic function of
the power input. For each mixer, there are ranges of power inputs for which the
homogenization times are equal to or higher than the homogenization times obtained
by the same mixers at lower power inputs. Clearly, these ranges of Pin have high cost
and low efficiency and should be avoided. This result indicates that one cannot rely
on the intuitive notion that higher power inputs produce faster homogenization times,
not even when stirring protocol and velocity profiles are optimized. The total energy
needed to operate the mixers Mopt

2,3,4 is a source of further surprises. In fact, at low
power inputs, mixers Mopt

2,3,4 can be operated at lower energy than mixer Mopt
1 while

producing faster homogenization times than mixer Mopt
1 .

The results presented for the Fourier sine flow allow us to draw some important
conclusions about optimized egg-beater type of flows that could provide guidance for
the development of optimal mixers in engineering applications.

(a) Mixers equipped with the velocity profile optimization and a periodic stirring
protocol cannot be optimal, i.e. their performance depends on the switching time
chosen independently of the number of Fourier modes used in the optimization.
At low switching times, the egg-beater flows can generate an appropriate amount
of stretching only by applying a stirring velocity field in the same direction over
consecutive switching times, which is impossible when using periodic stirring
protocols.

(b) The computational cost of the optimizations is independent of the power input
at which the mixers are operated. The computational cost depends only on the
number of Fourier modes used to optimize the profile of the stirring velocity fields.
The computational cost grows by about an order of magnitude for each Fourier
mode added to the optimization.

(c) For power inputs 10–30 % higher than the minimum power input, it is possible
to produce an attractive reduction of the homogenization time in combination
with a reduction of the total energy required to obtain it. The reduction of
homogenization time and total energy increases as the number of Fourier modes
used in the velocity profile optimization increases.

(d) Increasing the power input does not necessarily generate a reduction of the
homogenization time. There are ranges of power inputs, from 40 to 80 % higher
than the minimum power input, depending on the switching time, for which the
mixers generate higher homogenization times and consume a larger amount of
total energy than the same mixers do when operating at lower power inputs.

(e) In general, mixers using a higher number of Fourier modes generate faster
homogenization times while requiring a lower amount of total energy and higher
computational cost. However, for high enough power inputs, 300 % or more of
the minimum power input, the optimal mixers perform similarly and, consequently,
mixers implementing velocity profile optimization using only two Fourier modes
are computationally more cost-efficient than mixers using a larger number of
modes.
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