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Abstract: The coefficient of variation (CV) is an important and useful statistical tool for comparing several populations. In cases

where there are multiple populations with different means and variances, the ratio of the coefficients of variation (CVs) is a good way

to compare the dispersion of the populations. Because of the possible minor differences between multiple CVs and the lack of a robust

interpretation, the ratio of CVs is more accurate than the difference of CVs. When a statistical analysis consists of some simultaneous

statistical tests such as equality of several CVs, multiple testing is useful. As an example, the multiple testing about the ratio of CVs

is performed to evaluate and compare scale of hand, foot and mouth disease (SHFMD) of 79911 patients between January 2010 and

December 2017 in the three Malaysian provinces.
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1 Introduction

One of the most typical infectious diseases is hand, foot, and mouth disease (HFMD), which is caused by viruses named
category of enteroviruses and the disease’s symptoms appear as fever or illness feeling generally. Almost after two days,
several smooth spots or even discoloured bumps might blister on the hands, feet and mouth and sometimes groin and
buttocks [1]. Normally symptoms become visible after three to six days after exposure by the virus and remove on its own
about six-seven days. It is possible fingernails and toenails are lost a few weeks later, but they will regrow by time [2].
The HFMD is specific for human beings and doesn’t involve other animals. These viruses are transmitted by close contact
person by person. They can be spread by coughing and the faces of an infected people. Normally, specialists diagnose
HFMD based on symptoms and occasionally, a throat or stool sample can be helpful to detect the virus [3].

According to the literature, there are three fundamental discriptive criteria whose names are central tendencies, shape
tendencies, and dispersion tendencies for a data set. In other words, these three criteria can be used to summarize datasets.
One of the well-known tools related to dispersion tendency is the coefficient of variation (CV). CV is obtained by dividing
the mean into population’s standard deviation, CV = σ/µ , and is applicable and suitable statistic which can be benefit
to evaluate relative variability. Normally the mentioned statistic is used to compare the dispersion of several groups of
data gathered with various units of measurement [4]. CV as a without-dimension parameter is used in diffrent sciences
such as agriculture, biology, engineering, finance, medicine, and many others in order to evaluat reliability and variability
[5,6,7]. Usually relation between standard deviation and the mean (level of measurement) is vital for researchers. So,
it is clear that CV is widely used to evaluate dispersion. Understanding the structure and shape of data is researchers’s
favorite, therefore, they calculate CVs in order to compare the dispersions of populations. If the means or variances of the
two populations are the same, ANOVA and Levens tests can be used to examine the equality of the CVs of populations
[8]. In applican, it is possible that researchers need to compare two independent populations’s parameters; for instance,
proportions [9], means [10], variances [11], correlations [12] and skewnesses [13]. Most comparative tests to date have
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used the difference between sample coefficients. However, the use of statistics based on the difference between sample
coefficients is not very reliable because the existing distance between two coefficients may be small and imperceptible,
and therefore does not allow a clear and unambiguous interpretation. On the other hand, if we use the ratio between two
CVs, we obtain a better result. For example, suppose that the CVs of two populations are 0.1 and 0.01, respectively. Their
difference is a small amount of 0.09, but their ratio is a relatively large amount of 10 [14]. Yue and Baleanu [15] used
asymptotic methods to examine the hypothesis about the ratio of CVs and to construct the confidence interval about it.

The main motivation of this pape is to investigate and compare the scale of HFMD (SHMFD) amongst three provinces
of Malaysia. To compare the means and the variances of SHFMD of three regions ANOVA, Scheffe post-hoc technique
and Leven’s test were used. Then, using the CVS ratio index, the CVs of SHFMD are compared.

2 Patients and Methods

The main objective of this study is to analyse a dataset containing one feature, SHFMD outbreaks from 2010 to 2017 for
three provinces in Malaysia (Sarawak, Melaka, and Pulaupinang). Details of the dataset can be found in [16,17]. Various
statistical methods such as ANOVA, Scheffe post-hoc technique, Leven test, and CVS ratio index were used. R software is
also used in this paper. Only the Stat package is used and the programming is described in all sections. The full description
of the two cases is given below.

2.1 Data

The data used in this study are extracted from the “Compendium of hand, foot and mouth disease data in Malaysia from
years 2010 to 2017. Data in Brief” under the supervision of the Malaysian Administrative Modernisation and Management
Planning Unit, National Centre for Biotechnology Information and National Oceanic and Atmospheric Administration.
The dataset includes information about SHFMD in three Malisaian provinceses (Melaka, Sarawak and PulauPinang),
starting from January 2010 to December 2017 [16,17].

2.2 Statistical Methods

2.2.1 ANOVA

ANOVA method can be employed to study the difference between the means of several populations. Here, ANOVA
method is used to examine the significant difference between SHFMD in Melaka, Sarawak and PulauPinang provinces. If
the ANOVA test is significant, different methods, such as the Scheffe method, can be applied for pairwise comparisons.

2.2.2 Leven’s Test

Levene’s Test is one of the inferential methods for comparing the variances in several independent populations. This test
is employed to compare the variances of SHFMD in three provinceses.

2.2.3 CVs Ratio Test

If there are several populations, CV ratio is an appropriate choice for comparing dispersion of them. Due to the possible
minor differences of several CVs and the lack of solid interpretation, the CV ratio is more accurate than the CVs difference.
In this paper, we use the method given by Yue and Baleanu [15] to compare the CVs. The outline of their method is as
following: Suppose that X and Y are two uncorrelated variables, with non-zero means µX and µY , respectively. Also,
Assume that X1, . . .Xm and Y1, . . .Yn are two uncorrelated samples X and Y respectively. As mentioned earlier in the
introduction, the CVs ratio parameter is as following:

γ =
CVY

CVX

,

where CVX is the CV of the variable X and CVY is the CV of the variable Y . Therefore, it is clear that

γ̂ =
ĈVY

ĈV X

,
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can logically estimate the parameter [15,17] . Yue and Baleanu [15] showed

γ̂ −
λ̂
√

n
z α

2
, γ̂ +

λ̂
√

n
z α

2
, (1)

is a 100(1−α)% confidence interval for the parameter γ , where

λ 2 =
1

CV2
X

(
γ2δ 2

X + δ 2
Y

)
.

Moreover, they showed that the test statistic

T0 =
√

n

(
γ̂ − γ0

λ ∗

)
,

is a suitable statistic to test H0 : γ = γ0, where

λ ∗2 =
1

ĈV
2

X

(
γ2

0 δ̂ 2
X + δ̂ 2

Y

)
.

Yue and Baleanu [15] proved that the asymptotic distribution of T0 is standard normal.

2.2.4 Multiple testing

When we wish to investigate many hypotheses simultaneously, we are facing with multiple testing problem. Many times,
statistical analysis can consist of several simultaneous statistical tests and any of them can produce a discovery from a
similar or dependent dataset. In this situation, multiple testing would be very helpful. The confidence level is usually
stated for each test only, but it is more beneficial to have a confidence level for the whole family of simultaneous tests.
Gaining the wrong results from multiple comparisons can be missleading intensly in real calculation.

Instance of issue, suppose that a test is performed at 5% significancy level and its null hypothesis is correct, the chance
of rejecting the null hypothesis is only 5%. While, if 100 tests are performed and all their null hypotheses are correct,
the Type I errors is 0.05. It can be proven that in case of statistical independence of the tests, the probability of at least
one incorrect rejection is 99.4%. As mentioned earlier, it can be then generalized the results to the equality of CVs of
several populations using different methods of multiple tests like Bonferroni, Q-value and FDR. These tests are simple
and useful methods based on p-values and meantime do not require a normality condition. In the Bonferroni method, if
we have tests, then the p-values are arranged based on the larger-sized order (p1, . . . , pM) and multiplied by the number
of tests, i.e., M. Now the null hypothesis of number is rejected if only if M∗pi < α . That is, α is divided by M, and in
fact, we use α/M in the Bonferroni method. The local FDR (LFDR) is the probability that the hypothesis comes from the
null at a specific value of the statistic. A means for controling the positive false discovery rate (pFDR) can be provided by
the Q-value. Whereas the p-value obtains the expected false positive rate gained by rejecting the null hypothesis for any
result with an equal or smaller p-value, the Q-value gives the expected FDR received by rejecting the null hypothesis an
equal or smaller Q-value [18,19,20,21,22,23,24].

To examine the equality of the CVs of populations, following test the null hypothesis should be tested

H0 : γ2 = γ3 = . . .= γk = 1

where

γ =
CV1

CVi

, i = 2, . . . ,k.

3 Results

3.1 Descriptive Statistics

Based on what was mentioned earlier, the current study is devoted to the comparison of SHFMD from three provinces
(Melaka, Sarawak and Pulaupinang) in Malaysia. Table 3.1 shows the descriptive statistics of the dataset, which include
the means, standard deviations, and CVs. It can be seen that Sarawak and PulauPinang have the minimum and maximum
of SHFMD. The means of SHFMD in these regions are 6220, 62061, and 11630, respectively. The standard deviations
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of SHFMD in these cities are 69.924, 573.597, and 93.470, respectively. Finally, it is found that the CVs of SHFMD in
these regions are 1.079, 0.887, and 0.771, respectively.

Table 1 The descriptive statistics about SHFMD in three regions (Melaka, Sarawak, PulauPinang).

Province Number of Patients Mean Std. Deviation CV

Melaka 6220 64.791 69.924 1.079

Sarawak 62061 646.468 573.597 0.887

PulauPinang 11630 121.145 93.470 0.771

3.2 Variance’s Comparison

Here, Leven’s test is used to compare the variances of SHFMD in the studied regions. Table 2 summarizes the results. It
can be seen that the variances of SHFMD are significantly different in all three regions (p < 0.05). The results presented
in Table 2 demonstrate that the dispersion of SHFMD in Melaka is significantly less than in PulauPinang (p < 0.05).
Moreover, the dispersion of SHFMD in PulauPinang is significantly less than in Sarawak (p < 0.05).

Table 2 Leven’s Tests for SHFMD in three areas (Melaka, Sarawak and PulauPinang)

Province Standard Deviation

SHFMD

Melaka 69.924a

Sarawak 573.597c

PulauPinang 93.470b

The cities with different letters have significant difference (a: low; c: high).

3.3 Mean’s Comparison

To compare the mean values of SHFMD in the provinces, a ANOVA test is used. Table 3 summarizes the results. It can
be seen that the p-value of ANOVA is less than 0.05 and consequently the hypothesis of equality of the means of SHFMD
in the three regions is rejected. The results indicate that the means of the SHFMD are significantly different in all three
provinces. The mean of SHFMD in Melaka is significantly less than in PulauPinang (p < 0.05). Moreover, the mean
of SHFMD in PulauPinang is significantly less than in Sarawak (p < 0.05). Fig. 1(a) shows the error bar graph of the
humidity variable, while Fig. 1(b) displays the error bar graph of the scale of HFMD variable.

Table 3 ANOVA and Scheffe test results for the SHFMD in three areas (Melaka, Sarawak, and Pulaupinang)

Province Mean

Melaka 64.791a

Sarawak 646.468c

PulauPinang 121.145b

P-value of ANOVA < 0.001

The cities with different letters have significant difference (a: low; c: high).
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Fig. 1 (a) the error bar graph of the humidity variable (b) the error bar graph of the scale of HFMD variable.

3.4 CV Comparison

In this paper, the method described by Yue and Baleanu [15] is applied to compare the CVs of SHFMD in the provinces.
Table 4 summarizes the results. It can be easily observed that all Q-values and LFDR values are less than 0.05.
Therefore, the null hypothesis H0 : γ2 = γ3 = 1 is rejected when the magnitude is 0.05. Therefore, the CVs of SHFMD
are significantly different. In addition, Table 4 shows that the ratio of SHFMD in Melaka and Sarawak is 1.216 and the
confidence interval [1.198,1.499] and P-value make it clear that the coefficient of variation in these two areas is not the
same and the coefficient of variation in Melaka is higher than that in Sarawak. Also, the ratio of SHFMD in Melaka to
Pulaupinang is 1.399. Considering the confidence interval of [1.191,2.933] and the P value, it can be concluded that the
coefficient of variation in Melaka is much higher than Pulaupinang.

The results in Table 5 indicate that the CVs of SHFMD are significantly different in all three provinces. The CV of
SHFMD in PulauPinang is significantly lower than in Sarawak (p < 0.05). In addition, the CV of SHFMD in Sarawak is
significantly lower than in Melaka (p < 0.05).

Table 4 Comparison of the CVs of SHFMD in three areas (Melaka, Sarawak, and Pulaupinang).

Ratio Test Statistic p-value LFDR Q-value Lower bound Upper bound

Melaka respect to Sarawak 1.216 17.345 < 0.001 < 0.001 < 0.001 1.198 1.499

Melaka respect to PulauPinang 1.399 27.337 < 0.001 < 0.001 < 0.001 1.191 2.933

Table 5 Pairwise comparison of CVs of SHFMD in three areas (Melaka, Sarawak, and Pulaupinang).

Province Mean

Melaka 1.079c

Sarawak 0.887b

PulauPinang 0.771a

The cities with different letters have significant difference (a: low; c: high).

4 Discussion

The aim of this study, which was conducted in three areas in Melaka, Sarawak, and Pulaupinang in Malaysia, was to
compare the prevalence of SHFMD in these areas using the “ratio of the coefficient of variation” statistic. The data
used in this study were from independent populations. To better understand the structure of the data and to examine the
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dispersion of SHFMD values, the use of the ratio of the coefficient of variation was proposed. The analysis showed that the
ratio of the coefficients of variation is better than the difference between the coefficients of variation, which means that the
ratio of the coefficients of variation is better and more accurate than the difference between the coefficients of variation.
In this study, the method introduced by Yue and Baleanu [15] with a large sample size is used. Using the methods of
multiple testing and based on the hypotheses presented and the statistics given in the article of Yue and Baleanu [15], the
ratio of the coefficients of variation of Melaka to Sarawak and Melaka to Pulaupinang was determined. As it turned out,
the assumption of equality of coefficients of variation in all three provinces with respect to SHFMD was rejected. One
of the reasons for the difference between the SHFMD of Sarawak and Pulaupinang regions and that of Melaka may be
the higher population size of Melaka region. The higher the population size, the greater the likelihood that people will
become infected with the virus. Meanwhile, direct contact is the main route of transmission for HFMD disease. One of
the reasons for the difference in SHFMD could also be the difference in the quality of services in hospitals in these areas.
The most important point affecting the study is a large sample. Accordingly, the choice of this research method, i.e., using
the “ratio of coefficients of variation,” is not appropriate in cases with a small sample size.

5 Conclusion

The HFMD as a relatively intense viral disease has been known and has affected many people around the world. The
method of comparing studied in this paper, can be useful and usable in the implementation of treatment plans in different
areas or medical centers. One of the most accessible and popular statistical techniques for comparing independent
populations in most research areas is the coefficient of variation. In many cases, it is feasible there are several
populations with non-identical means and variances whilst their CV are the same. In other words, if researchers intend to
understand the data structures in several different populations, they can examine equivalence of CVs in mentioned
populations. Additionally, due to several CVs’ possible minor differences and the lack of solid interpretation, the CVs
ratio is more accurate than the CVs difference. These findings can be exploited in any situation where predictions of
outcomes are needed. The obtained results in the study has ability to run with caution to other areas with a high sample
size. The executive officials of the health system can use current paper’s results which is based on comparison the
coefficient of variation of SHFMD. They can identify the places, where the disease is more in order to prevent the spread
of the disease by intervening.

For future work, we suggest considering a different disease dataset to compare regions for other epidemic diseases
that have many utilities. Additionally, the number of regions could be increased to more than three cases.
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