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Abstract 

Machine learning approaches may establish a complex and non-linear relationship among input 
and response variables for the assessment of the Basic Education Development Index (IDEB) 

database and show indicators that may contribute to monitoring the quality of education. This 

paper uses extensive experimental databases from public schools, consisting of a case study in 
Brazil, to analyze data such as the physical and technological structure of schools and teacher 

profiles. The research proposes decision tree-based machine learning models for predictions of the 

best attributes to positively contribute to IDEB. It employs a newly developed SHapley Additive 
exPlanations (SHAP) approach to classify input variables, so to identify variables that impact the 

most the final model; a non-probabilistic sample was used, composed from three official databases 

of 450 schools, and 617 teachers. Results show that the number of computers per student, teachers’ 
service time, broadband internet access, investments in technology training for teachers, and 

computer labs in schools are the variables that have the greatest effect on IDEB. The model applied 

shows high prediction accuracy for test data (MSE = 0.2094 and R² = 0.8991). This article 
contributes to improving efficiency when monitoring parameters used to measure the quality of a 

teaching-learning process. 
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1- Introduction 

Advances in learning technologies and tools have grown significantly in recent years, showing the importance of 

using information technologies in teaching-learning processes, directly or indirectly contributing to students’ and 

teachers’ performance within basic education [1]. In addition, school infrastructure, scarcity of human and material 

resources, and teachers' qualifications and continuous training may also contribute to improving students’ academic 

performance [2]. 

Nowadays, an increasing importance is given to predicting student performance due to how relevant this issue has 

been to the development of countries, as it depends entirely on the educational process leading to development in all 

aspects of life (scientific, social, economic, etc.). Also, the evaluation of teachers’ and students’ performance is a 

reflection of the efficiency of educational institutions. Therefore, focusing on the development of educational processes 

is one of the utmost necessities to push governments represented by educational institutions to make serious efforts 

regarding educational processes towards continuous and escalating development [3, 4]. 

There are different works in educational processes using decision tree, for example: creating adaptive dynamic tests 

for assessing student academic performance, while constantly comparing results of the assessment which exhibit the 

individual student profile with results of the decision tree’s algorithm 2, which formulates a predictive model for 
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students’ knowledge level, according to the weights posed by the decision tree [5]. In 2016, the U.S. Department of 

Education launched the National Education Technology Initiative (Future Ready Learning: Reimagining the Role of 

Technology in Education), and defined how "personalized learning refers to teaching that is optimized for each learner’s 

needs in terms of learning pace and teaching methods and requires that the learning objectives, learning content, and 

learning methods in the learning process should be different and adjustable according to the needs of learners". At the 

same time, both governments and educational authorities at all levels attach great importance to the development of 

personalized learning. In traditional classroom education, student learning activities are completely developed by 

teachers, and the practice of personalized learning can only rely on their teaching experience due to the constraints of 

time and space. Therefore, it is difficult to develop a personalized learning program for each student in such an 

educational learning model. In recent years, as the process of education informatization continues to deepen, more and 

more Internet information technologies have flooded into teaching processes within education, which has led to a 

significant innovation in the development of education and to an emerging online learning model that has gradually 

developed and become an integral part of educational learning [6]. 

In most countries, especially in South America, education requires a (re)construction considering education quality 

indicators of general aspect, that point to a need for re-evaluating pedagogical strategies and educational policies aimed 

at improving basic education quality. For example, the state of Par´a, in Northern Brazil, presented in 2019 the second 

worst basic education development index (IDEB) of the country for secondary education [7]. 

In this scenario, this research contributes to identifying parameters to better guide work plans and developed contents, 

aiming at better performances concerning the teaching-learning process directed at students, and, consequently, better 

external evaluation in IDEB results. Since most researchers present a generic point of view, employing only descriptive 

and/or inferential statistics to verify certain decisive characteristics of the educational development process [8, 9], there 

are few studies employing advanced machine learning techniques that can analyze many attributes to more accurately 

predict variables in order to positively contribute to students’ academic performance [10]. 

Studies involving Data Mining (DM), Artificial Neural Networks (ANN), and Decision Tree (DT), with cross-

validation and statistical analysis, have recently gained attention in the literature dedicated to monitoring school 

performance in large-scale high school evaluations [11, 12]. Some studies were able to observe, through Educational 

Data Mining, only a few variables; for example, if the level of access to computer and library resources offered by 

schools could contribute to the performance of high school students in large-scale evaluations [13]. 

This research contributes to the literature in a significant way, by examining a maximum number of variables, with 

the objective of improving the decision-making made by public policies oriented to the betterment of educational results. 

So, it covers both physical and technological school structures, and teacher profiles specifically for the first years of 

school by using decision tree (DT) approaches and official data from public schools situated in seven municipalities in 

the state of Pará, Brazil – all of which are part of the Pará State Department of Education (SEDUC)*–, and from 

Dashboard Google Platform for Education [14-16]. 

This work is structured as follows: Section 2 provides a literature review on how the investigated attributes impact 
the educational development index. Section 3 describes the methodology applied; in Section 4, the model proposed and 
developed is explained in detail in two phases; in Section 5, the mathematical approach of the SHAP method is shown; 
in Section 6, experimental results are presented using machine learning and SHAP values; and finally, some conclusions 
and recommendations are mentioned in Section 7. 

2- Literature Review and the Basic Education Development Index (IDEB) 

This section analyzes the relevant literature in which researchers observe one or more characteristics and/or teacher 
profiles, school infrastructure, and technological profiles and how these attributes interfere with student performance, as 
well as in the Basic Education Development Index (IDEB) (see Figure 1). 

2-1- Teacher Profile Attributes 

Different types of large-scale evaluations, applied both nationally and internationally, have contributed to the 

emergence of studies on teacher profiles, seeking to identify characteristics or attributes that may be associated with 

student academic success. In fact, some authors have recently dedicated themselves to basic education teacher profile 

analyses in Brazil [16], a very important step to better understand profile roles in student achievements. The Brazilian 

School Census has been of great aid in this regard, as sociodemographic information related to teacher profiles is also 

obtained. The Census, carried out annually in Brazil, characterizes teachers by gender, age, ethnicity, initial training, and 

teaching school locations, among other information, in terms of educational stages. The School Census is currently the 

largest available database in the country, comprising information on all operational schools, at all levels and types of 

education (municipal, state, or private). The Teaching and Learning International Survey (TALIS) consists in another 

means of obtaining teacher profile, teaching environment, and educational performance data. However, both the census 

and the TALIS do not, as in other studies, survey the characteristics, perceptions, and specific meanings that teachers 

attribute to different aspects and contexts of their work [17, 18]. 
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Figure 1. Brazilian Basic Education Development Index (IDEB) attributes 

In this sense, teachers’ role in the educational process can be contextualized through several characteristics and/or 

attributes such as good communication, creativity, organization, commitment, planning and content knowledge, as well 

as personal attributes like age, gender and beliefs. All these attributes interact with environmental factors [19], i.e., 

workplace infrastructure, number of students in each classroom, number of schools taught by each teacher, and teacher 

training quality, which influence their daily practice, manifested in student learning processes. In addition, with regards 

to teachers’ knowledge in the field of information technology, the research [20] has shown that teachers’ digital 

competence (TDC) is an important condition for an effective integration of technologies in education. Therefore, 

investing in IT training for teachers is of fundamental importance to improve the quality of teaching. Other characteristics 

displaying a direct relationship with teacher and, consequently, student performance, were evaluated herein as follows: 

2-2- Teachers’ Workload 

Many teachers teach more than one class, school or discipline, demanding from these professionals work 

displacement and more willingness. In addition, to cover the need for schoolteachers, some educational networks 

increase the average teacher working day, making it difficult for those who work fragmented hours in different networks 

and schools [21]. These factors, in turn, directly affect teacher organization and work capacity and, consequently, their 

health and professional performance, as well as student learning quality [22]. 

In this scenario, teaching is noted as an exhausting profession, whose process is aggravated by poor working 

conditions, fatiguing hours, and tasks that go beyond the school environment, which further contribute to teacher 

exhaustion and, in some cases, illnesses [23]. Furthermore, teachers are not solely responsible for the student learning 

process, and their well-being and good performance are important factors in the teaching-learning process, as they result 

from adequate student-teacher interactions. 

2-3- Gender 

Gender is an important aspect that must be considered when reflecting upon and for understanding the characteristics 

a relationship formed between teachers and students in a school context has. It is also paramount in constructing teaching 

career policies. The 2017 Brazilian School Census indicated that 96% of teachers who work in the first years of primary 

school are women, as this profession allows women to reconcile family, domestic work, and the labor market [24]. 

3- Methods 

3-1- Scenario and Participants 

The datasets chosen to train the machine learning model include crossing information from three databases, as 

follows: 

 Dataset 1 (DB1): The Pará State Department of Education (SEDUC), responsible for providing teachers’ 

information. The data were provided as an Excel spreadsheet. 

 Dataset 2 (DB2): The qedu.org.br website*, which organizes data provided by the Ministry of Education, municipal 

and state secretariats of education, and non-governmental organizations linked to the educational sector in a 
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didactic manner, providing data on the performance of both public and private schools, at all education levels, in 

addition to providing information on their physical and technological infrastructure. 

 Dataset 3 (DB3): The Google for Education platform control panel, which allows for the identification of teacher 

accesses by their ID, characteristics and the school that uses or does not use the platform. This process was only 

possible due to the Google Platform being hired by the Pará State government, through the Inteceleri company, a 

partner in the Northern region of the country. The service providing contract indicates that the company would 

provide continuing education to teachers in state education network in 2017 and 2018, giving information on 

teacher profiles (i.e., gender and age), as well as a percentage of continuing attendance in technology education 

(use of Google tools) contracted by the government of Pará. 

The attributes were then chosen to verify their target effects (school IDEB for 2019) (Figure 2). Data filter parameters 

comprised full or partial participation in continuing education promoted by the Google for Education platform, teaching 

in early basic education grades and, finally, working in schools in the metropolitan region of Belém, the state capital, 

amounting to total data from 450 schools in seven municipalities. After data refinement, the analysis presented a sample 

of 617 teachers. 

 

Figure 2. Attributes on the Development Index of Basic Education (IDEB) 

3-2- Data Analysis 

This study adopted a DT approach, a multivariate supervised learning algorithm consisting of a learning method used 

for objective classifications and predictions. DT-based models are, by design, easily interpretable in their predictions, 

but also a powerful non-parametric supervised learning method, which means that they do not assume any predefined 

type of probability distribution regarding the input data [25]. DT-based models can easily explain the reason for causal 

relationships, making this type of algorithm very useful when manipulated by decision-makers [26]. 

A variety of classic DT-based models can be found in the literature, such as the Chi-Square Automatic Interaction 

Detector [27] and Classification and Regression Trees [28]. The regression models used in this study are CART-type 

algorithms. 

3-3- Variables 

Building upon the literature review, the models proposed in this study were developed in four different instances 

(models). 

In the first (M1), a model was trained to predict the Basic Education Development Index (IDEB) for primary schools, 

based on the following information detailed below, referring to teacher profile of each institution. In M1, five data points 

(X1, X2,..,X5) were extracted for each teacher. All levels and categories of variables have been renamed to be more 

understandable when they appear in a DT. The variables are described below: 

 X1 = Gender: Gender of the teacher. 

 X2 = Participation in ongoing training on technology: Frequency of teachers’ participation in continuing 

technology education promoted by partner Google for Education. 

 X3 = Employment period: Service time. 

 X4 = Number of schools working: Number of schools in which teachers’ working hours within the state public 

education system are distributed. 

 X5 = Age: teachers’ age. 
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Therefore, it was measured the impact variables exclusively related to teacher profile had on IDEB. In the second 

modeling step (M2), a model was trained to predict primary schools IDEB, based on the information listed below, 

referring to the schools physical infrastructure profile. In this model M2, six data points were extracted (X6, X7, X8, 

X9, X10 and X11). 

 X6 = Reading room. 

 X7 = Computer Lab. 

 X8 = Science lab. 

 X9 = Water supply or Filtered water. 

 X10 = Kitchen. 

 X11 = Restroom – WC. 

As in the previous modeling, it was analyzed the impact that changes in physical infrastructure of schools had on 

IDEB. In the third stage of modeling (M3), a model was trained to predict elementary schools IDEB, based on the 

following information, referring to schools technological profile. In M3 model, four data points (X12, X13, X14, X15) 

were extracted. 

 X12 = PCs by students. 

 X13 = Broadband Internet. 

 X14 = Projector. 

 X15 = Printer. 

𝜒1 𝜖 {0, 1}, 

𝐼𝑓 ∶ 𝜒1 = 1;  𝑓𝑒𝑚𝑎𝑙𝑒 

= 𝜒1 = 0;  𝑚𝑎𝑙𝑒 

𝜒𝒾 ∈ 𝑍+, 𝒾 = 2, . . ,5 

𝑊ℎ𝑒𝑟𝑒: ∀ 𝜒𝒾 > 0; 

𝜒𝑗 ∈ {0, 1}, 𝑗 =  6, . .15 

𝑊𝑖𝑡ℎ: 𝜒𝑗 = 1;  𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒 

= 𝜒𝑗 = 0;  𝑛𝑜𝑡 𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒 

For the first instance of modeling, a model of the random Forest (rf) type was used; for the second and third instance 

of modeling, models of the Extra Tree Regressor (ETR) type were used. These are ensemble type algorithms, that is, the 

final prediction of this type of model is based on the combination of N base algorithms, called Base Learners (BL), 

which are inside the ensemble model. In classification problems, the BL decide, by majority vote, which class/category 

will be the model output. In regression problems, the mean of the BL predictions is the final model output. 

All modeling experiments in the data analysis stage were standardized, having as target variable the IDEB of lower 

elementary education, a training set corresponding to 80% of the available data, leaving 20% of the data for testing in 

cross-validation. All predictors were normalized using the Z-score method, which is also used to remove outliers in a 

standard way. 

As performance metrics for LightGBM and ETR, it was used the R-squared, or coefficient of determination. It is a 

statistical measure that indicates how much of the variation in dependent variable is explained by independent variables 

in a regression model. Calculation of R-squared is shown in Equation 1. 

𝑅2 = 1 −
∑ (𝑌−  �̂�)2

∑ (𝑌−  𝑌)2  (1) 

Where, 𝑌 is the actual value, while �̂� is the predicted value of 𝑌, and 𝑌 is the mean of the 𝑌 value. The range of R-

squared value is [0,1]. A higher score of R-squared means better modeling performance. 

Finally, in the phase 2, Figure 3, the M4 model was developed. It was used the best performance predictor variables 

for each attribute, successfully repeating development of the predictive model to predict IDEB performance. 
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Figure 3. Phase 2, classification of predictors of better performance in the result 

Then, after the three modeling steps, a final analysis was carried out with the best performance characteristics of each 

profile previously verified, continuing with a focus on IDEB. 

4- Survey Methodology 

The proposed models were developed in two phases. In the first phase, three different predictive models (M1, M2 

and M3) were developed to predict the outcome of dimensions (attributes) in IDEB. These three predictive models are 

illustrated in Figure 4. 

 

Figure 4. Attributes on the Development Index of Basic Education (IDEB) 

The modeling in phase 2 is an attempt to jointly examine the attributes, and thus understand how the dimensions 

(physical, structural, and human) interfere in the result. 

In all modeling instances, the following DT-based models were compared: 

 Decision Tree Return; 

 Random Forest Return; 

 Extra Trees Return; 

 AdaBoost Return; 

 Light Gradient Boosting Machine (LightGBM). 

Of all models considered in the modeling stage, only the one that stood out in the regression task was selected for 

optimization and, consequently, to generate the results presented in this work. For each experiment (or modeling 

instance) undertook, the same modeling parameters were replicated, so that a reliable result was achieved. 
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 Training set = 80%; 

 Test set = 20%; 

 Normalization via Z-score; 

 Removal of outliers via Z-score; 

 K-fold = 10. 

The samples were randomly sorted by using random.sample function in python, and the first 80% of samples 

constituted the training sample set, while the remaining 20% samples constituted the testing sample set. A crossvalidation 

technique was adopted by using a suited early-stopping procedure in order to optimize the model complexity; this method 

was used during training so to avoid inconsistent variance data [29]. The approach to identifying importance variables 

that contribute to the final model is shown in Figure 5. 

 

Figure 5. Flowchart of the research methodology 

5- Shapley Additive Explanations (SHAP) 

SHAP is a game-theoretic approach to explain the output of any machine learning model. It connects optimal credit 

allocation with local explanations using the classic Shapley values from game theory and their related extensions. To 

produce an interpretable model, SHAP uses an additive feature attribution method, i.e., an output model is defined as a 

linear addition of input variables. Assuming a model with input variables x = (x1, x2,.., xp), where p is the number of 

input variables, the explanation model g(x′) with simplified input x ′ for an original model f(x) is expressed as: 

𝑓(𝑥) = 𝑔 (𝑥′) = 𝜙0 + ∑ 𝜙𝒾
𝑀
𝑖=1 𝓍𝒾

′   (2) 

In the SHAP Equation 2, M represents the number of input features, and ϕ0 represents the constant value when all 

inputs are missing. Inputs x′ and x are related through a mapping function x = hx(x′). Where ϕ0, ϕ1, ϕ2, and ϕ3 increase 

the predicted value of g(), while ϕ4 decreases the value of g(). As noted by Verwer & Zhang [30]. 

The SHAP graph can be interpreted as follows: the Y-axis indicates the variable name, in order of importance from 

top to bottom. The value next to them is the mean SHAP value. On the X-axis is the SHAP value, which indicates how 

much is the change in log-odds. From this number we can extract the probability of success. Gradient color indicates the 

original value for that variable. In booleans, it will take two colors, but in number it can contain the whole spectrum. 

Each point represents a row from the original dataset. 
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Based on SHAP game theory, information gain rate graph and regression performance indicators were used to 

interpret the models. The SHAP method helps us to interpret machine learning models more easily, through direct and 

indirect relationships between predictors. SHAP values are measures of contribution that each predictor has in a given 

model. However, they not only quantify the importance of each predictor in the regression task, but also the direction in 

the causal relationship [31]. In the case of this work, the importance lies in an increase or decrease in the value of primary 

schools IDEB. Difficulties in interpreting machine learning (ML) models and their predictions limit the practical 

applicability of and confidence in ML in education research. 

To this end, the SHAP methodology has recently been introduced. SHAP approach enables the identification and 

prioritization of features that determine compound classification and activity prediction using any ML model. Herein, 

we further extend the evaluation of the SHAP methodology by investigating the most important variables for exact 

calculation of Shapley values for DT methods, and systematically compare these variables in IDEB predictions with the 

model independent SHAP method. Moreover, new applications of the SHAP analysis approach are presented, including 

interpretation of ensemble regression models for IDEB prediction. 

6- Experimental Results: Machine Learning Using SHAP Values 

Machine learning models have been widely used to accelerate the interpretation and highlight hidden patterns in the 

data. However, as the complexity of the model increases, interpretating the results can become quite challenging. The 

SHAP technique developed here in this research provides a measurement on the importance of each input attribute on 

the model’s output. We illustrate the value of the SHAP technique using a decision tree machine learning implementation 

to classify the educational performance of different school cycles using data science methods. 

This section presents the modeling steps results based on the training phases of machine learning models, using the 

SHAP graphs. Initially the results will be demonstrated by predictive models. Decision tree relevance provides a score 

that indicates how useful or valuable each variable was in building the DTs driven within the model presented here. The 

more an attribute is used to make important decisions with DTs, the greater its relative importance. This importance is 

calculated for each attribute in the dataset, allowing the attributes to be ranked and compared against each other. 

Importance is calculated for a single DT by the amount each attribute split point improves the performance measure, 

weighted by the number of observations for which the node is responsible. The performance measure can be purity (Gini 

index) used to select split points or another more specific error function. Feature importance is then calculated across all 

DTs within the model.  

The results of the present study use large databases, being able to analyze the profile of teachers (M1), physical 

infrastructure (M2), technological infrastructure of schools (M3). Thus, this approach helps to fill in gaps from the 

previously 17 published works. 

In the following section, it was analyzed the importance of databases variables by using SHAP approach. 

6-1- Predictive Model M1: Profile of Teachers 

Five predictors were used to model teacher profiles, with two of them being the most prominent for the regression 

task. The Figure 6 indicates the performance rate of the selected variables with greater effect on IDEB. The variables 

considered are: X1 = Gender; X2 = Participation in ongoing training on technology X3 = Employment period; X4 = 

Number of schools working; and X5 = Age. 

 

Figure 6. Test - SHAP method applied to predictive model M1 
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Figure 6 indicates that input variables in order of importance from top to bottom, X2 and X4, provide the greatest 

contributions to the M1 model. Thus, we can evaluate an average contribution of the variables in model responses. 

Considering, for instance, X2 = Participation in ongoing training on technology, we see that its average contribution is 

around 100% for the positive category. 

To improve the interpretability of the model, a strategy adopted was to use the python SHAP library, as it is based 

on SHAP, which is very useful to explain different types of models such as Kernel, Tree, DL and others. One of the 

reasons why the SHAP chart has been so used is the quality of its result interpretation. As in Fig.6, showing SHAP 

analysis method, which must be employed considering the dimensions [intensity of the variable effect on the target (high 

or low) vs. effect direction (positive or negative)]. Evaluation of the SHAP chart can be done as follows: 

 The Y-axis is the variables of our model in order of importance. 

 The X-axis is the SHAP values. As our reference is the positive category, positive values indicate support for the 

reference category (it contributes to the model responding positive category at the end) and negative values indicate 

support for the opposite category. 

 Each point on the graph represents a sample, so each sample has a value for that variable. Note that these point 

clouds at some point expand vertically. This occurs given the density of values of that variable in relation to SHAP 

values. 

 Finally, the colors represent the increase/decrease in the value of the variable. Redder tones are high values, and 

bluish tones are lower values. 

In general, we will look for variables that have the following characteristics: 

 Ones to have a very clear division of colors, that is, red and blue in opposite places. This information shows that 

they are good predictors; after all, only by changing their value can the model verify in a simpler way its 

contribution to a class. 

 Associated with this, the greater the range of SHAP values, the better that variable will be for the model. 

Thus, with regards to the side color bar (Y-axis), Figure 6 indicates when a predictor value is high or low, with the 

blue dots indicating a low predictor value compared to other values for that same predictor, whereas the orange/reddish 

dots indicate a high value compared to the rest of the values of that same predictor. The X-axis (horizontal axis), on the 

other hand, indicate the direction (positive or negative) of the independent variable effect on the target (IDEB). 

The Y-axis indicates the input variables in order of importance from top to bottom. Each dot is colored by the value 

of a input variable, from low (blue) to high (red). Density represents the distribution of points in the data set, i.e., whether 

it contains a range of values or selected ranges. The Figure 6 represents the input X2, X4, X3, X5 and X1 respectively 

for M1 model. 

The variable X2 = participation in ongoing training on technology is the most important in Model 1. Figure 6 shows 

that the greater the value of X2, the greater its SHAP value, and the greater its impact on IDEB. So, X2 in some situations 

presents SHAP values around 0.9, that is, a 90% contribution to the model result (due to 100% being the maximum any 

variable can reach). 

The variables X4 and X3 are the next to be evaluated, as it can be seen that low values for X4 and X3 contribute 

positively to IDEB. The X5 variable, although less significant, tends to increase the IDEB score with the increase in its 

value. On the other hand, low values of X1, meaning gender = F, in blue color, increase the SHAP value and the 

associated probability of increasing IDEB. 

The variables X2 and X4 present these two mentioned characteristics. Now, on the X5 variable, note that: overall it 

is a confusing variable, as its SHAP values are around 0 (weak contributions) and with a clear mix of colors. Also, you 

cannot see an increase/decrease trend of this variable in the final answer. It is also worth mentioning the X1 variable, 

which does not have such a wide range as X2, but demonstrates a clear division of colors. 

In this sense, regarding teacher profiles for variable X1, which represents gender, we assumed 0 for females and 1 

for males, with a difference concerning gender effect on the target. 

Variable X2, which represents teacher age, exhibited the greatest target effect, although Fig.6 demonstrates that this 

characteristic does not necessarily have a positive or negative effect on IDEB. Still, variable X3, which represents teacher 

service periods in the state education system, indicates a clear trend towards the positive effect of a low length of service 

in the target. 

This same trend is followed by variable X4, which reflects the fact that teachers with more concentrated activities 

have a positive effect on IDEB. 

Finally, X2 which stands for teacher attendance in technological training promoted by the state government in 

partnership with Google, proved to be the most important variable for the M1 model, as to potential target effects for 

IDEB. 
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6-2- Performance Metrics (Error Measures) in Machine Learning Regression - M1 Model 

Results were evaluated by the coefficient of determination (R2). The coefficient of determination is the proportion of 

the variance in response variable that is explained by the model. R2 is an accuracy statistic which allows to assess a 

regression model. 

It is said to be an accuracy of the regression model; in summary, this coefficient of determination R-squared is more 

informative than MAPE, MAE, MAPE, MSE, and RMSE in regression analysis evaluation, as shown in Soper [29]. 

The models were trained with k-Fold Cross-Validation = 10, a procedure that is a standard method for estimating the 

performance of a machine learning algorithm on a dataset. For MAE, MSE, RMSE, R2, RMSLE, and MAPE, we adopted 

the default options provided by the software platform for training and model regularization in the python, respectively. 

Performances of the regression models to be considered were investigated by means of several simulation tests, carried 

out using data from 450 schools. All data processing and analysis were performed using Python v3.10. The prediction 

performances were measured by metrics commonly adopted for this type of problem, which were independent of the 

said procedure for data normalization: NMSE, MARE, MSE and MAPE. 

 Normalized Mean Square Error (NMSE); 

𝑁𝑀𝑆𝐸 =
∑ (𝑌𝑡−�̃�𝑡)2𝑁𝑇

𝑡=1  

∑ (𝑌𝑡−�̃�𝑡)2𝑁𝑇
𝑡=1  

  (3) 

where �̃� is the average value of samples 𝒴𝑡 in the test set 

 Mean Absolute Range Error (MARE); 

𝑀𝐴𝑅𝐸 =
1

𝑁𝑇
 ∑

|𝒴𝑡−�̃�𝑡|

𝒴𝑚𝑎𝑥−𝒴𝑚𝑖𝑛

𝑁𝑇
𝑡=1   (4) 

 Mean Square Error (MSE); 

𝑀𝑆𝐸 =
1

𝓃
∑ (𝒳𝒾

𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝓃
𝑖=1 − 𝒳𝒾

𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑)2  (5) 

 Mean Absolute Percentage Error (MAPE); 

𝑀𝐴𝑃𝐸 = {𝑀𝑒𝑎𝑛 (
1

𝓃
 ∑ |

𝒳𝒾
𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑− 𝒳𝒾

𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝒳
|𝓃

𝑖=1 )}  (6) 

The results of the modeling steps based on the training phases, i.e., the results will be demonstrated by predictive 

models: 

Since a lot of models and methods are presented in this work, a remark must be done on how these solutions are 

evaluated in terms of forecasting performance. In general, the interest is to know how much accurate a prediction is, 

considering the best forecasting method as the most accurate one, in terms of some error metric. This section discusses 

ways of measuring prediction accuracy. 

Table 1 presents a performance comparison between models based on DTs considered in this study. 

Table 1. Finding the best model for M1 by analyzing: Random Forest Regressor (RFR); Light Gradient Boosting Machine 

(LGBM); AdaBoost Regressor (AR); Extra Trees Regressor (ETR); Decision Tree Regressor (DTR) 

Results 

Models MAE MSE RMSE ℝ𝟐 RMSLE MAPE TT (Sec) 

rf RFR 0.3818 0.3066 0.5494 0.8139 0.0921 0.0782 0.2180 

lightgbm LGBM 0.4145 0.3110 0.5535 0.8034 0.0930 0.0852 0.2030 

ada AR 0.4726 0.3527 0.5910 0.7939 0.1006 0.0989 0.0290 

et ETR 0.3964 0.3712 0.6011 0.7498 0.1009 0.0814 0.8620 

dt DTR 0.4155 0.4216 0.6423 0.7737 0.1073 0.0854 0.0220 

Table 1 indicates that the Random Forest Regressor model presents better results for the M1 model performance, R² 

= 0.8139. The model opti mization was performed through the Bayesian Optimization method (see Table 2), a model 

optimization method that takes a long time to converge, recommended for models with less than 20 predictors [30]. 

Table 2. Applying Bayesian optimization to the featured for M1 model 

Hyperparameter optimization 

Metric MAE MSE RMSE ℝ𝟐 RMSLE MAPE 

Mean 0.3941 0.2910 0.5355 0.8550 0.0899 0.0809 
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The training and validation process of the DT was conducted with ”tpe” algorithm from optuna library. This library 

is particularly designed for machine learning, where: 

search algorithm=“tpe” - means Bayesian optimization algorithm called Tree-structured Parzen Estimator; 

choose better=True - when set to True, the returned object is always better performing; the metric used for 

comparison is defined by the optimize parameter. 

6-3- Predictive Model M2: - Physical Infrastructure 

Considering the analyzed variables in the M2 model: 

X6 = Reading room; 

X7 = Computer Lab; 

X8 = Science lab; 

X9 = Water supply or Filtered water; X10 = kitchen; 

X11 = Restroom – WC; 

The SHAP graph in Figure 7 shows that the variable X6 is the one that can most positively impact the IDEB final 

result. As well as the x7 and x8 variables, which showed high impact. 

 

Figure 7. Test - SHAP method applied to predictive model M2 

The performance analysis indicates the effects of each variable in the model (Figure 7). Where: 

The SHAP graph in Figure 7 exhibits the direction and intensity of the variable effects, specifically high values of 

X6, X7, X8, X9, X10 and X11 variables (in pink) impacting positively in the final prediction result for IDEB, while low 

values (in blue) would have a negative impact. It is worth remembering that, in our database, the presence of resource is 

represented by “1” and the non-presence by “0”, so when we say that it has a positive impact, we mean that it increases 

the probability of being “1”. 

Table 3 demonstrates DT model performances for the predictive M2 regression. 

Table 3. Finding the best model for M2 by analyzing: Random Forest Regressor (RFR); Light Gradient Boosting Machine 

(LGBM); AdaBoost Regressor (AR); Extra Trees Regressor (ETR); Decision Tree Regressor (DTR) 

Results 

Models MAE MSE RMSE ℝ𝟐 RMSLE MAPE TT (Sec) 

et ETR 0.3537 0.2316 0.4783 0.8444 0.0808 0.0722 0.1700 

dt DTR 0.3537 0.2316 0.4783 0.8444 0.0808 0.0722 0.0170 

rf RFR 0.3587 0.2336 0.4803 0.8398 0.0811 0.0732 0.2040 

lightgbm LGBM 0.3884 0.2460 0.4926 0.8127 0.0833 0.0793 0.0220 

ada AR 0.4226 0.2992 0.5432 0.7834 0.0902 0.0849 0.0180 
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All the adjustment and performance indicators were better predicted by the Extra Trees Regressor - ETRs model, 

with an initial value of R² = 0.8444. An ETR optimization procedure was also performed (see Table 4), obtaining R² = 

0.8488. 

Table 4. Applying Bayesian optimization to the featured for M2 model 

Hyperparameter optimization 

Metric MAE MSE RMSE ℝ𝟐 RMSLE MAPE 

Mean 0.3563 0.2300 0.4766 0.8488 0.0805 0.0726 

6-4- Predictive Model M3: - Technological Infrastructure 

Variables analyzed in the M3 model were: X12=Computers by students; X13 = Broadband Internet; X14 = Projector; 

X15 = Printer. 

The SHAP graph, Figure 8, shows that variable X12, which represents the number of computers per student, is the 

most important for the model, and high values of this variable represent a positive impact on the IDEB final result. As 

well as high values of X13 and X14 variables, which showed high impact. Meanwhile, the X15 variable proved to have 

few contributions to the M3 model. 

 

Figure 8. Test - SHAP method applied to predictive model M3 

The performance analysis indicates the effects of each variable in the model (see Table 5). 

Table 5. Finding the best model for M3 by analyzing: Random Forest Regressor (RFR); Light Gradient Boosting Machine 

(LGBM); AdaBoost Regressor (AR); Extra Trees Regressor (ETR); Decision Tree Regressor (DTR) 

Results 

Models MAE MSE RMSE ℝ𝟐 RMSLE MAPE TT (Sec) 

et ETR 0.3829 0.2698 0.5149 0.8698 0.0883 0.0802 1.0120 

dt DTR 0.3836 0.2700 0.5151 0.8691 0.0884 0.0803 0.0210 

rf RFR 0.3890 0.2710 0.5159 0.8660 0.0886 0.0814 0.2020 

lightgbm LGBM 0.4529 0.3145 0.5573 0.8454 0.0956 0.0948 0.2350 

ada AR 0.4494 0.3288 0.5694 0.8154 0.0974 0.0937 0.0170 

All the adjustment and performance indicators were better predicted by the Extra Trees Regressor - ETRs model, 

with an initial value of R² = 0.8698. An ETR optimization procedure was also performed (see Table 6), obtaining R² = 

0.8752. 

Table 6. Applying Bayesian optimization to the featured for M4 

Hyperparameter optimization 

Metric MAE MSE RMSE ℝ𝟐 RMSLE MAPE 

Mean 0.3899 0.2692 0.5145 0.8752 0.0882 0.0818 
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6-5- Predictive Model M4: Outcome 

This study uses an experimental database composed of 450 schools, and 617 teachers, in order to suggest a 

methodology for creating a classification label for variables that most influence the teaching-learning process, being a 

case study of school performance. 

In this analysis, the best predictors of each of the attributes of previous models were detected, analyzing the following 

databases: teacher profile (M1), physical infrastructure (M2), technological infrastructure of schools (M3). That is, the 

best predictors of each of the attributes of previous models (M1, M2, M3) were used in this last step of the search. Using 

these databases as input to the model, it was possible to explore attribute selection techniques and predictive algorithms, 

aiming to develop a model of a predictor to identify which factors positively impact schools IDEB (Basic Education 

Development Index), in regards to a case study in Brazil. 

The following variables were used in this last step to develop the predictive model, with the output node M4: 

The bests predictors of each of the attributes of the previous models (M1, M2, M3) were used: 

X12 = PCs per students, X3 = Employment period; X4 = Number of schools working; X14 = Broadband Internet; 

X2 = Participation in ongoing training on technology: (Frequency of participation of teachers in continuing education in 

technology promoted by partner Google for Education).; X7 = Computer Lab; 

Figure 9 demonstrates the performance of the variables trained for the target (IDEB). In this case, the SHAP graph 

shows that variable X12 is the most important for the final model. The graph shows that high values of X12, X14 and 

X7 have positive effects on IDEB, while low values of X3 and X4 contribute positively to IDEB. The X2 variable proved 

to have few contributions to the final model. 

 

Figure 9. Test - SHAP method applied to predictive model M4 

This output of the final model, M4, shows relevant results in the task of identifying attributes that have great 

importance in the evaluation of educational performance in different school cycles. This is an important result, which 

contributes to the decision-making process, showing public managers how greater investments in technologies, for 

example, can positively contribute to student performance, variable X12, X14 and X7. The work also shows that teachers 

need time to prepare their classes more efficiently and with more quality, and, consequently, can improve the quality of 

teaching, variable X3 and X4. 

All these educational indicators (X12, X3, X4, X14, X2, X7) used here are metrics that help in assessing the education 

system quality. They are often associated with economic and social factors suggested to contribute to good school 

performance. The main objective of this work was to evaluate factors related to school performance. Using a dataset 

composed of Brazilian school performance variables (IDEB), socioeconomic and school structure variables, we 

generated different models. 

The techniques proposed in the present study are noteworthy since they can aid in evaluating important parameters 

in the field of education, being relevant for identifying variables that should receive, for example, more investments. 

The work contributes to the area of school management and the decision-making process. Future research should 
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consider different case studies and different databases, other prediction models, and possible improvements that can be 

obtained using input resource selection methods, as well as the distributed processing of multiple data sources and 

multiple schools, even in other countries, showing its international relevance. 

The performance analysis indicates the effects of each variable in the model (see Table 7). 

Table 7. Finding the best model for M4 by analyzing: Random Forest Regressor (RFR); Light Gradient Boosting Machine 

(LGBM); AdaBoost Regressor (AR); Extra Trees Regressor (ETR); Decision Tree Regressor (DTR) 

Models MAE MSE RMSE R2 RMSLE MAPE TT (Sec) 

et ETR 0.3064 0.2408 0.4796 0.8905 0.0799 0.0615 0.8220 

dt DTR 0.3597 0.3291 0.5627 0.8749 0.0946 0.0725 0.0160 

rf RFR 0.3465 0.2519 0.4924 0.8722 0.0824 0.0700 0.2070 

lightgbm LGBM 0.4460 0.3128 0.5552 0.7357 0.0933 0.0912 0.2150 

ada AR 0.3976 0.2613 0.5098 0.7244 0.0865 0.0819 0.0230 

All the adjustment and performance indicators were better predicted by the Extra Trees Regressor - ETRs model, 

with an initial value of R² = 0.8905. An ETR optimization procedure was also performed (see Table 8), obtaining R² = 

0.8991. 

Table 8. Applying Bayesian optimization to the featured for M4 model 

Hyperparameter optimization 

Metric MAE MSE RMSE ℝ𝟐 RMSLE MAPE 

Mean 0.3154 0.2694 0.4514 0.8991 0.0757 0.0642 

7- Conclusions 

Machine learning approaches are being used increasingly in the analysis of parameters that influence the teaching-

learning process. It is crucial to understand why a data-driven model makes any prediction based on particular input data 

to: 1) understand model decisions, 2) understand complex under- lying non-linear relationships, and 3) assess the 

applicability of the model for further analysis and evaluation. 

This study analyzes the importance of financial investments in key areas in order to improve measures such as the 

Basic Education Development Index (IDEB). Extensive experimental data are used in this study; the data are randomly 

split into a training set and a test set to construct the machine learning model. The ensemble methods were established 

based on the training set, with the goal to combine the predictions of several base estimators built with a given learning 

algorithm in order to improve generalizability/robustness over a single estimator. In this research, the two best-known 

families of ensemble methods in machine learning, known as averaging and boosting methods, were implemented. 

In averaging methods, the principle implemented here was to build multiple estimators independently and then 

average their predictions. On the other hand, in the boosting methods, the base estimators were built sequentially, which 

reduced the bias of the combined estimator. The motivation is to combine several weak models to produce a powerful 

ensemble. In the final model, the extra-tree regressor (ETR) had shown satisfactory results, with MSE = 0.2094 and R2 

= 0.8991 for the test data. In machine learning approaches, this class implements a meta estimator that fits a number of 

randomized DTs on various sub-samples of the dataset and uses averaging to improve the predictive accuracy and control 

over-fitting. 

The model is then explored with SHAP to identify the feature importance and decode the complex underlying 

relationships between IDEB (target) and input variables. The X12, computers per student, has the greatest influence on 

failure mode. However, other variables also have significant influence, like X13, Broadband Internet, and X14, Projector. 

An increase in X13 and X14 also increases the value of SHAP and the associated probability of predicting improvements 

in the final grade of IDEB, while variable X15, Printer, is the least significant to the model. 

Although the current study is limited to predicting variables that can improve IDEB, the SHAP approach to 

interpreting machine learning models is relevant and applicable to other problems in the field of education. More 

associated studies are needed to reach firm conclusions. Interpretable machine learning models in education can 

contribute to decision-making processes that improve teaching quality in many critical cases. 

Therefore, it is necessary that public managers, as well as managers of educational entities, seek to carefully evaluate 

all the variables pertaining to performance in the predictive models trained with a target in IDEB so that decisions 

regarding educational strategies can be made to improve the quality of teaching. 
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