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Abstract 

The majority of technical separation processes for fluid mixtures utilize the principle of 

rectification. If a two-phase mixture is fed into the column, possibly undesirable flow 

morphologies or severe droplet carry-over may occur, which detrimentally affect separation 

efficiency and equipment integrity. Currently, the two-phase flow behavior in feed pipes is hardly 

predicable and mostly based on empirical or heuristic methods, which do not properly account 

for a broad range of possible fluid properties and plant dimensions. As a consequence, costly 

safety margins are applied. 

Feed pipes to separation columns are often characterized by horizontal inlet nozzles, small length-

to-diameter ratios and complex routing, involving elbows or bends. The pipe lengths are too short 

to enable the two-phase flow to fully develop, which thus, enters the column with unknown flow 

morphology. Since developing flows have rarely been studied, today’s engineering practice relies 

on existing predictive methods for fully developed two-phase flows. Graphical methods can hardly 

represent gradual transitions between flow regimes. Analytical models provide only simplified 

flow representations of the two-phase flow that have not yet been qualified for developing pipe 

flow.  

In this work, a comprehensive experimental database of horizontal water-air flows in two test 

sections with nominal pipe diameters of D = 50 mm and D = 200 mm and feed pipe lengths in the 

range 10 < L/D < 75 was established. This way, the data cover developing pipe flows with 

entrance lengths typical for two-phase feeds of separation columns and more developed flows 

that are comparable with the extensively studied reference system water-air. A particular focus 

was put on the effect of pipe bends on the flow morphology up- and downstream. The flow 

morphology was captured using imaging wire-mesh sensors. A 4D fuzzy algorithm was applied to 

objectively identify the flow two-phase morphologies. Based on their fuzzy representation, the 

flow morphologies were classified and a novel 2D visualization technique is proposed to discuss 

the flow development along the feed pipes.  
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Undesired flow morphologies (intermittent flow and entrainment) during the operation of two-

phase feeds are hardly predictable by conventional design tools. The inception of intermittent 

flows was analyzed using the experimental data. Consequently, the inception criteria based on the 

required liquid levels for fully developed intermittent flows were adapted for short entrance 

lengths. The characteristic dynamics of flow morphologies that are known to cause the onset of 

entrainment were analyzed. Based on wave frequencies, a predictive criterion for the 

susceptibility of wavy flows for the onset of entrainment is introduced and applied to straight feed 

pipes and horizontal 90° bends.  

Among the dozens available, 66 reduced-order models for the prediction of the void fraction were 

tested for straight feed pipes and horizontal 90° pipe bends. Thereof, the ones most suitable for 

variable operating conditions and pipe geometries were identified and adapted. Complementary 

3D simulations were performed to verify the applicability of numerical codes (VoF, AIAD) for 

flows with free interfaces. The flow morphologies were successfully reproduced at macroscopic 

scale, however, the simulation results rank behind reduced-order models considering their 

quantitative predicting capabilities.  
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Kurzfassung 

Die meisten technischen Verfahren zur Trennung von Flüssigkeitsgemischen beruhen auf dem 

Prinzip der Rektifikation. Wird ein Zweiphasengemisch in die Trennkolonne eingespeist, können 

unerwünschte Strömungsmorphologien oder ausgeprägte Tröpfchenverschleppung auftreten, 

welche sich nachteilig auf die Trennleistung und die Integrität einzelner Anlagenkomponenten 

auswirken. Derzeit lässt sich das Verhalten solcher Zweiphasenströmungen in Einspeiseleitungen 

kaum vorhersagen und basiert meist auf empirischen oder heuristischen Methoden, die ein 

breites Spektrum möglicher Stoffeigenschaften und Anlagendimensionen nicht angemessen 

berücksichtigen. Infolgedessen müssen kostspielige Sicherheitszuschläge angewendet werden. 

Einspeiseleitungen von Trennkolonnen sind häufig durch horizontale Eintrittsstutzen, ein 

geringes Länge-zu-Durchmesser-Verhältnis und eine komplexe Leitungsführung mit Bögen und 

anderen Normteilen gekennzeichnet. Typische Rohrlängen sind zu kurz, um eine vollständig 

entwickelte Zweiphasenströmung auszubilden, welche daher mit unbekannter Strömungs-

morphologie in die Trennkolonne eintritt. Da derartige Strömungen jedoch bisher nur selten 

untersucht wurden, verlässt man sich gegenwärtig in der technischen Praxis auf bestehende 

Vorhersagemethoden für voll entwickelte Zweiphasenströmungen. Grafische Methoden können 

jedoch die allmählichen Übergänge zwischen Strömungsformen kaum darstellen. Analytische 

Modelle liefern nur vereinfachte Näherungswerte der Zweiphasenströmung, die noch nicht für 

sich entwickelnde Rohrströmung qualifiziert wird.  

In dieser Arbeit wurde eine umfangreiche experimentelle Datenbasis horizontaler Wasser-Luft-

Strömungen in zwei Versuchsstrecken mit Rohrinnendurchmessern von D = 50 mm und 

D = 200 mm und Einlauflängen im Bereich 10 < L/D < 75 erstellt. Auf diese Weise decken die 

Daten sowohl sich entwickelnde Rohrströmungen mit typischen Einlauflängen für 

Einspeiseleitungen ab, als auch weiter (in axialer Richtung) entwickelte Strömungen, die mit dem 

umfangreich untersuchten Referenzsystem Wasser-Luft vergleichbar sind. Die Auswirkung von 

Rohrbögen auf die Strömungsmorphologie stromauf- und stromabwärts wurde gezielt 
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untersucht. Die Strömungsmorphologie wurde mit bildgebenden Gittersensoren erfasst. Ein 4D-

Fuzzy-Algorithmus wurde zur objektiven Identifizierung der Strömungsmorphologien eingesetzt. 

Auf Grundlage dieser Fuzzy-Darstellung der Strömung wurden die Strömungsmorphologien 

klassifiziert, und es wurde eine neuartige 2D-Visualisierungstechnik entworfen, mit der die 

Strömungsentwicklung entlang der Einspeiseleitungen diskutiert wurde.  

Unerwünschte Strömungsmorphologien (intermittierende Strömung und Tropfenmitriss) 

während des Betriebs zweiphasiger Einspeisungen sind mit herkömmlichen 

Auslegungswerkzeugen kaum vorherzusagen. Das Einsetzen intermittierender Strömungen 

wurde auf Grundlage der experimentellen Daten analysiert. Daraufhin wurden existierende 

Kriterien, basierend auf den notwendigen Mindestfüllständen, für das Einsetzen 

intermittierender Strömungen in Abhängigkeit von den untersuchten Einlauflängen angepasst. 

Die charakteristische Dynamik von Strömungsmorphologien, die Tropfenmittriss hervorrufen, 

wurde analysiert. Voraussagemethoden zur Vorhersage der Anfälligkeit welliger Strömungen für 

das Auftreten von Tropfenmitriss wurden auf der Grundlage von Wellenfrequenzen entwickelt 

und für gerade Einspeiserohre und horizontale 90°-Bögen angewandt.  

Von den zahlreichen verfügbaren Modellen zur Vorhersage des Gasanteils wurden 66 Modelle 

reduzierter Ordnung für gerade Einspeiseleitungen und horizontale 90°-Rohrbögen getestet. 

Davon wurden die für variable Betriebsbedingungen und Rohrgeometrien am besten geeigneten 

Modelle ermittelt und angepasst. Komplementäre 3D-Simulationen wurden durchgeführt, um die 

Anwendbarkeit numerischer Codes (VoF, AIAD) für Strömungen mit freien Grenzflächen zu 

bestätigen. Die Strömungsmorphologien wurden im makroskopischen Maßstab erfolgreich 

reproduziert, die Simulationsergebnisse bleiben jedoch hinsichtlich ihrer quantitativen 

Vorhersagekraft hinter den Modellen reduzierter Ordnung zurück. 
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Nomenclature 

Abbreviations 
A Annular 

AW Annular wavy 

AIAD Algebraic Interfacial Area Density 

B Bubbly 

CAPEX Capital expenditure 

CCL CFX Command Language 

CFD Computational Fluid Dynamics 

CMFD Computational Multiphase Fluid Dynamics 

DFM Drift-flux model 

DFT Discrete Fourier transform 

EMP Empirical model 

FFPI Fuzzy flow pattern identification 

HFM Homogenous flow model 

HIDiC Heat-integrated distillation column 

I Intermittent 

IKH Inviscid Kelvin-Helmholtz 

ILG Interfacial level gradient 

INL Inlet measurement position 

LMP Models based on the Lockhart-Martinelli parameter 

LR Low Reynolds regime 

OE Onset of entrainment 

OUT Outlet measurement position 

PDF Probability density function 

PSD Power spectral density 

REF Reference measurement position 

RMS Root mean square 

RT Rough turbulent 
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S Stratified 

SFM Separated flow model 

SST Menter’s Shear Stress Transport model 

SW1, SW2 Stratified wavy 

T Transition 

TE Thermodynamic efficiency 

TFM Two-fluid model 

TERESA Tropfenentstehung und –reduzierung in Stoffaustauschapparaten (project name) 

VoF Volume of Fluid model 

VKH Viscous Kelvin-Helmholtz 

VLE Vapor-liquid equilibrium 

WMS Wire-mesh sensor 

 

Latin symbols  
A Cross section, m² 

a Weighting factor, - 

C Constant, misc. 

C0 Distribution parameter (DFM),  - 

CD Drag coefficient, - 

CS Interfacial shape coefficient, - 

Cr Viscosity term, - 

cW Wave celerity, m s-1 

D Diameter, m 

Dh Hydraulic diameter, m 

De Dean number, - 

E  Absolute uncertainty, - 

ENBW Effective noise bandwidth, Hz 

e Exponent, - 

Ƒ FFPI membership function, - 

Fn, 𝐹𝐹n∗ , 𝐹𝐹�n Degree of membership to main morphology n, - 

F1 Fluid property factor, - 

Fr Froude number, - 

f Frequency, Hz 

fW Wave frequency, Hz 

ff  Friction factor, - 

fres Grid points in the frequency domain, Hz 

fs Sampling frequency or WMS frame rate, Hz 

g Gravity constant, m s-2 

H Enthalpy, J 
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ℎ�L Average liquid level, m 

hL Dimensionless liquid level, -  

hL,W Height of disturbance wave, m 

Ir Receiver current, A 

K Factor, - 

K1 Flow consistency index , (Pa s)𝑛𝑛′  

KHFM Multiplier for homogenous flow models, - 

Ku Kutateladze number, - 

k Elevation parameter, - 

L Length, m 

LMN Lockhart-Martinelli number, - 

�̇�𝑀 Mass flow rate, kg s-1 

𝑴𝑴𝐆𝐆,𝐋𝐋 Interphase momentum transfer, - 

𝑚𝑚 Ordinal number, - 

�̇�𝑚 Mass flux,  kg m-2 s-1 

𝑁𝑁DFT DFT window length, - 

𝑁𝑁η Viscosity number, - 

nm Measurement sample or time step, - 

nDFT DFT window number, - 

𝑛𝑛′ Flow behavior index, - 

PSD PSD spectrum, - 

p Pressure, Pa 

q Thermal state of the feed mixture, - 

R (curvature) Radius, m 

R2 Coefficient of determination, - 

Rn Radial coordinate for FFPI visualization, - 

Re Reynolds number, - 

Rr Reflux ratio, - 

RS Slip ratio, - 

t Time, s 

S Perimeter, m 

SDFT,1, SDFT,1 DFT window sums, - 

St Strouhal number, - 

UG Dimensionless gas velocity , - 

Ur Receiver voltage, V 

Ut Excitation voltage, V 

u Velocity, m s-1 

uD Drift velocity, m s-1 

uh Mixture volumetric flux, m s-1 

𝒖𝒖k Velocity field, - 
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uD Drift velocity, m s-1 

�̇�𝑉 Volumetric flow rate, - m³ s-1 

VAR Variance, - 

W(nm) DFT window function, - 

W Weighting factor, - 

We Weber number, - 

w Mass fraction, - 

X Lockhart-Martinelli Parameter, - 

x, y, z Coordinates, misc. 

𝑥𝑥exp Measured quantity, - 

𝑦𝑦+ Dimensionless distance from the wall, - 

 

Greek symbols 
𝛼𝛼 Volumetric phase fraction, - 

𝛽𝛽 Angular coordinate for FFPI visualization, ° 

𝛾𝛾 Kinetic energy correction term, - 

�̇�𝛾 Shear rate, s-1 

∆ Difference, misc.  

𝜀𝜀 Statistical uncertainty, misc. 

𝜂𝜂 Dynamic viscosity, Pa s 

𝜃𝜃 Inclination angle, ° 

𝜆𝜆W Unit length of an ellipsoid, - 

µ Kinematic viscosity, m² s-1 

𝜌𝜌 Density, kg m-3 

𝜎𝜎 Surface tension, N m-1 

𝜎𝜎exp Standard deviation of a measurement, misc. 

𝜏𝜏W,k, 𝜏𝜏i,k Wall and interfacial shear stresses, Pa 

𝜙𝜙 Centroid angle, rad 

𝜒𝜒𝑘𝑘 Mole fraction of the light boiling component in phase k, mol 

 

Subscripts 
A Asymptote 

ari Arithmetic 

Bend Bend 

Bot Bottom 

c Critical 

corr Corre 

DFM Drift-flux model 

Dis Distillate 
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E Entrainment 

e Equilibrium 

exp Experimental 

F Feed 

f Film 

HFM Homogenous flow model 

h (Homogenous) mixture 

I, in In 

IKH Inviscid Kelvin-Helmholtz 

i Interface 

i1, i2 Index of WMS electrodes 

inl Inlet 

k Phase indicator 

L Liquid 

LW Wave length 

LMP Models based on the Lockhart-Martinelli parameter 

log Logarithmic 

m Mixture 

n, n* Flow morphology indicator (FFPI) 

nm Time step or frame of WMS recording 

max Maximum 

min Minimum 

mod Modified 

OE Onset of entrainment 

o Out 

opt Optimum 

ref Reference 

rel Relative 

SFM Separated flow model 

s Superficial 

sim Simulation 

stab Stability 

sat Saturated 

T Temperature in °C 

theo Theoretical 

tp Two-phase 

V Vapor 

VKH Viscous Kelvin-Helmholtz 

w Wall 
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1  Introduction 

1.1 Thermal separation in view of the 21st century 

Process intensification in the chemical industry is not only an economic issue, it also concerns 

reductions in primary energy consumption, storage and reuse of carbon dioxide. Re-designs 

towards climate-benign processes with reduced waste and circular economy are equally 

important aspects of international and national climate protection actions in separation 

technology and engineering (Riese et al., 2020). However, variable and thermally unstable raw 

materials and an increased demand for the separation of aqueous solutions, heavy hydrocarbons 

or gasses with elevated CO2 content (Windmeier et al., 2021) require process designs that tolerate 

volatile process streams and variable operation modes (Knösche, 2020).  

Thermal separation is integral part of commercial process engineering product chains and 

contribute to global industrial energy consumption in the order of 3 % (Liu et al., 2017) to 10 % 

(Sholl and Lively, 2016). Distillation units contribute to 30 - 80 % of the process’ total energy 

consumption (Cussler and Dutta, 2012; Chavez Velasco et al., 2021). Yet, there is no alternative 

separation technology in sight, not to mention missing fundamental data for mass transfer (e.g. 

only 1.2 % of the vapor-liquid-equilibrium data of binary mixtures are available nowadays) and 

thus, technologies with high technical maturity are preferred (McBride et al., 2020). 

However, most commercial distillation plants are still underdetermined with respect to the 

degrees of freedom of the design problem, and engineers therefore rely predominantly on 

heuristics (Degance and Atherton, 1970a; Doherty and Malone, 2001; Lee and Binkley, 2011). 

These, however, hardly cover typical operating conditions, material properties and undesired 

flow phenomena encountered in industry. The latter have to be compensated by means of tailored 

conditioning of e.g. interfaces between plant components or inlet/outlet flows. In particular, 

complex vapor-liquid phase interactions cannot be satisfactorily predicted with the current 

knowledge about hydrodynamics of two-phase flows. 
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1.2 Engineering and design of rectification plants 

Thermal separation of multicomponent mixtures exploits their differences in the boiling points in 

order to enrich the low-boiling (light key) components in the vapor phase and the heavy-boiling 

(heavy key) components in the liquid phase. Essentially, this is a low efficiency Carnot heat engine 

where separation work is provided by degradation of heat from the mixture (Ognisty, 2000). 

Irreversible entropy production results from multiphase fluid mechanics and heat transfer 

phenomena and leads to process efficiency losses.  Various thermodynamic optimization concepts 

(e.g. pinch analysis, exergy analysis, equipartion principle) of distillation processes (Demirel, 

2004) have thus been introduced. Their common objective is the thermohydraulic conditioning of 

entering fluids in order to align with the distillation columns internal streams leveling out 

undesired enthalpy, concentration or momentum gradients.  

Conditioning of the column feed mixture is one of the most promising approaches, since there is a 

high degree of freedom as explained by Couper et al. (2012) and the implementation is less costly 

than a full column revamp. However, proper feed conditioning is often overlooked during early 

design steps of the separation process and feasible methods to describe e.g. two-phase feeds do 

not yet exist (Lee and Binkley, 2011). Feed conditioning must also compensate possibly 

undesirable process conditions introduced by the streams entering from preceding process units 

as discussed by Agrawal and Herron (2001). As a result of process design or optimization 

measures, commercial feed pipes often transport multiphase (vapor-liquid) flows (Lee and 

Binkley, 2011), which require elaborated design concepts (Fleming et al., 1996). 

For example, the stable operation of tray columns depends on the respective vapor and liquid 

loads (Figure 1.1) of the column that are determined by the reflux ratio (rectifying section), the 

vaporization ratio (stripping section) and the feed’s composition and flow rate. The upper 

operation limit is defined by total blocking of the downcomer (downcomer flooding) and liquid 

carry over (entrainment flooding) at high liquid and gas loadings, respectively. These limits 

dictate the column diameter, that is typically designed at 60 % - 80 % of the flooding limits. Design 

calculations (Wankat, 2007) show that the column diameter can be reduced significantly, when 

two-phase feeds  are used instead of vapor feeds, due to the lower vapor flow rate in the rectifying 

section. However, if the feed pipe is a two-phase mixture, turbulent interactions occur between 

the phases as well as with the surrounding pipe periphery. As a consequence, different flow 

morphologies can evolve in feed pipes that vary with pipe length and routing and may involve 

transient states.  
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Figure 1.1: Operation region and operation limits of tray columns. Chart adapted from Mersmann et al. 
(2011). 

According to Kister (1990), Pilling et al. (2010) and Lee and Binkley (2011) the occurrence of mist 

and intermittent flow as well as non-uniform momentum distribution at the inlet nozzle are the 

biggest concerns for the feed pipe design. Droplets that are carried over by the rising vapor in the 

column impair the mass transfer of theoretical stages in the rectifying section (reducing the 

separation efficiency) and may even cause product impurities or fouling in the head condenser. 

Intermittent flows enter the column with high momentum and uneven material distribution in the 

feed section, while simultaneously causing increased mechanical stresses to column, internals and 

supporting structures, which eventually increases maintenance costs. Improper handling of two-

phase feeds can even cause equipment malfunctions or failure (see exemplary troubleshooting 

cases in Appendix A.1).  

All these cause the engineering challenge: the feed pipe towards the columns inlet must be 

designed to counteract or eliminate detrimental flow condition or phase maldistribution (Kister, 

1990; Wehrli et al., 2006; Aryan, 2022). However, Bothamley (2013a) stated that the performance 

of inlet devices and internals is scarcely tested and adequate information on evolving flow 

morphologies in feed pipes are hardly available. Same holds for experimental data considering 

pipe dimension and routing as well as fluids typically encountered in thermal separation. 

Currently, such data are only available from malfunction of real plants at narrow operation 

conditions and with limited diagnostic tools (Windmeier et al., 2021) or from research consortia 

with limited access to the public (Mersmann et al., 2011; Wankat, 2011), thus require research 

expenditure. 
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1.3 Outline of the thesis 

Chapter 2 presents the fundamentals for the engineering of two-phase feeds for distillation 

columns. The state of the art regarding the occurrence and prediction of critical flow phenomena 

is discussed. Furthermore, available predictive methods and tools for void fraction and flow 

morphologies are revised and their weaknesses and strengths are discussed. Eventually, open 

questions for research and objectives are derived from the analysis of the state of the art. 

Chapter 3 summarizes the applied setups, experimental procedures, specifications of applied 

measurement techniques as well as estimated measurement uncertainties. Furthermore, a novel 

fuzzy-based flow morphology classification and the derivation of wave properties from the power 

density spectrum are explained. 

Chapter 4 presents the analysis of observed flow morphologies along horizontal straight and bent 

pipes. Based on the novel morphology classifier, required entrance and recovery lengths are 

discussed.  

Chapter 5 introduces criteria for predicting the occurrence of undesired flow morphologies, i.e. 

intermittent flows and liquid entrainment. The latter is captured by a conceptual criterion based 

on characteristic dynamics of waves from which droplets are torn off. 

Chapter 6 applies and assesses the predictive capability of reduced-order models and empirical 

correlations for the void fraction in straight and bent pipes. Recommendations are provided for 

the most versatile models, while comparing their predictions with the generated experimental 

database.  

Chapter 7 presents complementary 3D numerical simulations for selected cases illustrate 

potential and shortcomings of Computational Multiphase Fluid Dynamics (CMFD) as design 

method. 

Chapter 8 summarizes the most important findings of this thesis. The contribution of the work 

for the engineering of two-phase feeds is illustrated in a flow chart. Eventually, recommendations 

for future work arising from this thesis are formulated. 
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2  State of the art  

This chapter explains the challenges during the design of two-phase feeds and the current state of 

the art in engineering and science to predict the flow morphologies. Further, the fundamental 

concepts to predict the void fraction, a key design parameter, are introduced.  

Parts of this chapter have been published in: 

Döß, A., Schubert, M., Wiezorek, M., Hampel, U., Flegiel, F., Windmeier, C., Schleicher, E. and Schunk, 

C. (2021). Morphology of Flashing Feeds at Critical Fluid Properties in Larger Pipes. Chemie 

Ingenieur Technik 93, 1126–1133. 

Döß, A., Schubert, M., Hampel, U., Mehringer, C., Geipel, C. and Schleicher, E. (2021). Two-Phase 

Flow Morphology and Phase Fractions in Larger Feed Line Sections. Chemie Ingenieur Technik 93, 

1134–1141. 

Döß, A., Schubert, M., Wiedemann, P., Junge, P., Hampel, U., Schleicher, E., Mehringer, C. and Geipel, 

C. (2021). Flow Morphologies in Straight and Bent Horizontal Pipes. ACS Engineering Au 1, 39–49. 

2.1 Two-phase feeds in thermal separation  

2.1.1 Feed condition as adjustable parameter 

The thermal state 𝑞𝑞  is the number of moles of saturated liquid formed at the feed stage of a 

separation column  per mole feed mixture (Perry et al., 1997). It is commonly represented by the 

heat required to vaporize one mol of feed (𝐻𝐻sat,V − 𝐻𝐻F) divided by the latent heat of vaporization 

(𝐻𝐻sat,V − 𝐻𝐻sat,L) at feed conditions as 

𝑞𝑞 =
𝐻𝐻sat,V − 𝐻𝐻F
𝐻𝐻sat,V − 𝐻𝐻sat,L

. 2.1    
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Hanson et al. (1962) and Coker and Ludwig (2010) showed that the calculation of required 

number of equilibrium stages, reflux and energy demand of the separation depend on q. The 

following possible feed conditions exist:  

 superheated vapor:  q < 0,  

 saturated vapor:  q = 0,  

 two-phase mixture:  0 ≤ q ≤ 1,  

 saturated liquid:  q = 1,  

 subcooled liquid:  q > 1.  

Accordingly, q also represents the vapor–liquid ratio of the feed mixture that must match the 

internal vapor and liquid flow rates at feed stage of the separation column.  

 
Figure 2.1: Photograph and schematic of a distillation column with exemplary internals (right). Image 
sources: Gálvez and Iglesias (2003); Sulzer (2019). 

As a consequence of partial vapor condensation, subcooled liquid feed results in lower vapor flow 

in the rectifying section and increases the liquid flow rate in the stripping section (Figure 2.1). 

Superheated vapor feed promotes vaporization of liquid and increases the vapor flow in the 

rectifying section, while it reduces liquid flow in the stripping section. To avoid costly 

pretreatment or upstream conditioning, 0 ≤ q ≤ 1 is commonly accepted (Agrawal and Herron, 

1997; Seader and Henley, 2006; Jobson, 2014). Table 2.1 illustrates the three resulting feed 

conditions and the respective feed distribution in terms of liquid flow �̇�𝑚L and vapor flow �̇�𝑚V at 

the feed stage for the separation of the binary methanol/water mixture at various feed conditions.  
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The embedded McCabe-Thiele chart contains (dotted)  “q-lines”, which separate the  (solid) 

operation lines of the rectifying and striping sections. The intersection is defined by Hinrichsen 

(2007) as 

𝜒𝜒𝑉𝑉 =
𝑞𝑞

𝑞𝑞 − 1
𝜒𝜒𝐿𝐿 +

𝜒𝜒L,F

𝑞𝑞 − 1
. 2.2 

𝜒𝜒𝑉𝑉  and 𝜒𝜒𝐿𝐿  in Equation 2.2 denote the mole fractions of the light key component in vapor and the 

liquid phase, respectively, and 𝜒𝜒L,F is the material composition of the feed (subscript F). 

Table 2.1: Possible feed conditions for thermal separation. 
Feed 

condition Flow composition at feed stage Example 

Saturated 
liquid 

 
q = 1 

 

�̇�𝑚L,o = �̇�𝑚L,in + �̇�𝑚F 
 

�̇�𝑚V,o = �̇�𝑚V,i 

 
McCabe-Thiele chart for separation of the 
binary methanol/water mixture (VLE data at 
ambient pressure, bottom composition 𝜒𝜒L,Bot  = 
0.02, feed composition 𝜒𝜒L,F  = 0.30, distillate 
composition 𝜒𝜒L,Dis = 0.98) at various feed 
conditions for the reflux Rr = 1.4 ∙ Rr,min. 

Two-
phase 

mixture 
 

0 < q <1  

�̇�𝑚L,o = �̇�𝑚L,in + 
𝑞𝑞 ∙ �̇�𝑚F 

 
�̇�𝑚V,o = �̇�𝑚V,in + 

(1 − 𝑞𝑞) ∙ �̇�𝑚F 

Saturated 
vapor 

 
q = 0 

 

�̇�𝑚L,o = �̇�𝑚L,in 
 

�̇�𝑚V,o = �̇�𝑚V,in + �̇�𝑚F 

In order to estimate the minimum reflux Rr,min at column head, the intersection between q-line and 

operating lines is determined. The optimal reflux Rr (according to Hinrichsen (2007), Rr is 

commonly 10 % to 20 % higher than Rr,min) shifts the intersection away from the VLE-line (see 

Table 2.1). Subsequently, the number of required theoretical stages can be determined, which 

provides a first cost estimate. For example, high values for Rr result in high reboiler duties 

(Blahušiak et al., 2018).  

Thus, the impact of q on the total capital expenditure (CAPEX) of distillation processes is evident 

as explained by Hinrichsen (2007): vapor feeds (high Rr) demand higher operating costs (high 

energy demand of head condenser and bottom reboiler) but lower investment costs (due to less 

theoretical stages), while it is vice versa for liquid feeds (low Rr). Accordingly, intermediate values 



State of the art 
 

8 

of q, i.e. two-phase feeds, are the key factor for thermohydraulic optimization in order to satisfy 

the desired separation efficiency at minimal total costs.  

2.1.2 Thermohydraulic optimization  

Additional economic considerations – beyond the thermal state of the feed q – define the feed 

conditions. For example, high steam costs for the reboiler often justifies feed pre-heating or 

(partial) vaporization as shown by Seader and Henley (2006). Additionally, excess heat recovery 

may reduce the primary energy consumption and increases the process efficiency (Riese et 

al., 2020). For example, internally heat-integrated distillation columns (HIDiC, Nakaiwa  et al. , 

2003) rely on the thermal state of the feed as a major tuning parameter. Last but not least, it is 

simply more feasible to change q in order to account for different reflux, rebuilder or condenser 

duties during column retrofit or revamp. The alternative, namely changing the internal 

installation arrangement of the columns, i.e. the number of trays or type of packings, is more 

complicated due to e.g. construction limits (Ghorbani et al., 2013).  

Commonly, optimization concepts are assessed via thermodynamic efficiency (TE), i.e. energy 

consumption required for the desired separation efficiency or purity). TE is either defined as the 

heat added to the process (for isothermal systems) or in terms of total exergy losses (Carnot 

efficiency, Cussler and Dutta, 2012). It was shown by Agrawal and Herron (1997) and 

Bandyopadhyay (2002) that higher TE can be achieved with two-phase feeds for mixtures of high 

relative volatility (Figure 2.2).  

 
Figure 2.2: a) Thermodynamic efficiency (TE) for saturated feeds and two-phase feeds (𝜒𝜒L,F  = 0.25),  
b) optimal feed condition qopt for various feed compositions 𝜒𝜒L,F, adapted from Bandyopadhyay (2002). 

Figure 2.2a exemplarily shows that for high relative volatilities, two-phase feeds (blue line) with 

the optimal feed state qopt can achieve higher TE than saturated feeds (vapor or liquid). However, 

the optimal thermal state of the feed approaches qopt = 0 (saturated vapor) as the feed composition 
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𝜒𝜒L,F increases (Figure 2.2b). Consequently, two-phase feeds are applied to satisfy maximum TE. 

Appendix A.2 lists further thermohydraulic optimization concepts, which utilize two-phase feeds.  

2.1.3 Hydrodynamic conditioning 

Optimal hydrodynamic conditioning of two-phase feeds targets operational conditions and 

constructive solutions that supply the feed mixture with minimal disturbances (Henry and 

Mujtaba, 1999) to the column inlet and that avoid mechanical instabilities (e.g. pipe vibrations, 

rupture of internals or column shell, additional loads for pipe connecting elements and support 

structures) and malfunction of sensors installed in the column (Kister, 1990). Disturbances can 

arise from carry-over of key components into the vapor phase. However, the major concern for 

feed pipes are undesired flow morphologies or phase interaction phenomena. Costly counter-

measures are commonly applied, such as inlet devices, modifications in the pipe routing and 

additional equipment for droplet separation, as outlined below.  

Column entrance: The column entrance connects feed line and feed stage of the column. Static 

inlet devices are often mounted at the column inside (Kister, 1992). Gas and liquid phases get 

separated as a result of momentum forces while impacting obstacles (baffles, vane-type inlet 

devices, flashing feed chambers) or due to centrifugal force introduced by cyclonic inlet devices 

(vapor horns, cyclones). The selection and sizing of inlet devices (e.g. in terms of phase separation 

efficiency, pressure loss and material consumption) mostly rely on proprietary experience of the 

respective vendors (Lee and Binkley, 2011; Koch-Glitsch, 2018) considering 

 velocities of the involved phases (flow rates and nozzle diameter), 

 degree of mixing of the phases (flow morphology), 

 inner column diameter, 

 column height required for proper disengagement of the separated phases,  

 type of distributor in the column, below and above the feed stage.  

In general, the performance of inlet devices depends on the inertia (momentum flux) of the feed 

(Bothamley, 2013a) as illustrated in Figure 2.3. The term ‘separation performance’ in Figure 2.3 

refers to the gas-liquid separation of the inlet devices as well as to the droplet removal capability. 

It should be noted that the feed inertia is determined by the (averaged) mixture properties, but 

ignores actual two-phase morphologies and individual phase velocities. The respective operation 

ranges of the inlet devices in Figure 2.3 are allocated to regions of low to high forces of inertia 

(gray areas, values taken from AMACS Process Tower Internals, 2020). It is obvious that the 

selection of inlet devices based on the feed inertia only is very superficial. The development of 

more elaborated criteria requires performance tests for a wide range of flow morphologies that 

are encountered in feed pipes (Fair and Humphrey, 1984; Bothamley, 2013a).  
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Pipe routing: The external routing of the feed pipe strongly determines the two-phase flow 

morphology entering the column. A high degree of phase pre-separation in the feed line is 

beneficial (given that the column’s feed entrance area can handle it). In particular, intermittent 

(slug) flow is detrimental (Bothamley, 2013b), since safety margins from 15 % to 40 % are applied 

during design. 

Increasing feed pipe and nozzle diameter is the easiest solution to decrease interphase turbulence 

and droplet entrainment (Bothamley, 2013a). However, larger pipes increase the piping costs 

significantly (Nevers, 2005). Considering distillation columns of up to 10 m in diameter and 100 m 

in height (Mersmann et al., 2011) and feed pipes of 1.5 m diameter (Wehrli et al., 2006), the costs 

for vessels and piping can contribute up to 40 % of the total plant investment (Couper et al., 2012). 

Thus, feed pipe designs are an economic compromise considering achievable hydrodynamic 

conditions, piping costs and expenses for additional separation equipment. Moreover, space 

restrictions and high connectivity in chemical plants (Kiss, 2013) often require complex pipe 

routing or multiple feed lines (Lee and Binkley, 2011), where bends, junctions or pipe diameter 

cause changes in the flow morphology. Guidelines for best practice are provided for example by 

Moran (2017), where minimal spacing between columns should be 3 m and pipes connecting to 

elevated nozzles should rise close to the columns shell. Bothamley (2013a) recommends entrance 

lengths of L/D ≥ 10.  

 
Figure 2.3: Separation performance of inlet devices adapted from Bothamley (2013a). Image sources: half 
pipe and vane type inlet device – RVT Process Equipment GmbH (2015), diverter baffle – Koch-Glitsch 
(2018), cyclonic inlet device – Sulzer Ltd (2018). 
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Droplet separation: Droplet formation and their carryover with the vapor phase limits the 

column operation. High vapor flow rates in the column of up to 80 % of the speed of sound 

(Wehrli et al., 2006) carry droplets into the rectifying section. This degrades the overall 

composition profile of the column and thus, virtually increases the number of required theoretical 

stages. Droplet carryover causes overhead product contamination, damaging of downstream 

rotating machinery (Kister, 1992), foaming (Shotton and Habeeb, 1954), deposition and fouling 

(Kister, 2006) as well as corrosion. Moreover, excessive entrainment limits the performance of 

tray columns (entrainment flooding) and causes undesired vapor or liquid redistribution in 

packed columns as discussed by McCabe et al. (1993) and Bennett and Kovak (2000). Droplet 

formation in two-phase feeds is initiated either by phase interactions due to shear forces 

(Bothamley, 2013a) or by phase transitions (Pilling et al., 2010; Lee and Binkley, 2011).  

If properly designed, inlet devices can capture up to 99 % of the entrained liquid 

(Pilling et al., 2010). However, re-entrainment at the exit of inlet devices as well as shifts in the 

droplet size distribution have not yet been in the focus of research (Wehrli et 

al., 2006; Bothamley, 2013b). Only few inlet devices are capable to separate droplets below 

10 µm to 20 µm diameter (Bothamley, 2013b; Sulzer Ltd, 2018), which are prone to carryover and 

encounter frequently in thermal separation processes (Doherty and Malone, 2001; 

Flegiel et al., 2021). On the other hand, total separation is often not required and droplet removal 

rates of 90 % are commonly tolerated (Goedecke, 2006; Mersmann et al., 2011).  

2.2 Hydrodynamics of two-phase feeds 

Two-phase feeds result either from mixing of gas and liquid single-phase streams or form due to 

phase change phenomena, such as flash evaporation (Seader and Henley, 2006). They involve 

complex morphologies of both the continuous phases and the disperse phases governed by 

pressure gradients as well as viscous and gravitational forces. With increasing distance from the 

origin (entrance length), the flow morphology becomes increasingly invariant and independent 

from the axial location. This is called fully developed flow. The performance of inlet devices 

depends on the momentum of the two-phase mixtures at a given entrance length. Undesired flow 

morphologies, such as e.g. droplet-laden feeds or slug flow, require specific treatment (Pilling et 

al., 2010) or should be avoided (Lee and Binkley, 2011), respectively.  

2.2.1 Flow morphologies in feed pipes 

The evolving flow morphology defines the hydrodynamic duty for the column inlet device. 

Further, it dictates the efficiency of fluid transport (Baker, 1958), heat transfer processes 

(Widell, 1949) and chemical reactions (Rouhani and Sohal, 1983) in the pipe. McMIllan (1963) 

defined four categories of factors that determine the flow regime (see Table 2.2).  



State of the art 
 

12 

The allocation of two-phase flows to certain flow morphologies is subject to individual 

perceptions and depends on proposed criteria, handling of transitional morphologies as well as 

considered locations (i.e. state of flow development). Visual analysis of two-phase flows allows a 

qualitative classification of the morphology. Contrary, measurements (e.g. pressure recordings, 

local or averaged void fractions) provide characteristic signal features that can be directly linked 

to flow morphologies and allow quantitative allocation (Drahos̆ and C�ermák, 1989). Commonly, 

probability density functions (PDFs) of measurement signals (pressure or phase fraction) and 

their statistical moments or transformed signals in the time or frequency domain are employed 

(Ohlmer, 1984; Franca et al., 1991; Hervieu and Seleghim, 1998; Seleghim et al., 1998; Klein et al., 

2004; Mahvash and Ross, 2008; Nguyen et al., 2010; Elperin and Klochko, 2013; Jaiboon et al., 

2013; Vieira et al., 2013). More advanced identification methods feature neural networks (Cai et 

al., 1994; Selli and Seleghim, 2007; Bai et al., 2008; Gao et al., 2013; Al-Naser et al., 2016; Ayegba 

et al., 2017) or Markov models (Mahvash and Ross, 2008) that are both trained with experimental 

datasets. Other identification methods rely on characteristic properties of the flow morphology 

(Ameel et al., 2012) or fuzzy-based methods (Canière et al., 2009; Kipping, 2014; Wiedemann et 

al., 2019).  

Table 2.2: Relevant factors influencing the flow morphologies in horizontal pipes. 
Fluid properties Operational parameters Piping External factors 

 Densities: 𝜌𝜌G, 𝜌𝜌L 

 Viscosities: 𝜂𝜂G, 𝜂𝜂L 

 Surface tension: 𝜎𝜎 

 

 Flow rates: �̇�𝑉𝐺𝐺 , �̇�𝑉𝐿𝐿 

 Flow dynamics 

(stationary, transient) 

 Interfacial friction 

 

 Pipe diameter: D 

 Pipe length: L 

 Mixing device 

 Inclination*: 𝜃𝜃 

 Piping elements (e.g. bends) 

 Surface roughness 

 Gravity: 𝑔𝑔 

 Vibrations 

 Heat transfer  

 Phase change  

 

*In this work, the inclination angle 𝜃𝜃 = 0° refers to horizontal flow 

Experimental studies of the past century resulted in extensive databases summarized in review 

articles (Lin, 1985; Drahos̆ and C�ermák, 1989; Cheng et al., 2008; Amaya-Gómez et al., 2019; 

Hernandez et al., 2019) that are to a great extent limited to pipe diameters D ≤ 200 mm and to 

fully developed water-air systems only. The two-phase morphologies result from the acting forces 

due to gravity (I), axial pressure gradient (II) and interfacial surface tension (III). Quandt (1965) 

proposed dimensionless numbers based on a balance of the governing forces. As a result, the main 

flow morphologies for the reference system water-air in horizontal pipes of D = 200 mm are 

classified as shown in Figure 2.4a. 
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Figure 2.4: a) Ranges of superficial velocities us,k, based on dominant forces due to gravity (I) and pressure 
drop (II) and b) lower limit for the hydraulic diameters, Dh, below which surface tension (III) governs the 
flow morphology depending of the fluid properties. 

At high superficial fluid velocities, the force due to the axial pressure drop fosters phase 

dispersion, which causes either bubbly or annular-mist flows. These morphologies are less 

sensitive to pipe orientation. At lower flow rates, gravity or surface tension forces dominate. 

Figure 2.4b illustrates that surface tension forces are only significant in small diameter pipes (e.g. 

Dh = 11 mm for water-air flow) and thus can be neglected for commercial feed pipes. Accordingly, 

gravity dominates the flow morphologies that encounter in larger industrial feed pipes at low flow 

rates. In particular, evolving intermittent (slug) flow poses a high risk for equipment damage and 

operation instabilities and should be prevented (Degance and Atherton, 1970b; Lee and Binkley, 

2011; Dinaryanto et al., 2017). According to Woods and Hanratty (1999), transition from stratified 

to intermittent flow (or initiation of intermittent flow) occurs if the average liquid level ℎ�L 

(1) exceeds a threshold at which instabilities at the stratified interface can form and grow and  

(2) sustains the continuous liquid pick-up and shedding by front and tail of formed slugs.  

While the first criterion describes the regime transition at low to moderate gas-liquid flow rates 

(see also Section 2.3.2), the second criterion dominates at higher flow rates.  

Empirical values proposed in the literature range from ℎ�L/ D = 0.5 (Taitel and Dukler, 1976a) to 

0.2 ≤ ℎ�L/D ≤ 0.3 (Woods and Hanratty, 1996). Woods and Hanratty (1999) studied the location of 

the slug formation in terms of the liquid phase Froude number 

𝐹𝐹𝑟𝑟L =
𝑢𝑢L

�𝑔𝑔 ℎ�L
 . 2.3 

According to their experimental results, intermittent flow will not form at entrance lengths 

L/D < 40 for subcritical flow (FrL < 1). At higher liquid flow rates, intermittent flow already evolves 
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for entrance lengths of 4 ≤ L/D ≤ 12 (Woods and Hanratty, 1999; Ujang et al., 2006; 

Woods et al., 2006; Dinaryanto et al., 2017), thus, are crucial for feed pipes of distillation columns.  

2.2.2 Droplet entrainment 

Droplet entrainment refers to fragmented liquid (mainly in form of droplets) transitioning from 

the liquid bulk into the gas phase. The fraction of entrained droplets, their sizes and distribution 

influence the performance of inlet devices. The onset of entrainment (OE), i.e. conditions that 

feature droplet formation and carryover, is difficult to predict. Moreover, it can hardly be 

extrapolated from studies with more pronounced entrainment, where the entrained fraction 

increases nearly linear with the gas velocity (Ishii and Grolmes 1975).  

As explained by Levy (1999) much effort has been spent studying heavy entrainment in annular 

flow. However, experimental data hardly confirmed derived inception criteria for droplet 

formation, entrainment and carry-over for different flow morphologies. The onset of entrainment 

occurs for wavy flow morphologies if interfacial shear forces exceed the stabilizing forces 

resulting from gravity and surface tension. The onset of entrainment depends on the wave 

characteristics of the bulk and its thickness (referred to as film thickness). Small amplitude ripple 

waves evolve at low gas velocities, while so called three-dimensional roll waves form at higher 

gas velocities. The latter are responsible for the onset of entrainment for fluids with low to 

medium viscosity (Ishii and Grolmes, 1975), however, for high viscosities (𝜂𝜂L  > 1.6 ⋅ 10-2 Pa⋅s) 

entrainment may occur despite the absence of roll waves. Possible mechanisms for droplet 

entrainment and the conditions, where entrainment happens, were proposed by Hewitt and Hall-

Taylor (1970) and Ishii and Grolmes (1975) as shown in Figure 2.5. 

 
Figure 2.5: a) Mechanisms of droplet entrainment: (1) shear-off, (2) wave undercut, (3) bubble burst, (4) 
liquid impinging, b) conditions for the onset of entrainment (OE), classified into three entrainment regimes: 
low Reynolds regime (LR), transition regime (T) and rough turbulent regime (RT). 
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Figure 2.5a illustrates the four mechanisms of droplet entrainment caused by  

(1) shear-off of droplets from the crests of roll waves,  

(2) undercutting of liquid films by the gas,  

(3) bursting of entrained gas bubbles followed by rupturing of bridging liquid, 

(4) impinging of larger droplets or fragmented liquid on the liquid bulk surface.  

These basic mechanisms for the onset of entrainment, however, do not answer the still unresolved 

question of how the detachment of droplets from the liquid bulk happens (Berna et al., 2014). 

Bothamley (2013a) concluded that the shear-off of roll waves is the main mechanism in many 

separation applications. Figure 2.5b demarcates the region (conditions) of possible entrainment 

(OE, blue line), which basically depends on the dimensionless gas velocity UG and on the liquid 

film Reynolds number ReL,f.  

According to Ishii and Grolmes (1975), the dimensionless gas velocity UG is defined as 

𝑈𝑈G = 𝑢𝑢s,G
𝜂𝜂L
𝜎𝜎 �

𝜌𝜌G
𝜌𝜌L

. 2.4 

The film (index f) Reynolds number is characterized by the average liquid height ℎ�L according to 

𝑅𝑅𝑒𝑒L,f =
4 𝑢𝑢L,f 𝜌𝜌Lℎ�L

𝜂𝜂L
=

 𝑢𝑢s,L 𝜌𝜌L𝐷𝐷h
𝜂𝜂L

 . 2.5 

The corresponding average liquid film velocity 𝑢𝑢L,f can be expressed (Berna et al., 2014) as  

𝑢𝑢L,f ≈
𝐷𝐷h

4ℎ�L
𝑢𝑢s,L,f =

𝐷𝐷h
4ℎ�L

(1 −𝑤𝑤E)us,L . 2.6 

For horizontal two-phase flow, the film thickness varies with the circumferential angle (Paras and 

Karabelas, 1991a), which reduces the available surface area for the origin of entrainment. The 

experimental study of Paras and Karabelas (1991b) confirmed that entrainment occurs in the 

lower pipe half only at low gas velocity, while at higher gas flow rate, the whole pipe circumference 

contributes to entrainment.  

Ishii and Grolmes (1975) determined the physical limit (minimum film Reynolds number at the 

onset of entrainment 𝑅𝑅𝑒𝑒L,f,min), for which liquid film and gas chore have full dynamic interactions, 

as  

𝑅𝑅𝑒𝑒L,f,min = �
𝑦𝑦+

0.347
�
1.50

�
 𝜌𝜌L
 𝜌𝜌G

�
0.75

�
 𝜂𝜂G
 𝜂𝜂L

�
1.50

 . 2.7 

Here, 𝑦𝑦+ is the dimensionless distance of the film surface from the wall. Reported values differ 

between 𝑦𝑦+ = 10 (Ishii and Grolmes, 1975) and 𝑦𝑦+ = 30 (Azzopardi, 1997).  
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Table 2.3: Predictive correlations for UG and ReL,f,OE  for varying entrainment regimes. 
Regime Range of ReL,f Predictive correlations Equation Comment Reference 

LR ReL,f = ReL,f,OE 𝑈𝑈G ≥  1.5 𝑅𝑅𝑒𝑒L,f
−0.5 2.8 Corresponds to 17 < We < 22, valid for 

entrainment caused by wave undercut. 
Ishii and Grolmes (1975) 

𝑅𝑅𝑒𝑒L,f,𝑂𝑂𝑂𝑂 = 13𝑁𝑁η−0.5 2.9 Valid for entrainment caused by shear-off. 
For water-air mixtures (25°C, 1 bar(a)), 
𝑁𝑁η  = 2 ⋅ 10-3 and Equation 2.9 yields 
ReL,f,OE = 291. 

Sawant et al. (2009) 

with 𝑁𝑁η = 𝜂𝜂L �𝜌𝜌L𝜎𝜎 �
𝜎𝜎

𝑔𝑔 (𝜌𝜌L−𝜌𝜌G)
�
−12

 
2.10 The viscosity number, 𝑁𝑁η , compares the 

viscous force induced by the internal flow 
with the surface tension force Ishii and 
Grolmes (1975). 

TR 160< ReL,f < 1635 
𝑈𝑈G >  �

11.78 𝑁𝑁η0.8𝑅𝑅𝑒𝑒L,f
−1/3 for      𝑁𝑁η ≤ 1/15

1.35 𝑅𝑅𝑒𝑒L,f
−1/3 for      𝑁𝑁η > 1/15

�  
2.11  Ishii and Grolmes (1975) 

7.5> Ku > 3.2 𝐾𝐾𝑢𝑢 = 7.97 − 0.00292 𝑅𝑅𝑒𝑒L,f   2.12 The Kutateladze number, Ku, approximates 
the minimum gas velocity at OE 

Epstein, 1990; Berna et al., 2014 

with 𝐾𝐾𝑢𝑢 = 𝜌𝜌L
0.5

�(𝜌𝜌L−𝜌𝜌G)𝑔𝑔𝜎𝜎�0.25 ∙ 𝑢𝑢s,G,OE 2.13 Oliemans and Pots (2005) 

RT ReL,f >1635 
𝑈𝑈G >  �

 𝑁𝑁𝜂𝜂0.8 𝑁𝑁𝜂𝜂 ≤ 1/15
0.1146 𝑁𝑁𝜂𝜂 > 1/15� 

2.14  Ishii and Grolmes (1975) 

 𝑢𝑢G −  𝑢𝑢L =
 𝐶𝐶S𝜎𝜎

 𝐶𝐶D 𝐶𝐶r 𝜌𝜌G
+ ��

 𝐶𝐶S𝜎𝜎
 𝐶𝐶D 𝐶𝐶r 𝜌𝜌G

�
2

+
𝜋𝜋𝜆𝜆W 𝜌𝜌L sin(𝜃𝜃)

4 𝐶𝐶D 𝜌𝜌G
 

with CD = 0.95 and CS = 0.77 

2.15 The viscosity term Cr depends on interfacial 
friction factor, film Reynolds number and 
𝑁𝑁η. 

Mantilla, 2008; Mantilla et al., 
2009a, 2009b 

Universal - 5.5 <  𝑊𝑊𝑒𝑒c 2.16 Requires knowledge of the height of the 
disturbance waves hL,W and relative 
superficial velocity, us,rel. 

Paras and Karabelas (1991b) 

with 𝑊𝑊𝑒𝑒𝑐𝑐 = 
 𝜌𝜌G 𝑢𝑢s,rel ℎL,W

𝜎𝜎
 2.17  
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For water-air mixtures, Equation 2.7 then yields 72 ≤ 𝑅𝑅𝑒𝑒L,f,min  ≤ 376 for both values of 𝑦𝑦+ , 

respectively. However, literature values for 𝑅𝑅𝑒𝑒L,f,min scatter significantly according to Azzopardi 

(1997) and Berna et al. (2014). For example, Andreussi et al. (1985) reported the formation of roll 

waves caused by the gas phase at low film Reynolds numbers ReL,f,min  = 95. 

The onset of entrainment is typically divided into three regimes (see gray labels in Figure 2.5b). 

In the low Reynolds regime (LR), roll waves (1) disappear and wave undercut (2) dominates until 

the liquid films break into the more stable configuration of multiple rivulets across the pipe 

circumference (Ishii and Grolmes, 1975). The rough turbulent regime (RT) describes the onset of 

entrainment at high film thickness and minimum gas velocity UG,min. In the transition region (TR), 

UG  is expressed as a function of the film Reynolds number. Table 2.3 presents numerical values 

for the boundaries between the entrainment regimes (taken from Ishii and Grolmes, 1975; Berna 

et al., 2014; Oliemans and Pots,  2005) and existing correlations for UG and ReL,f,OE. 

For insufficient entrance length, the onset of entrainment is strongly dependent on the upstream 

pipe geometry, e.g. smoothness, abruptness and design of the mixing device that may induce 

additional entrainment. The expansion of the gas phase and the acceleration of the flow due to the 

pressure drop along the feed pipe also influences the interfacial shear, causing onset of 

entrainment (Ishii and Mishima, 1981). Accordingly, the passage of the respective phases and the 

film thickness vary along the pipe and stationary entrainment, where entrained and deposited 

liquid are equal, is reached at entrance lengths of 100 ≤ L/D ≤ 600 (Dallman, 1978). Henry (2016) 

obtained the OE (in terms of 𝑈𝑈G) by linear extrapolation from measurements at 3.8 ≤ L/D ≤ 11 in 

a test section of 240 mm diameter. Contrary, Mantilla (2008) obtained lower gas velocities for the 

OE for developed flow at larger ratio of pipe length and diameter L/D = 240  in a pipe of 150 mm 

diameter. However, it is unclear whether these difference in 𝑈𝑈G,OE  arise from the different 

measurement methods or from different pipe diameters and entrance lengths.  

2.2.3 Flow regime maps 

Flow regime maps define regions of similar flow features and demarcate those regions from each 

other with distinct transition lines or transition areas. Such maps are mostly derived from 

experimental studies, e.g. analyzing the flow morphologies for a large matrix of superficial gas and 

liquid flow rates (according to Hernandez et al. (2019), more than 27,670 experiments from 9,200 

different studies are available). Reversely, flow regime maps are engineering tools used to 

anticipate the expectable flow morphology for a given set of superficial gas and liquid flow rates. 

Many adiabatic flow regime maps were proposed, whose respective peculiarities and pros and 

cons have been summarized in comprehensive reviews papers (e.g. Vohr, 1960; Nguyen, 1975; 

Rouhani and Sohal, 1983; Lin, 1985; Cheng et al., 2008; Corral, 2014). Additionally, online tools 

with graphical user interfaces have been provided for flow regime determination based on such 
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maps (https://doi.org/10.14278/rodare.1531, http://two-phase-flow.ic.cz/). The variety of flow 

regime maps ranges from maps limited to e.g. certain ranges of superficial velocities or volumetric 

flow rates to more versatile maps that feature  

 scaling parameters for fluid properties (e.g. Baker, 1954; Mandhane et al., 1974), 

 dimensionless numbers instead of net flow rates as axis designation (e.g. 

Oliemans and Pots, 2005; Spedding et al., 2008),  

 scaling correlations for individual regime transitions (e.g. Weisman et al., 1979),   

 fully mechanistic approaches (e.g. Taitel et al., 1978; Kind and Wetzel, 2018) in 

combination with the stability analysis as summarized in Section 2.3.2. 

Flow regime maps were mainly derived for fully developed flows, and thus, have limited validity 

for complex pipe systems and short pipe length (Abdulkadir, 2011). Moreover, there is still no 

commonly accepted universal flow regime map that stands out from the rest. Considerable 

discrepancies exist for flow morphology predictions in larger pipes, as discussed by 

Weisman et al. (1979), Laurinat (1982), Ebner et al. (1987) and Kokal and Stanislav (1987), or for 

fluid properties deviating from air-water mixtures (Weisman et al., 1979). Despite plenty of 

research on flow morphologies and regime maps in the past century, there are no commonly 

accepted axes designations and no universal criteria to distinguish flow regimes, not to mention 

the variety and accuracy of underlying data, analyses and measurement methods. Same holds for 

the number of different morphologies. For example, Wong and Yau (1997) distinguished 45 

different peculiarities, while more recent studies consider only the five main morphologies 

proposed by Alves (1954).   

Figure 2.6 superimposes existing flow regime maps (Lin and Hanratty, 1987; Ghajar and Tang, 

2007) and predictive criteria for the onset of entrainment (see Table 2.3) in order to emphasize 

the uncertainties that occur during the engineering of two-phase feeds. The axes designation 

follows Ghajar and Tang (2007), who assigned Reynolds numbers obtained from mass fluxes and 

all transitions are valid for a pipe diameter of D = 25 mm. Both maps predict the transition to 

annular flow with reasonable agreement. Due to the significantly longer inlet length (L/D = 600), 

Lin and Hanratty (1987) mapped intermittent flows even at lower gas-liquid flow rates, while 

stratified flows were observed by Ghajar and Tang (2007) at L/D = 100. Only very few flow regime 

maps account for additional phenomena such as e.g. droplet entrainment. Instead, the onset of 

entrainment from experimental studies and from the models presented in Table 2.3 are presented 

in Figure 2.6 by transition lines (blue). It is obvious that the predictive models cannot reproduce 

the experimentally determined values of Davis (1969) and Lin and Hanratty (1987). Since the 

onset of entrainment occurs in wavy flow, the assignment to the annular regime according to the 

flow maps indicates the predictive models (solid blue lines) overestimate the required gas 

https://doi.org/10.14278/rodare.1531
http://two-phase-flow.ic.cz/
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velocity. Consequently, the design of a commercial two-phase feeds (larger pipe diameter, 

different fluid properties) can hardly rely on such heuristic tools, which can – at best – be 

considered as a conservative estimate.     

  
Figure 2.6: Superimposed flow regime maps from literature for water-air mixtures in pipes with 
25 ≤ D ≤ 28 mm and predictions for the onset of entrainment (blue dashed lines: based on experiments; 
blue solid lines: predictive criteria from Table 2.3). 

2.2.4 Consequences for two-phase feeds 

Short entrance lengths of commercial feed lines can cause ill-defined states of two-phase feeds 

entering the column. Hydrodynamics and flow inertia are governed by upstream feed pipe 

geometries and devices (mixing or inlet devices, curvatures, constrictions, junctions etc.) as well 

as thermodynamic effects (e.g. phase changes, depressurization, heat transfer).  

Gas expansion due to pressure losses along the feed pipe continuously accelerates the mixture 

(Ishii and Mishima, 1981) and changes the hydraulic diameters of both phases, and thus, the 

dynamics and interactions between both phases. Moreover, even for a straight pipe, flow 

structures (e.g. interfacial area, dispersed fractions, length, amplitude and frequency of waves and 

characteristic features) and velocity profiles can continuously change (Kocamustafaogullari and 

Huang, 1994) along several hundreds of pipe diameters (Dallman, 1978; Nydal et al., 1992; Woods 

et al., 2006). In other words, the term ‘steady state’ for the flow in feed pipes of finite length is a 

precarious simplification as discussed by Sakaguchi et al. (1987) and Kocamustafaogullari and 

Huang (1994).  

Available empirical studies (Butterworth, 1972; Kocamustafaogullari and Huang, 1994; Warren 

and Klausner, 1995; Sakamoto et al., 2004; Ujang et al., 2006; Tkaczyk and Morvan, 2011; 
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Bottin et al., 2014; Abdulkadir et al., 2016; Zhao et al., 2017; Kong et al., 2018b) for adiabatic 

systems have confirmed that the formation of characteristic features of the respective flow 

morphologies requires pipe lengths of at least 40 ≤ L/D ≤ 80 Experimental studies with short 

entrance lengths addressed mainly small pipe diameters, e.g. D = 25 mm (Salcudean et al., 1983) 

or D = 3 mm (Zeguai et al., 2013). Studies in large diameter pipes (e.g. D ≈ 200 mm by Simpson et 

al., 1981; Hori et al., 1985; Wu et al., 1987; Anoda et al., 1989; Koizumi et al., 1990) were obtained 

for entrance lengths 45 ≤ L/D ≤ 145. However, such long feed pipes are hardly met in commercial 

practice. 

Concerns during the design of two-phase feeds are the formation and entrainment of droplets and 

the appearance of intermittent flow (see above). Both can be prevented using tailored column 

entrance designs or specific inlet devices. However, the inception of intermittent flow depends 

not only on the superficial gas-liquid flow rates but also on the entrance length 

(Dinaryanto et al., 2017), i.e. in short feed pipes intermittent flows will occur only for increased 

flow rates. Thus, two-phase feeds may be operated at higher flow rates compared to longer pipes 

(more developed two-phase flows). Hitherto, the only available model that predicts flow 

morphology and void fraction for arbitrary entrance lengths, is based on a stability analysis of the 

two-fluid model (TFM). The governing equations and fundamentals of the model are summarized 

in Sections 2.3. and 2.3.3.  

Subsequently, superpositioning the regime transitions predicted by the TFM with the predictive 

criteria for the onset of entrainment (see Table 2.3) and available theories for the inception of 

intermittent flow (see Section 2.2.1) results in the advanced flow map in Figure 2.7 that 

summarizes the main challenges during the design of two-phase feeds. Such combination of 

existing approaches has been illustrated for the first time.  

Although all models for the onset of entrainment in Figure 2.7 are not validated for short entrance 

lengths, the model of Mantilla (2009b) was compared with data obtained for large pipe diameters, 

and thus, was used to identify regions where droplet separation will be required for the two-phase 

feed.  The inception of intermittent flow at high gas velocities is linked to an average liquid level, 

however, since no experimental proof exists, ℎ�L /D = 0.5 can be considered as a sufficiently 

conservative criterion. The transitions obtained by the TFM for arbitrary entrance lengths agree 

reasonable well with the experimental data of Hori et al. (1985) that were obtained for a pipe with 

D = 200 mm at similar L/D.  Note that for commercial entrance lengths (L/D = 5) the TFM yields a 

more conservative solution. To avoid extensive modelling required by the TFM, the Froude 

number criterion of Woods and Hanratty (1996) may be used as an approximation. As stated by 

the authors, their criterion overpredicts the inception of intermittent flows for fully developed 

flows in terms of liquid superficial velocities at lower gas velocities. 
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Figure 2.7: Handling of two-phase feeds (colored background) with short entrance lengths (typically 
L/D = 5, other lengths are shown as reference) as a consequence of  flow morphology transitions (predicted 
with the TFM for D = 200 mm, water-air systems), onset of entrainment and inception of intermittent flows 
(Section 2.2.1). 

CAPEX as well as space restrictions determine the pipe routing in chemical plants, which typically 

result in small pipe diameters and complex pipe arrangements upstream of feed inlet devices in 

distillation columns. Cost-optimized narrow feed pipes in turn, can lead to material stress, 

abrasion, unstable and pulsating flows as well as detrimental phase dispersions, caused by 

turbulent interactions between phases at high low rates. The influence of non-straight pipe 

configurations on the flow morphologies of two-phase feeds is yet hardly addressed in popular 

distillation design books of Kister (1990, 1992), Perry et al. (1997), Goedecke (2006), Speight 

(2011), Kiss (2013), Górak and Olujic (2014) and Górak and Schoenmakers (2014). 

Experiments with various elements of commercial pipe routing were reviewed by Azzopardi and 

Sudlow (1993). Studies with various pipe geometries involving diameter expansions (Ahmed et 

al., 2008), contractions (Roul and Dash, 2011), junctions (Azzopardi, 1989, 1999; Azzopardi and 

Wren, 2004; Baker et al., 2007), helical coils (Banerjee et al., 1967; Naphon and Wongwises, 2006; 

Vashisth and Nigam, 2008, 2009; Wang et al., 2016), S-shaped bends (Mazhar et al., 2014), mitre 

elbows (Al-Tameemi and Ricco, 2019) or pipes with internal structures (Benbella et al., 2009; 

Eyo and Lao, 2019) were performed in the past. The morphology changes (referred to as 

‘secondary flow’) from inlet to outlet of curvatures is governed by centrifugal force, buoyancy and 

gravity. According to Hsu et al. (2015), the centrifugal force accelerates the mixture in the concave 

region of the curvature; at same time, the fluid decelerates in the convex region. The strength of 

the secondary flow in the bend, which determines the boundary layer thickness and the 

occurrence of vortices and swirly flows, is represented by the Dean number De (Azzi and Friedel, 
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2005; Tiwari et al., 2006; Motamedian et al., 2007; Saffari et al., 2014). The Dean number is the 

ratio of centrifugal and inertia forces to gravity expressed as  

𝐷𝐷𝑒𝑒Bend = 𝑅𝑅𝑒𝑒��
𝐷𝐷

2𝑅𝑅
� . 2.18 

The ratio of centrifugal force to gravity is considered in the modified Froude number (Pietrzak 

and Witczak, 2013; Pietrzak, 2014) as 

𝐹𝐹𝑟𝑟L,Bend =
𝑢𝑢L2

𝑔𝑔𝑅𝑅
 , 2.19 

where R is the bend radius. Higher numbers of vortices at high Dean numbers (Equation 2.18) 

increase the recovery length needed to retain the initial flow morphology (Saffari et al., 2014). 

Available empirical correlations properly predict the two-phase pressure drop (Mandal and 

Das, 2001; Sánchez Silva et al., 2010; Hsu et al., 2015) of straight pipe configurations. Contrary, no 

comprehensive study exists on the afore mentioned recovery length. 𝐹𝐹𝑟𝑟L,Bend > 1 (Equation 2.19) 

indicates that liquid climbs at the outer wall of the bend, while the gas accumulates at the inner 

wall of the bend. Curvatures with small radius and high centrifugal forces have a strong influence 

on the flow morphology (Gardner and Neller, 1969). High void fractions, however, reduce 

centrifugal force and vorticity, while the turbulence increases (Saffari et al., 2014). 𝐷𝐷𝑒𝑒Bend and 

𝐹𝐹𝑟𝑟L,Bend  were successful applied to up- or downward oriented curvatures. However, no 

comparable formulation is currently available for horizontal curvatures.  

Available experimental data are limited to curvature radii R/D > 1.3 (Mandal and Das, 2001), pipe 

diameters in the range of 3 mm ≤ D ≤ 76 mm (Wang et al., 2004; Motamedian et al., 2007; 

Kesana et al., 2013) and curvature angles between 45° and 180° (Mandal and Das, 2001; 

Autee and Giri, 2016), however, flow morphologies were only analyzed at few flow rates. Details 

on the influence of horizontal curvatures on flow morphologies obtained from experiments are 

provided in Appendix A.3.  

The effects of horizontal bends on the flow morphology, e.g. flow reversal (Hsu et al., 2015) are 

less compared with vertical bends. The use of curvatures as pre-separator was also discussed in 

the literature by James et al. (2000) and Pietrzak (2014), which would add a degree of freedom 

for the design of two-phase feed pipes for distillation columns. Moreover, larger entrained 

droplets were observed downstream horizontal bends (Ribeiro, 1993; Ribeiro et al., 1995, 2001), 

which increases the separation efficiency (Bothamley, 2013b) of inlet devices (see Section 2.1.3). 
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2.3 Modelling of two-phase feeds  

In order to predict or simulate two-phase feeds properly, modeling of the governing two-phase 

flow phenomena is required. A fully three-dimensional modelling, which is possible through 

Computational Fluid Dynamics (CFD) approaches, would be desirable for tailored pipe routing 

and design of inlet devices. However, since CFD codes for transient two-phase flow are still not 

sufficiently developed, reduced-order models (1D or 2D approximations of the two-phase flow) 

are used instead.  two-fluid models feature more complex formulations and governing equations 

for each phase. Mechanistic models can predict flow morphology transitions, transient flows as 

well as developing flows. Single-phase or hybrid methods and approximations for the two-phase 

mixture and analytical models enable easy calculation of crucial design parameters, such as void 

fraction (Shoham 2006). 

2.3.1 Basic definitions  

Reduced-order models discretize and average three-dimensional flow morphologies and their 

steady state or transient properties in order to obtain 1D or 2D flow approximations. The 

thermodynamic state of the two-phase feed q (Equation 2.1) is equivalent to the liquid mass 

fraction  𝑤𝑤L  expressed by mass flow rate �̇�𝑀𝑘𝑘  or mass flux �̇�𝑚𝑘𝑘 = �̇�𝑀𝑘𝑘/𝐴𝐴  of the respective phase 

(phase indicator k) as 

𝑞𝑞 =  𝑤𝑤L =
�̇�𝑀L

∑ �̇�𝑀k𝑘𝑘
=

�̇�𝑚L
∑ �̇�𝑚k𝑘𝑘

 . 2.20 

Pressure and temperature variations (phase interactions, frictional pressure drop) along the feed 

pipe affect the gas and liquid densities for constant mass fractions and accelerate or decelerate 

the fluids (Ishii and Mishima, 1981; Kocamustafaogullari and Huang, 1994; Kong et al., 2018b). 

Thus, the volumetric gas fraction (further referred to as void fraction) 𝛼𝛼G is preferably considered 

in predictive tools and design standards (e.g. VDI, 2013). 𝛼𝛼G is defined as 

𝛼𝛼G = �1 + �
1 −  𝑤𝑤G

 𝑤𝑤G
� �
𝜌𝜌G
 𝜌𝜌L
��
−1

=
𝐴𝐴G

𝐴𝐴G + 𝐴𝐴L
 , 2.21 

were 𝐴𝐴G and 𝐴𝐴L  refer to the passage of the pipe cross-section occupied by the respective phase 

(Butterworth, 1975). Some flow morphologies correspond to certain characteristic void fraction 

ranges, e.g. 𝛼𝛼G → 0 for bubbly flow and 𝛼𝛼G → 1 for annular flow (Thome and Cioncolini, 2015).  

For a flat interphase, void fraction and dimensionless liquid level  ℎL = ℎ�L 𝐷𝐷⁄  are linked 

(Kawaji, 2018) as  

𝛼𝛼G =
1
𝜋𝜋
�acos(2ℎL  − 1) − (2ℎL  − 1)�1 − (2ℎL  − 1)2� . 2.22 
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However, literature studies rarely specify whether measured void fraction data refer to local 

phase densities, values averaged along the pipe or to inlet conditions (assuming constant phase 

density). Thus, knowledge of void fraction or average liquid level ℎ�L  in pipes is sufficient to derive 

the governing geometrical parameters for a circular conduit (Brauner and Maron, 1991, 1992; 

Sadatomi et al., 1993; Taitel and Dukler, 1976; Taitel et al., 1978) as shown in Table 2.4. 

Table 2.4: Geometrical parameters and their relation to the liquid level h�L for stratified flow with horizontal 
interface. 
 

 

Parameter Symbol Relationship 

Liquid level ℎ�L - 

Centroid angle 𝜙𝜙 2 cos−1 �1 − 2
ℎ�L
𝐷𝐷

 � 

Elevation parameter 
  

k 
[cos(𝜙𝜙) ∙ (𝜋𝜋 − 𝜙𝜙) + sin(𝜙𝜙) − sin3(𝜙𝜙/3 )]
[(1 + cos (𝜙𝜙))(𝜋𝜋 − 𝜙𝜙 + sin(𝜙𝜙) ∙ cos (𝜙𝜙))]  

Gas phase cross-
section 

𝐴𝐴G 
𝐷𝐷2

4
�cos−1 �2

ℎ�L
𝐷𝐷
− 1� + �2

ℎ�L
𝐷𝐷
− 1���1 − �2

ℎ�L
𝐷𝐷
− 1�

2

�� 

Liquid phase cross-
section 

𝐴𝐴L 
𝐷𝐷2

4
�𝜋𝜋 − cos−1 �2

ℎ�L
𝐷𝐷
− 1� + �2

ℎ�L
𝐷𝐷
− 1���1 − �2

ℎ�L
𝐷𝐷
− 1�

2

�� 

Gas phase perimeter 𝑆𝑆G 𝐷𝐷�cos−1 �2
ℎ�L
𝐷𝐷
− 1�� 

Liquid phase 
perimeter 

𝑆𝑆L 𝐷𝐷�𝜋𝜋 − cos−1 �2
ℎ�L
𝐷𝐷
− 1�� 

Length of the 
interface 

𝑆𝑆i 𝐷𝐷���1 − �2
ℎ�L
𝐷𝐷
− 1�

2

�� 

Gas phase hydraulic 
diameter 

𝐷𝐷h,G 
4𝐴𝐴G
𝑆𝑆G + 𝑆𝑆i

 

Liquid phase 
hydraulic diameter 

𝐷𝐷h,L 
4𝐴𝐴L
𝑆𝑆L

 

Many phenomenological models rely on the geometrical relations given in Table 2.4 for model 

formulations and definitions of inception criteria for the most relevant flow morphologies. Other 
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geometries are proposed for specific stratified flow morphologies, such as the double-circle model 

for thin spreading liquid films and film wall climbing (Ahn et al., 2018; Chen et al., 1997) or models 

to account for the transition from flat to concave or convex bulk interphases (Deendarlianto et al., 

2019; Ullmann and Brauner, 2006).  

In reduced-order models, fictitious phase velocities (1D) are applied instead of the full 3D velocity 

field, thereby neglecting temporal fluctuations, transverse and rotational phase motion (i.e. 

constant pressure across each plane according to Sonnenburg (1991). Accordingly, the mass 

conservation for steady-state conditions at each cross-section of the pipe (Taitel and Dukler, 1987; 

Taitel et al., 1989) yields 

𝜌𝜌k𝑢𝑢𝑘𝑘𝐴𝐴k = 𝜌𝜌k𝑢𝑢𝑠𝑠,𝑘𝑘𝐴𝐴 = 𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑐𝑐 , 2.23 

where 𝑢𝑢k  refers to the effective velocity, depending on the occupied cross-section 𝐴𝐴k  of each 

phase and the superficial velocity (index s) is the phase velocity when the whole pipe cross-section 

is occupied by one single phase.   

2.3.2 Fundamentals of the two-fluid model 

This section briefly introduces the fundamentals of the most popular 1D formulation of the two-

fluid model (TFM) for horizontal pipe flows (Barnea and Taitel, 1994; Taitel and Dukler, 1976; 

Taitel et al., 1978). The extended formulation that considers axial flow development in terms of 

an interfacial level gradient is presented in Section 2.3.3. 

In general, two-fluid models involve conservation equations separately for each phase and include 

mechanistic formulations for particular flow phenomena (Shoham, 2006). Due to their complex 

formulation, numerical solutions are often required to cope with the complex formulations. Such 

solvers can be found e.g. in system codes, such as RELAP-5, (Rouhani and Sohal, 1983; RELAP5 

Development Team, 1995), OLGA (Bendiksen et al., 1988, 1991), CATHARE (Bestion, 1990), 

TRACE (2008), NEPTUNE (Morel et al., 2004; Bottin et al., 2014), WCOBRA/TRAC-TF2 (Liao et 

al., 2015) and ATHLET (Austregesilo et al., 2016). 

The governing equations are the 1D conservation of mass 

𝜕𝜕(𝜌𝜌k𝐴𝐴k)
𝜕𝜕𝑐𝑐

+
𝜕𝜕(𝜌𝜌k𝑢𝑢k𝐴𝐴k)

𝜕𝜕𝜕𝜕
= 0 2.24 

and momentum 

𝜕𝜕(𝜌𝜌k𝐴𝐴k𝑢𝑢k)
𝜕𝜕𝑐𝑐

+
𝛾𝛾
2
𝜕𝜕(𝜌𝜌k𝐴𝐴k𝑢𝑢k2)

𝜕𝜕𝜕𝜕
+ 𝜌𝜌k𝐴𝐴k𝑔𝑔 �cos 𝜃𝜃

𝜕𝜕ℎ�L
𝜕𝜕𝜕𝜕

+ sin𝜃𝜃� + 𝐴𝐴k �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
tp,k

 

+𝜏𝜏w,k𝑆𝑆w,k ± 𝜏𝜏i,k𝑆𝑆i,k = 0. 

2.25 
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The right-hand-side of both equations indicates adiabatic flow condition with mass transfer terms 

equal to zero. The geometrical parameters are obtained according to Table 2.4. 

(𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕⁄ )tp,k in Equation 2.25 is the two-phase (index tp) pressure gradient along the pipe. 𝛾𝛾 refers 

to the kinetic energy correction term introduced by Bishop and Deshande (1986) and Li et al. 

(2013) that accounts for the liquid phase rheology in a completely filled circular tube according 

to 

𝛾𝛾 =
(2𝑛𝑛′ + 1)(5𝑛𝑛′ + 3)

3(3𝑛𝑛′ − 1)2  . 2.26 

Here, 𝑛𝑛′ is the flow behavior index of a power law fluid (𝜏𝜏 = 𝐾𝐾1 �̇�𝛾𝑛𝑛′). For Newtonian fluids,  𝐾𝐾1 =  𝜂𝜂 

and 𝑛𝑛′ = 1 apply, which leads to 𝛾𝛾 = 2. The kinetic energy correction term for the gas phase 𝛾𝛾G is 

negligible (Li et al., 2013).  

Since Ak  is a function of the liquid level hL, combining Equations 2.24 and 2.25 yields a single 

equation (Taitel and Dukler, 1976) for a specified design point of the two-phase feed (input flow 

rates, fluid system and pipe geometry). Thereby, a constant liquid level along the pipe is assumed 

(𝜕𝜕ℎ�L 𝜕𝜕𝜕𝜕⁄ = 0), which holds only for fully developed flows. For an incompressible steady-state flow 

(𝜌𝜌k = 𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑐𝑐, 𝜕𝜕/𝜕𝜕𝑐𝑐 = 0) in a horizontal feed line, Equations 2.24 and 2.25 can be rearranged into 

𝑢𝑢k
𝜕𝜕ℎ�L
𝜕𝜕𝜕𝜕

+ 𝐴𝐴k �
𝜕𝜕𝐴𝐴k
𝜕𝜕ℎ�L

�
−1 𝜕𝜕𝑢𝑢k

𝜕𝜕𝜕𝜕
= 0 2.27 

and 

1
𝐴𝐴k

�𝛾𝛾𝐴𝐴k𝑢𝑢k
𝜕𝜕(𝑢𝑢k)
𝜕𝜕𝜕𝜕

+ 𝑔𝑔𝐴𝐴k
𝜕𝜕ℎ�L
𝜕𝜕𝜕𝜕

� = −
1
𝜌𝜌k
�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
𝑘𝑘
−
𝜏𝜏w,k𝑆𝑆w,k

𝜌𝜌k𝐴𝐴k
∓
𝜏𝜏i,k𝑆𝑆i,k
𝜌𝜌k𝐴𝐴k

 . 2.28 

Taitel et al. (1978) showed that the derivative of 𝐴𝐴k in Equation 2.27 is  

𝜕𝜕𝐴𝐴k
𝜕𝜕ℎ�L

= 𝐴𝐴k′ = 𝐷𝐷�1 − (2ℎL − 1)2. 2.29 

The wall shear stresses  𝜏𝜏w,k is defined as 

𝜏𝜏w,k = 𝑓𝑓f,k
𝜌𝜌k𝑢𝑢s,k

2  
2

 2.30 

with 

𝑓𝑓f,k = 0.046�𝑅𝑅𝑒𝑒𝑠𝑠,k�
−0.2 = 0.046 �

𝐷𝐷h,k 𝑢𝑢s,k

µk
�
−0.2

, 2.31 

which is the friction factor of phase k. The constant values in Equation 2.31 were derived by Taitel 

and Dukler (1976a) for turbulent flows and are commonly accepted. Contrary, many empirical 
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correlations exist to determine the interfacial friction factor (Taitel et al., 1989; Essaied, 1992), 

whose predicted phase fractions scatter significantly as discussed by Omgba-Essama (2004). The 

most popular correlations are given in Table 2.5. 

Table 2.5: Commonly applied terms for interfacial shear and interfacial friction factor in the TFM. 

𝝉𝝉𝐢𝐢,𝐤𝐤 = 𝒇𝒇𝐟𝐟,𝐢𝐢 = Comment Reference 

𝑓𝑓f,i
𝜌𝜌G(𝑢𝑢G − 𝑢𝑢i)2

2
 

𝑓𝑓f,G Assuming 𝑢𝑢G ≫ 𝑢𝑢i (Taitel and Dukler, 1976) 

𝑓𝑓f,i
𝜌𝜌G(𝑢𝑢G − 𝑢𝑢L)|𝑢𝑢G − 𝑢𝑢L|

2
 

max (𝑓𝑓f,G, 0.014) Accounts for the direction 
change of 𝜏𝜏i,k for 𝑢𝑢G < 𝑢𝑢L 

(Barnea, 1991) 

(Barnea and Taitel, 1994; 
Taitel and Barnea, 2018) 

𝑓𝑓f,i
𝜌𝜌i(𝑢𝑢G − 𝑢𝑢L)|(𝑢𝑢G − 𝑢𝑢L)|

2
 

𝑓𝑓f,G 𝑢𝑢G > 𝑢𝑢L,𝜌𝜌i = 𝜌𝜌G (Brauner and Maron, 
1992; Picchi et al., 2014; 

Picchi and Poesio, 2016a) 𝑓𝑓f,L 𝑢𝑢G < 𝑢𝑢L,𝜌𝜌i = 𝜌𝜌L 

In order to apply mechanistic models, the momentum equations for liquid and gas phases 

(Equation 2.28) are combined by introducing an expression for the single-phase pressure 

gradients, (𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕)k.  Different definitions of the pressure gradient may be used as presented by 

Omgba-Essama (2004). In the past, the equal pressure formulation (𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕)G = (𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕)L  was 

used (Taitel and Dukler, 1976; Taitel et al., 1978), which results in the combined momentum 

equation  

−
𝜏𝜏L𝑆𝑆L
𝐴𝐴L

+
𝜏𝜏G𝑆𝑆G
𝐴𝐴G

+ 𝜏𝜏i𝑆𝑆i,k �
1
𝐴𝐴L

+
1
𝐴𝐴G
� = −𝜌𝜌L �

𝛾𝛾
2
𝜕𝜕𝑢𝑢L2

𝜕𝜕𝜕𝜕
+ 𝑔𝑔

𝜕𝜕ℎ�L
𝜕𝜕𝜕𝜕

� − 𝜌𝜌𝐺𝐺 �
𝜕𝜕𝑢𝑢G2

𝜕𝜕𝜕𝜕
�. 2.32 

Since the equal pressure formulation neglects the surface tension effects on the interphase 

(Omgba-Essama 2004), a formulation with unequal pressure gradients   

�
𝜕𝜕𝜕𝜕𝑖𝑖
𝜕𝜕𝜕𝜕
�
𝐺𝐺

= �
𝜕𝜕𝜕𝜕𝑖𝑖
𝜕𝜕𝜕𝜕

�
𝐿𝐿

+ 𝜎𝜎
𝜕𝜕3ℎ𝐿𝐿
𝜕𝜕𝜕𝜕3

  2.33 

was proposed by Barnea and Taitel (1993), which leads to a 4th order partial differential equation 

instead of Equation 2.32 (see Section 6.2). All terms in Equation 2.32 can be expressed by the 

operating conditions for the two-phase feed and an equilibrium liquid level ℎL,e that fulfills the 

equation. If ℎL,e exceeds the stability liquid level ℎL,stab or a specific flow morphology criterion 

obtained from a mechanistic model, a morphology transition is predicted.  

As discussed in Section 2.2, the transition from stratified flows towards annular or intermittent 

flows is crucial for design and operation of two-phase feeds. This transition can be predicted via 

Kelvin-Helmholtz stability analysis for the growth of a small interface perturbation into a stable 
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wave. The basic mathematical derivations and formulations for this work were taken from the 

literature1.  

The resulting expression predicts stable stratified flow for 

(𝑢𝑢G − 𝑢𝑢L) < 𝐾𝐾 �(𝜌𝜌L𝛼𝛼G + 𝜌𝜌G(1 − 𝛼𝛼G)) 
𝜌𝜌L − 𝜌𝜌G
𝜌𝜌L𝜌𝜌G

𝑔𝑔
𝐴𝐴
𝐴𝐴L′
�
1/2

. 2.34 

Similar to ℎL,e that satisfies Equation 2.32, the stability liquid level ℎL,stab fulfills Equation 2.34 for 

a given set of operating conditions. If ℎL,e exceeds ℎL,stab, transition mechanisms of  mechanistic 

models are applied to predict the resulting flow morphology. For example, viscous forces were 

found to amplify the wave growth, which is referred to as the viscous Kelvin-Helmholtz stability 

(VKH, Barnea and Taitel,1994a). The factor 𝐾𝐾  in Equation 2.34 switches between the inviscid 

Kelvin-Helmholtz stability (IKH)  𝐾𝐾 = 1 = 𝐾𝐾IKH and VKH for 𝐾𝐾 =  𝐾𝐾VKH according to  

𝐾𝐾VKH =   �1 −
�𝑐𝑐W − 𝑐𝑐𝑊𝑊,IKH�

2

𝑔𝑔 𝜌𝜌L − 𝜌𝜌G
𝜌𝜌h

𝐴𝐴
𝐴𝐴L′

. 2.35 

Since Equation 2.35 depends on the wave’s inception velocity cW and the counterpart cW,IKH  from 

the IKH analysis, a numerical solution is required for VKH (Picchi and Poesio, 2016a). However, 

for low viscosity fluids such as water-air, Taitel and Dukler (1976a) and Barnea and Taitel (1994a) 

successfully approximated Equation 2.35 with 𝐾𝐾VKH =   1 − ℎL.  The resulting morphology 

transitions are shown in Section 2.3.3 (Figure 2.8). 

The two-fluid model fundamentals and the stability analysis presented above briefly outline the 

underlying numerical calculation, where each operating condition is transferred into a liquid level, 

which is then further evaluated with mechanistic models. Although this approach is well 

applicable and quite universal (Issa and Kempf, 2003; Corral, 2014), the computational effort to 

obtain a solution often exceeds the available resources during the engineering of two-phase feed 

sections, in particular as no commercial software tool or system code is available. Moreover, the 

underlying mechanisms and flow regime transitions still deviate from experimental data (e.g. for 

the transition from stratified to intermittent flow as shown by Thaker and Banerjee (2015)) and 

are hardly applicable to larger pipe diameters (Wu et al., 1987; Kong et al., 2018a) or fluid 

properties different from air-water (Weisman et al., 1979; Simon, 1997).    

                                                             
1 Referring to the work of, Taitel and Dukler (1976a), Taitel et al. (1978), Wu et al. (1987), Barnea (1991) 

and Barnea and Taitel (1993), 1994a; the treatment of numerical pecularities and multiple solutions is 
based on the work of Barnea and Taitel (1989, 1992, 1994b, 1994c), Barnea (1991), Brauner and 
Maron (1991), Brauner and Maron (1992), Picchi and Poesio (2016b) and Dukler and Taitel (2018). 
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2.3.3 The interfacial level gradient  

The aforementioned solution of the TFM considered an equilibrium liquid level ℎL,e  for fully 

developed flow. In short feed pipes, however, this equilibrium level may not be reached. Instead 

the liquid level of the two-phase feed changes along the pipe, which is considered by the term 

𝑑𝑑ℎ�L 𝑑𝑑𝜕𝜕⁄  in Equation 2.28, referred to as interfacial level gradient (ILG). 

Modelling the regime transitions by the two-fluid model with ILG extends the region of stratified 

flow morphologies to larger liquid superficial velocities (see Figure 2.7). According to Bishop and 

Deshpande (1986a), this delayed wave formation occurs when lower liquid levels (due to ILG) 

counteract the frictional resistance of the flow. The ILG is mostly driven by the liquid phase and 

occurs mainly for pipes with low L/D ratio and large diameter (Bishop and Deshpande, 1986b), 

for high-viscosity liquids (Li et al., 2013)  and in pipe equipment such as tee joints (Koizumi et al., 

1990).  The characteristic liquid levels for ILG were defined by Taitel and Dukler (1987) as shown 

in Figure 2.8. 

  
Figure 2.8: a) Characteristic liquid levels of the ILG, b) resulting transitions between stratified (smooth and 
wavy) and non-stratified (annular and intermittent) flow morphologies depending on the upstream 
distance L/D from discharge. 

ℎL,c approximates the minimum liquid level for subcritical discharge (Taitel and Dukler, 1987) in 

close vicinity (L/D = 2 × ℎL,c) to the real pipe discharge location (Sadatomi et al.,1993).  The local 

liquid level ℎL(𝜕𝜕) refers to any entrance length of the feed pipe upstream of ℎL,c. If ℎL(𝜕𝜕) is used 

instead of ℎL,e in the two-fluid model, the range of stratified flows extends towards higher liquid 

velocities as the entrance length decreases (blue lines in Figure 2.8b). The black lines are shown 

as references, i.e. the viscous Kelvin-Helmholtz analysis (VKH) for fully developed flows and the 

theoretical  limit ‘no entrance length’ (ℎL(𝜕𝜕) = ℎL,c). The transition line of the simplified IKH theory 

(gray line) significantly overpredicts the occurance of stratified flows (e.g. compare with data in 
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Figure 2.7) and was therefore not further considered. The orange arrows in Figure 2.8a illustrate 

the solution procedure that was applied by Bishop and Deshpande (1986a), Taitel and Dukler 

(1987) Sadatomi et al. (1993) and Li et al. (2013) to determine the local liquid level ℎL(𝜕𝜕). 

Rearranging Equation 2.32 yields the mathematical expression for the interfacial level gradient  

𝐼𝐼𝐼𝐼𝐼𝐼 =
𝑑𝑑ℎ�L
𝑑𝑑𝜕𝜕

=
−
𝜏𝜏w,L𝑆𝑆L
𝐴𝐴L

+ 𝜏𝜏i𝑆𝑆i �
1
𝐴𝐴L

+ 1
𝐴𝐴G
� +

𝜏𝜏w,G𝑆𝑆G
𝐴𝐴G

𝜌𝜌L𝑔𝑔 −
𝐴𝐴k′ 𝛾𝛾

2 �𝜌𝜌G𝑢𝑢s,G
2 𝐴𝐴2
𝐴𝐴G3

− 𝜌𝜌L𝑢𝑢𝑠𝑠,𝐿𝐿
2 𝐴𝐴2
𝐴𝐴L3
�

 . 2.36 

The limits of Equation 2.36 return the equilibrium liquid level, ℎL,e,(for ILG → 0) and the critical 

liquid level ℎL,c (for ILG → ∞). The axial variation of the liquid level upstream the pipe exit (note 

that the coordinate 𝑥𝑥 is against the flow direction) can be numerically derived from ℎL,e and ℎL,c  

using the method of small differences (indicated by the orange arrows in Figure 2.8a). Assuming 

ℎL(𝑥𝑥 = 0) = ℎL,c at the pipe exit and ℎL(𝑥𝑥) → ℎL,e, Equation 2.36 is solved for incremental ∆𝑥𝑥 that 

satisfies an initial incremental ∆ℎL. Accordingly, the gradient can be approximated as 

𝐼𝐼𝐼𝐼𝐼𝐼 = −
∆ℎL
∆𝑥𝑥

 , 2.37 

while averaging the phasic velocities, area fractions and geometric parameters along ∆𝑥𝑥 

(Sadatomi et al., 1993). Depending on geometry, fluid system and operating conditions, Equation 

2.36 does not necessarily return a single solution (Sadatomi et al., 1993), in particular for high 

liquid kinetic energy (𝜌𝜌L𝑢𝑢s,L
2 𝐴𝐴L−1). Equation 2.36 may also result in multiple solutions for high gas 

velocities.  

Figure 2.9 illustrates the behavior of Equation 2.36 for varying liquid levels. With increasing  𝑢𝑢s,L, 

numerator and denumerator have their zeros at larger values of ℎL,e  and ℎL,c . This reflects 

conditions with constricted gas phase cross-section and thus increased gas phase velocity. 

Moreover, both liquid levels share similar values and numerical instabilities (asymptotic blue 

curve in Figure 2.9, middle), multiple solutions occur and the ILG cannot be explicitly determined. 

For lower superficial velocities (black and red line in Figure 2.9), Equations 2.36 and 2.37 can be 

solved to determine ℎL,c  < hL (z) < ℎL,e .  A slightly different derivation to calculate the ILG was 

obtained by Bishop and Deshande (1986) accounting for the unequal phase pressures applying 

𝜕𝜕L = 𝜕𝜕G + 𝑘𝑘𝜌𝜌L𝑔𝑔ℎL. 2.38 

Using the derivative of Equation 2.38 

�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
G

= �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
L
− 𝑘𝑘𝜌𝜌L𝑔𝑔

𝜕𝜕ℎ�L
𝜕𝜕𝜕𝜕

 2.39 

shows that the resulting correlation coincides with Equation 2.36. 
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Figure 2.9: Solution of Equation 2.36 depending on the liquid level hL: numerator (top), ILG (middle) and 
denumerator (bottom) illustrated for different superficial liquid velocities. 

Bishop and Deshande (1986) proposed a simplified explicit solution for the ILG assuming open 

channel flow and 𝜏𝜏i = 𝜏𝜏w,G for non-Newtonian fluids and Newtonian fluids according to  

ILG =

2𝐾𝐾
𝜌𝜌L𝑔𝑔(𝐷𝐷h/2)(𝑛𝑛′+1) �

3𝑛𝑛′ + 1
𝑛𝑛′ �

𝑛𝑛′

𝑢𝑢L𝑛𝑛
′ 

1 − 𝐹𝐹𝑟𝑟mod2  
, 𝐹𝐹𝑟𝑟mod2 = 𝛾𝛾

𝑢𝑢L2

𝑔𝑔𝐴𝐴L
𝐴𝐴k′   

2.40 

and 

ILG =

32
𝑅𝑅𝑒𝑒L

𝑢𝑢L2
𝑔𝑔𝐷𝐷h

 

1 − 𝐹𝐹𝑟𝑟mod2  
=

32𝐹𝐹𝑟𝑟L2

𝑅𝑅𝑒𝑒L�1 − 𝐹𝐹𝑟𝑟mod2 � 
 , 

2.41 

respectively. Contrary to the model of Sadatomi et al. (1993), their iterative solution depends on 

entrance and exit conditions and pipe geometry. However, no plausible values for the ILG were 

obtained with Equation 2.41. Recently, Li et al. (2013) derived a model based on Equations 2.32 

and 2.39 accounting twice for the pressure term. Reasonable agreement was claimed with 

experimental data from Essaied (1992), however, a factor (0.5) was introduced to Equation 2.36 

without further explanation.  

It can be concluded, that although there is a basic concept that accounts for short entrance lengths 

in the TFM available, further analysis for a wider range of flow rates is required. So far, studies 

focused mostly on selected operating conditions without comprehensive experimental validation 

and estimation of the ILG. 
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2.3.4 Analytical models 

Analytical models provide simplified correlations to determine key parameters of the two-phase 

flow (e.g. void fraction, drift velocity, Lockhart-Martinelli parameter). Based on the respective 

approximation of the two-phase flow, the models are classified into the following groups:  

Homogenous flow models (HFM) consider a two-phase mixture without relative motion 

between the phases (no-slip condition). The void fraction is obtained from 

𝛼𝛼G,HFM =   𝐾𝐾HFM𝛼𝛼G , 2.42 

which ‘scales’ the void fraction from Equation 2.21 to account for fluid parameters and flow 

regimes (Bankoff, 1960; Woldesemayat and Ghajar, 2007). To account for the real phase 

properties, the scaling parameter 𝐾𝐾HFM utilizes average fluid properties according to 

𝜌𝜌h = 𝛼𝛼G𝜌𝜌𝐺𝐺 + (1 − 𝛼𝛼G)𝜌𝜌L. 2.43 

Other definitions for averaged fluid properties are provided by Omgba-Essama (2004). 

Separated flow models (SFM) define the void fraction 𝛼𝛼G,SFM as 

𝛼𝛼G,SFM =   �1 + 𝑓𝑓(𝑅𝑅𝑆𝑆) �
1 −  𝑤𝑤L

 𝑤𝑤L
�
𝑒𝑒1
∙ �
𝜌𝜌G
 𝜌𝜌L
�
𝑒𝑒2
∙ �

µL
 µG

�
𝑒𝑒3
�
−1

, 2.44 

where 𝑒𝑒1 to  𝑒𝑒3  are empirical fitting parameters. SFM consider both phases separately using a 

fitting correlation 𝑓𝑓(𝑅𝑅𝑆𝑆) for the slip ratio 𝑅𝑅𝑆𝑆, which is defined as 

𝑅𝑅𝑆𝑆 =  
𝑢𝑢G
𝑢𝑢L

= �
 𝑤𝑤L

1 −  𝑤𝑤L
� �

1 − 𝛼𝛼G
𝛼𝛼G

� �
𝜌𝜌L
𝜌𝜌G
� =

𝑢𝑢s,G(1 − 𝛼𝛼G)
𝑢𝑢s,L𝛼𝛼G

 . 2.45 

Drift-flux models (DFM) consider the two-phase flow as a homogenous mixture and include 

additional terms for local variations of velocity or void fraction by  

〈〈𝑢𝑢G〉〉 =
〈𝑢𝑢s,G〉
〈𝛼𝛼DFM〉

= 𝐶𝐶0〈𝑢𝑢h〉 + 〈〈𝑢𝑢D〉〉. 2.46 

The averaging mechanisms 〈 〉  and 〈〈 〉〉  refer to cross-sectional-weighted and void-fraction-

weighted quantities, respetively, as introduced by Zuber and Findlay (1965). The distribution 

parameter, 𝐶𝐶0 , accounts for the cross-sectional distribution of the phase fraction and links the 

DFM to the two-phase flow morphology. The two-phase flow can be described by volumetric flux 

𝑢𝑢h = ∑ 𝑢𝑢k𝛼𝛼kk = ∑ 𝑢𝑢s,kk  and drift velocity 𝑢𝑢D,k = 𝑢𝑢k − 𝑢𝑢h, where 𝑢𝑢h is the mixture volumetric flux 

and 𝑢𝑢k  is the respective phase velocity. Emprical relations are proposed for 𝐶𝐶0  and 𝑢𝑢D , which 

allow the calculation of 𝛼𝛼DFM from Equation 2.46.  

Basically, the HFM is an special case of SFM or DFM, where 𝑅𝑅𝑆𝑆 = 1 and 𝐶𝐶0 = 1, respectively. This 

holds for dispersed flow morphologies, such as mist or bubbly flow (Thome and Cioncolini, 2015), 
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and flows with heavily mixed phases, for example encountered downstream of valves (VDI, 2013), 

in confined channels (Winkler et al., 2012) or near the critical point (Winkler et al., 2012; VDI, 

2013). Contrary, separated flow morphologies, e.g. stratified smooth flow with 𝑅𝑅𝑆𝑆 ≠ 1, can hardly 

be predicted by the HFM (Schaffrath and Ringel, 2000).  

Drift-flux models were originally proposed for vertical flows (Zuber and Findlay, 1965), where 

gravitational acceleration and drag governs the drift velocity 𝑢𝑢D. Contrary, bouancy has no effect 

on horizontal two-phase flows. Thus, for horizontal flows,  𝑢𝑢D = 0 was assumed in the early works 

and still holds in current models of e.g. Winkler et al. (2012) and Rassame and Hibiki (2018). As 

emphasized by Bendiksen (1984), França and Lahey (1992) and Winkler et al. (2012), this 

assumption is controversial since a non-zero drift velocity exists in horizontal flows. This drift 

velocity originates from local phase distribution phenomena and slip as a consequence of lateral 

and axial pressure gradients (intermittent flows,) or structures of the phase interphase (separated 

flows). Correlations for 𝑢𝑢D , however, are only valid for individual flow morphologies (i.e.França 

and Lahey, 1992 and Lamari, 2001), and thus, require a-priori knowledge of the flow.  

Models based on the Lockhart-Martinelli parameter (LMP) estimate the void fraction of the 

two-phase flow via so-called two-phase multipliers as 

𝛼𝛼G,LMP =   f(𝑋𝑋). 2.47 

Here, X, is the Lockhart-Martinelli parameter (Lockhart and Martinelli, 1949; VDI, 2013), which 

refers to the single-phase pressure drops dp/dz|k of both phases according to  

𝑋𝑋 = �
d𝜕𝜕/d𝜕𝜕|G
d𝜕𝜕/d𝜕𝜕|L 

= �
1 −  𝑤𝑤G

 𝑤𝑤G
�
0.875

�
𝜌𝜌G
 𝜌𝜌L
�
0.5
�
𝜂𝜂L
 𝜂𝜂G

�
0.125

 . 2.48 

While the determination of 𝑋𝑋 is always biunique for a certain pair of gas and liquid superficial 

velocities [us,G, us,L], a recursive calculation requires specification of one superficial velocity.  

The complexity and generalizability of the reduced-order models varies. Recent review articles  

(Coddington and Macian, 2002; Woldesemayat and Ghajar, 2007; Godbole et al., 2011; Pietrzak 

and Płaczek, 2019; Márquez-Torres et al., 2020) reported 66 available correlations for the 

prediction of the void fraction for horizontal two-phase flows. The agreement between predicted 

and experimental data for air-water systems is above 90 % (with error bands of ±15 %), while it 

reduces below 80 % for other fluids mixtures. However, only few data are available for pipe 

diameters larger than 78 mm, short entrance lengths or curvatures, which has severe 

consequences for the design of two-phase feeds in distillation columns (e.g. the selection of inlet 

devices) based on uncertain void fractions as shown in Figure 2.10. 
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Figure 2.10: Engineering guidelines for the selection of two-phase feed inlet devices based on predicted 
void fractions αG  (the gray area indicate the scattering predictions of existing correlations). Source of 
embedded pictures of inlet devices: RVT Process Equipment GmbH (2015). 

It should be mentioned that the selection and sizing of two-phase feed inlet devices depends also 

on many other parameters, such as column diameter, targeted separation performance, desired 

inlet phase separation. The vertical line in Figure 2.10 represents one exemplary two-phase feed 

design. While HFMs predict comparably high void fractions (Equation 2.21: αG = 0.86) suggesting 

the installation of a flash gallery, LMPs predict significantly lower values (Domanski et al., 1983): 

𝛼𝛼G = 0.53) and a flash box would be used instead. Moreover, there are more general, empirical 

models (EMP) that determine the void fraction using e.g. dimensionless numbers to represent 

fluid dynamics. Their mathematical notations, however, have no common form and the ranges of 

applicability are hardly documented for most of them.    

2.3.5 CFD simulations for commercial feed pipes  

In the past two decades, Computational Fluid Dynamics (CFD) has gained increasing popularity 

for the prediction of single-phase and multiphase flow applications (Hewitt and Yadigaroglu, 

2018). However, full-scale CFD-simulations of thermal separation columns and larger equipment 

such as feed pipes can hardly resolve scales that are relevant for flow dynamics. Instead, closure 

models for the conservation equations account for unresolvable phenomena (Lucas et al., 2016). 

Moreover, closure development is challenging and often bottlenecks reliable results. For instance, 

Xiao et al. (1990) reported that only few correlations exist to model entrainment in annular flow. 

According to Höhne et al. (2015), numerical modelling for the onset of entrainment requires 

additional effort to consider all capture mechanisms leading to droplet entrainment (see Figure 

2.5). Their entrainment model accounts for fluid properties and considers the turbulent kinetic 
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energy and outward velocity gradient of the liquid phase as the most significant parameters. 

However, no experimental evidence is yet available. 

So far, horizontal two-phase flows in feed pipes of commercial dimensions have not been studied 

numerically as described by Ali (2017). A number of studies (Meknassi et al., 2000; Ghorai and 

Nigam, 2006; Ali, 2017; Schmelter et al., 2020) refer to data of Strand (1993), who measured 

pressure drop, interfacial structures and velocity profiles of stratified flows in a pipe of 

D = 100  mm. However, these data are limited to fully developed flows at one liquid superficial 

velocity only. Other studies at larger scale, e.g. water-air flow in a rectangular channel (Vallée et 

al., 2008), are hardly comparable with flow conditions in feed pipes of thermal separation units.  

Short entrance lengths have received little attention in numerical studies. Only Costa et al. (2018) 

investigated intermittent flows in a D = 26 mm pipe at L/D = 10. They reported satisfactory 

agreement (average deviation of ± 7 %) of void fraction, phase velocity and characteristic 

frequencies for two flow conditions. Few simulation studies for gas-liquid flow in piping elements 

with inlet/outlet in vertical-to-horizontal (and vice versa) orientation were performed (see Table 

2.6). 

Table 2.6: Numerical studies in curved pipes (vertical to horizontal orientation).  

In contrast to two-phase flow in bends with vertical to horizontal orientation, bends with 

inlet/outlet in horizontal-horizontal orientation have hardly been considered. Simulations with 

dispersed droplet phase up- and downstream of a 90° bend by James et al. (2000) and in 

horizontal 90° bends in series by Tang et al. (2020) were performed with geometries that can 

hardly be upscaled to commercial pipe dimensions or geometries. Accordingly, the predictive 

capabilities of today’s multiphase CFD is highly uncertain and deviations in the range of 5 - 30 % 

Curvature type D in mm R/D Reference 

Helical coil 10 - 40 25 - 20 Saffari et al. (2014) 

1.6 6 Tiwari et al. (2006) 

5 - 15 8 - 20 Vashisth and Nigam (2008); Vashisth et al. (2008) 

90° bend  
(vertical 

orientation) 

140 1 Hu et al. (2017) 

100 6 Legius and Van den Akker (1997) 

36 3 Aung and Yuwono (2013) 

12 1.5 Mazumder and Siddique (2011) 

90° bend  
(horizontal 
orientation) 

63 6 James et al. (2000) 

40 not specified Tang et al. (2020) 



State of the art 
 

36 

(Ekambara et al., 2008; Pinilla et al., 2019) between experimental data and simulation results can 

be expected. 

2.4 Objectives of this thesis 

The following research objectives are derived from the state of the art:  

(I) Establishment of a comprehensive database for developing two-phase flow: Available 

engineering and design methods for two-phase feeds mostly rely on applied heuristics and 

further development demands experimental data for not fully developed two-phase flows in 

typical feed pipe dimensions. An objective classification of the flow morphologies is required, 

which can be achieved by means of fuzzy identification algorithms. Such algorithm shall 

realistically quantify and visualize gradual transitions between flow morphologies. Further, 

morphology transitions introduced by e.g. curvatures and the morphology recovery 

downstream should be quantified. The capabilities of such an approach shall be 

demonstrated in various straight and bent pipe geometries. 

(II) Derivation of predictive criteria for undesirable flow morphologies: In order to reliably 

operate two-phase feeds, there is a strong demand to predict the inception of intermittent 

flow and entrainment for developing two-phase flow. Available criteria for intermittent flow 

are based on sufficient liquid supply and wave formation, which require minimum entrance 

length. Thus, inception criteria for short feed pipes should be adapted to account for the 

lower liquid levels and the observed transitions. It is assumed that the onset of entrainment 

can be predicted for fully developed flows with acceptable agreement. The governing 

mechanisms are linked to interfacial shear, phase slip and the occurrence of wavy 

morphologies, which will be captured by characteristic temporal features. A criterion is then 

required to classify any wavy flow with respect to susceptibility for entrainment. This 

criterion shall be applied to different pipe geometers and entrance lengths to obtain 

predictive correlations.  

(III) Assessment of suitable two-phase models and methods: Engineering of two-phase feeds 

is increasingly forced to rely on either reduced-order models or CFD-aided methods to 

predict two-phase flow morphologies for arbitrary geometries or fluid systems. However, 

state of the art CFD codes have not been tested for typical feed pipe geometries. Thus, the 

codes will be assessed for exemplary operating conditions in various pipe geometries. 

Among other reduced-order models, the TFM is capable of modelling developing flows by 

determining the liquid level for any entrance length. The comprehensive data from this work 

(see Objective I) shall be used to obtain parameters and terms in the fundamental model. 

The wide variety of the remaining reduced-order models will be compared in order to 

identify the most versatile models. Adaptations shall be proposed to allow more accurate 

predictions of the phase fraction of developing flows. 



Experimental method and algorithms for flow characterization 
 

37 

 

 

3  Experimental method and algorithms for flow characterization 

This chapter summarizes the design of the setups, the experimental procedures as well as applied 

measurement technique and corresponding data post-processing. An uncertainty analysis is 

performed to assess the reliability of the measurement data.  

Parts of this chapter have been published in: 

Döß, A., Schubert, M., Hampel, U., Mehringer, C., Geipel, C. and Schleicher, E. (2021). Two-Phase 

Flow Morphology and Phase Fractions in Larger Feed Line Sections. Chemie Ingenieur Technik 93, 

1134–1141. 

Döß, A., Schubert, M., Wiedemann, P., Junge, P., Hampel, U., Schleicher, E., Mehringer, C. and Geipel, 

C. (2021). Flow Morphologies in Straight and Bent Horizontal Pipes. ACS Engineering Au 1, 39–49. 

3.1 Experimental setups 

The experimental studies in this work were carried out in two different experimental facilities. In 

the DN50 feed pipe setup (installed at HZDR) test sections with inner diameter of 𝐷𝐷 = 50 mm are 

investigated in the facility. This pipe diameter was chosen as a reference for later comparison with 

experimental studies and flow regime maps in the literature. The DN200 feed pipe setup contains  

test sections with inner diameter of 𝐷𝐷  = 200 mm, which is comparable with commercial feed 

pipes. The DN200 setup is part of the experimental facility located at the pilot plant center of RVT 

Process Equipment GmbH, Steinwiesen. Both facilities have comparable piping and 

instrumentation diagrams including peripheral equipment, components and process 

instrumentation as illustrated in Figure 3.1.  

Water and air are mixed at the inlet before entering the test sections. Phases are separated in the 

larger separator vessels at the outlet. The air outlet is open to the atmosphere, while water is 

cycled with axial pumps from the storage vessels. Technical specifications of both facilities are 
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summarized in Appendix A.4. Various straight and bent PMMA and PVC pipe modules, described 

below, are installed to study their impact on flow morphology, void fraction and entrainment. 

 
Figure 3.1: Schematic of the experimental setups (black: identical configuration, blue: DN50 feed pipe 
setup, green: DN200 feed pipe setup).  

DN50 feed pipe setup (reference setup): The feed pipe section in the reference setup is 

mounted in a frame (Figure 3.2) and directly connected to the separator at elevated height (with 

respect to water supply) in order to avoid influence from piping upstream the test section. To 

cover the full range from low to high gas flows, different air supply lines and inlet mixers are used 

(concentric arrangement for 𝑢𝑢s,G < 11 m s-1, T-junction arrangement for 𝑢𝑢s,G ≥  11 m s-1) as 

illustrated in Figure 3.2c. Figure 3.2b shows the straight feed pipe section in horizontal 

orientation. The bent pipe configurations considered in this study are upright S-bend, horizontal 

S-bend and 90° horizontal bend as shown in Figure 3.3b. All bends are with inlet and outlet in 

horizontal orientation and R/D = 1 (dimensions of the bends are shown in Figure 3.3a). In order 

to minimize the distance between the end of the curvature and the outlet opening (connecting 

flanges) and to allow visual observation, the bends were fabricated by additive manufacturing 

(stereolithography, PTZ Prototypenzentrum GmbH, Dresden) using a transparent epoxy resin 

(P3005). 

DN200 feed pipe setup: Figure 3.4 shows the DN200 feed pipe setup used for the flow analysis 

in a straight pipe. Gas and liquid of the DN200 feed pipe are mixed with a T-junction with 

concentric inlet, where liquid phase entered through a narrow annulus, while the gas was fed in 

the core region (Figure 3.4b). The two-phase mixture is then discharged into a DN1000 separator 

acting simultaneously as liquid storage tank (see Figure 3.4). Similar to the DN50 feed pipe setup, 
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a 90° horizontal bend (R/D = 1, D = 200 mm) is installed to analyze the downstream flow 

development. 

 

Figure 3.2: a) DN50 feed pipe setup (reference system), b) straight feed pipe section, c) CAD drawing of the 
gas-liquid mixers. 

 

Figure 3.3: a) 90° bends used in the DN50 feed pipe setup, b) bent pipe arrangements with respective 
symbols used below (Table 3.2). 
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Figure 3.4: a) DN200 feed pipe setup with the straight test section, b) CAD drawing of the gas-liquid mixer. 

3.2 Wire-mesh sensors 

Wire-mesh sensors (WMSs) are well established (Prasser et al., 1998; da Silva, 2008; Velasco Peña 

and Rodriguez, 2015; Kipping et al., 2016) for multiphase flow imaging in vertical (Möller et al., 

2019; H. M. Prasser et al., 2002; Sharaf et al., 2011) and horizontal (Da Silva et al., 2011; Vieira et 

al., 2014; Sahovic et al., 2020) pipes. They are low-intrusive, robust and provide high temporal 

resolution at less costs compared with radiation-based imaging techniques.  

A WMS consists of two planes with parallel electrodes (wires) of perpendicular orientation. 

Measurements based on local conductivity differences in the two-phase flow were performed in 

this work. The measurement principle relates current signals, measured at each virtual WMS-

crossing point between electrodes of respective orthogonal wires, to the phase fractions of water 

(conductive) or air (non-conductive). Figure 3.5 shows the sensor principle and exemplary 

illustrations of phase distribution images obtained after data post-processing.  

The transmitter electrodes are consecutively excited (rectangular voltage excitation signal 𝑈𝑈t) by 

corresponding switches, while the non-active electrodes are grounded. Current signals 𝐼𝐼r(𝑐𝑐) , 

measured at the receiver electrodes are converted into voltage signals 𝑈𝑈r  that refer to the 

instantaneous conductivity (i.e. volumetric phase fraction) in the virtual crossing point (fluid 

volume) between receiver and transmitter electrodes. The analogue signals are converted into 

digital data and stored. The maximum frame rate of a wire-mesh sensor is kHz. Ultimately, void 

fraction data are then obtained by normalizing the output voltage signals based on single-phase 

reference measurements. The latter are obtained at operation conditions to avoid temperature 

drift that affects electric conductivity of water (Wiedemann et al., 2020). Figure 3.5b shows one 
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single frame representing an instantaneous void fraction distribution within a sequence of a 

pseudo-slug flow. The visualization of flow morphologies is achieved plotting consecutive frames 

as a stack, which gives a pseudo-3D representation (see Figure 3.5c). It should be noted that 𝑥𝑥 and 

𝑦𝑦 refer to the directions of the wires and 𝑐𝑐 is the sampling time.  

 
Figure 3.5: a) WMS measurement principle: b) post-processed data and c) visualization of flow 
morphologies. 

Three WMSs with 16 × 16 virtual crossing points were installed in the DN50 feed pipe setup at 

different positions along the feed pipe. One WMS with 64 × 64 crossing points was installed in the 

DN200 feed pipe setup. The specifications of the installed WMSs are summarized in Table 3.1.  

Table 3.1: Specifications of applied WMSs. 
 DN200 WMS DN50 WMS  

 

  

Number of sensors 1 3 

Opening diameter 200 mm 50 mm 

Wire grid 64 × 64 16 × 16 

Wire thickness 0.25 mm 0.25 mm 

Spatial resolution  3.05 mm × 3.05 mm 3.13 mm × 3.13 mm 

Frame rate, 𝑓𝑓s 2.5 × 103 s-1 10 × 103 s-1 
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3.3 Experimental procedure 

Experiments were carried out for flow rates based on the flow regime map of Mandhane et al. 

(1974), which is one of the most frequently used maps for small pipes and water-air two-phase 

flows. In order to capture the supposed transitions between flow morphologies, the experimental 

matrices were pre-defined on a log-log axes chart as shown in Figure 3.6. 

 
Figure 3.6: Experimental matrices for configurations with a) straight pipe, b) upright S-bend, c) horizontal 
S-bend and d) 90° horizontal bend. 

Since two-phase feeds in separation columns are preferably operated with high gas flow rates, the 

experiments were designed to achieve high gas flow rates, while maximum liquid flow rates were 

limited by the pumps’ maximum head. In order to enable easier comparison between both 

experiments, data are presented below in terms of mass fluxes (�̇�𝑚k) according to 

�̇�𝑚k =
�̇�𝑀k

𝐷𝐷
= 𝜌𝜌k𝑢𝑢s,k . 3.1 
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The operation and measurement procedures was identical for both setups. The liquid flow rates 

were adjusted via frequency inverters of the pumps and manual valve adjustments. The liquid 

flow rates were measured with flow meters for the ranges of flow rates below and above 6 m³h-1, 

installed in both branches of the DN50 feed pipe setup. Due to the lower range of liquid flow rates 

in the DN200 feed pipe setup, a single measurement in the main supply line was sufficient. The 

density of the incompressible liquid was calculated considering the measured liquid temperature. 

The gas flow rates �̇�𝑉G,ref in the single-phase supply lines (reference value, index ref) of the DN50 

feed pipe setup were determined with mass flow controllers based on differential pressures 

across a laminar flow element. Two devices were used for flow rates below and above  

100 sl min-1, respectively. In the DN200 feed pipe setup, �̇�𝑉G,ref was derived from the pressure drop 

across an orifice. Changes in the gas phase density due to pressure losses and temperature 

fluctuations were considered via local temperature and pressure measurements at the inlet 

(mixer). Accordingly, the gas flow rates were adjusted iteratively via mass flow controllers 

(reference setup) and blower rotational speed (DN200 feed pipe setup). The ideal gas equation 

was employed to obtain the gas flow rate at the inlet of the test sections (index inl) from the 

corresponding reference properties of the gas mass flow measurements: 

�̇�𝑉G,inl = �̇�𝑉G,ref
𝜕𝜕G,ref

𝜕𝜕G,inl

𝑇𝑇G,inl

𝑇𝑇G,ref
 . 3.2 

The average inlet gas and liquid temperatures for the DN50 and DN200 feed pipe setup were 

𝑇𝑇G,inl  = 26.4 ± 5.3 °C, 𝑇𝑇L,inl  = 24.4 ± 1.6 °C and 𝑇𝑇G,inl  = 19.3 ± 2.7 °C, 𝑇𝑇L,inl  = 21.3± 3.0 °C, 

respectively. Eventually, the average temperature between water and air at inlet was used to 

calculate the fluid properties present in the test sections (assuming isothermal conditions) using 

the fluid property library ‘CoolProp‘. It should be noted that slightly higher water-air inlet 

temperature differences were obtained in the DN50 feed pipe setup resulting from the heat 

introduced by the pump (for high liquid flow rates) as well as from decreasing air temperature 

caused by the expansion of the supplied pressurized air (from 6 to 8 bar(a) to 1 to 2 bar(a) in the 

test section).  

Pressure taps at the bottom of the test section were used to measure the operating pressure at 

test section inlets. In both test sections, the absolute pressure was measured by calibrated relative 

pressure transducers. Therefore, regular readings of the ambient pressure from online climate 

data (www.kachelmannwetter.com) were used to correct the measured pressure. The online data 

were corrected to account for the respective sea level of the installations according to Wagner and 

Kretzschmar (2008). 
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Once steady-state operation was achieved, WMS measurements were started. The default 

recording time of 60 s was extended up to 600 s when periodic structures with low frequency 

(e.g. slugs, long waves) were observed. The measurement positions of the WMSs are shown in 

Table 3.2.  

Table 3.2: Investigated pipe configurations. 

Geometry 
(   Flow direction) 

Configuration D in 
mm 

Entrance lengths Total number 
of 

measurements INL OUT REF 

 
Straight pipe 

50 L/D = 10 L/D = 25 L/D = 75 129 

200 L/D = 10 - - 26 

 

Upright S-
bend 

50 L/D = 25 L/D = 30 L/D = 75 82 

 
Horizontal S-

bend 
50 L/D = 25 L/D = 30 L/D = 75 109 

 

Horizontal 90° 
bend 

50 L/D = 75 L/D = 78 L/D = 108 72 

200 L/D = 7.5 L/D = 13 L/D = 23 24 

The measurement positions in Table 3.2 refer to the entrance lengths upstream the recorded flow 

morphologies, i.e. the distance from L/D = 0 (the positions are highlighted in Figure 3.2 and Figure 

3.4). The inlet (INL) and outlet (OUT) measurement locations were L/D = 2.5 apart from the 

investigated curvatures. The reference position (REF) was selected to analyze the recovery of the 

flow morphology downstream the bend. In the straight pipes, these positions revealed the 

developing flow morphology without impact of a bend. The maximum entrance length for each 

bent test section was used to compare the recovery of the flow morphology with respect to the 

straight reference pipe.  

3.4 Data processing 

The commercial WMS software framework (ver. 1.3.0, HZDR Innovation, M. Beyer et al., 2018) 

was used for data post-processing to determine the void fractions  

𝛼𝛼G,i1,i2,nm =
𝑈𝑈r,W,i1,i2,nm − 𝑈𝑈r,tp,i1,i2,nm
𝑈𝑈r,W,i1,i2,nm − 𝑈𝑈r,G,i1,i2,nm

 . 3.3 

The gas phase (air) is considered non-conductive (𝑈𝑈r,G,i1,i2,nm ). Thus, the instantaneous void 

fractions according to Equation 3.3 depend only on the measured voltage signals of the two-phase 

mixture (𝑈𝑈r,tp,i1,i2,nm ) and on the liquid phase reference (𝑈𝑈r,L,i1,i2,nm ). The indexes i1 and i2 in 
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Equation 3.3 refer to the electrodes, i.e. the virtual crossing points in the cross-section. Individual 

frames are labelled with index nm and the time-averaged local void fraction 𝛼𝛼G,i1,i2  is  

𝛼𝛼G,i1,i2 =
1

max (𝑛𝑛m)
�𝛼𝛼G,i1,i2,nm  .
𝑛𝑛m

 3.4 

Values outside the circular pipe cross-section were considered according to their area 

contribution by the weighting factor 𝑎𝑎i1,i2  to obtain the cross-sectional averaged void fraction 

according to 

𝛼𝛼G = � � 𝛼𝛼G,i1,i2 ∙ 𝑎𝑎i1,i2

max (i2)

i2=1

max (i1)

i1=1

. 3.5 

3.4.1 Fuzzy flow morphology classification 

Recently, Wiedemann et al. (2019) introduced a novel fuzzy flow pattern identification (FFPI) 

method for fully developed horizontal two-phase flows. FFPI utilizes the fuzzy ‘c-means’ 

clustering of the following parameters of void fraction recordings (e.g. obtained from WMS): 

 span of the void fraction time series of the upper pipe half, 

 arithmetic mean of the void fraction time series of the lower pipe half,  

 normalized standard deviation of the temporally averaged void fraction.  

These parameters were analyzed and resulted in the definition of four cluster centers (index n), 

representing the main flow morphologies, i.e. annular (A), bubbly (B), intermittent (I) and 

stratified (S). The main advantage of the FFPI approach is the objective and rigorous 

representation of the flow morphology (Wiedemann et al., 2019). The FFPI represents any 

possible two-phase flow morphology via degrees of membership, 𝐹𝐹n  , (Euclidian distance from 

each of the four cluster centers) to the four main morphologies via the normalized (all 𝐹𝐹n sum up 

to unity, the smallest 𝐹𝐹n is set to zero) membership function Ƒ 

Ƒ = [𝐹𝐹A,𝐹𝐹B,𝐹𝐹I,𝐹𝐹S]. 3.6 

Wiedemann et al. (2019) proposed a visualization that transforms the membership function into 

polar coordinates (𝛽𝛽 , 𝑅𝑅n). However, the full fuzzy representation in conventional flow regime 

maps (with Cartesian axes) is not possible assigning arbitrary symbols or colors. Thus, an 

advanced visualization approach is introduced that can be applied for transitional morphologies 

of evolving two-phase flows in short pipes or bends. The values of the 4D FFPI membership 

function are assigned to hue and intensity (lightness) of the HSL color model, which then can be 

transformed into the RGB color mode.   
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The procedure is exemplarily illustrated in Figure 3.7 for the beginning transition from 

intermittent (plug) towards bubbly flow and corresponding degrees of membership Fn. The 

degrees of membership, 𝐹𝐹A,𝐹𝐹B and 𝐹𝐹S are assigned to hue by the angular coordinate, 𝛽𝛽, and 𝐹𝐹I is 

assigned to the intensity (lightness) by the radial coordinate, Rn,(Figure 3.7 b). Transformation 

from the HSL color model into the RGB(𝛽𝛽, Rn) color model yields the color-coded representation 

of the FFPI as shown in Figure 3.7c. The conversion from HSL to RGB is a common convention and 

not further specified here. Data processing using MATLAB R2015a featured the HSV color space 

and the conversion to RGB with the built-in function ’hsv2rgb’. 

 
Figure 3.7: a) Pseudo-3D-visualization of the WMS recordings for a transitional morphology with FFPI 
membership function Ƒ and corresponding polar coordinates (𝛽𝛽, Rn), b) allocation of 𝛽𝛽 in the hue map and 
Rn to the intensity of the HSL color model c) resulting color-coded representation in the RGB(𝛽𝛽, Rn) color 
model.  

Figure 3.8 shows the resulting visualization in polar coordinates (according to the visualization 

approach introduced above) and in Cartesian coordinates (i.e. typical notion for traditional flow 

regime maps) for the experimental data obtained for the straight pipe configuration (D = 50 mm). 

Color gradients between adjacent data points in Figure 3.8 represent the gradual transitions 

between flow morphologies that are disclosed by the fuzzy classification. To account for the 

irregularly and arbitrarily designed experimental matrices, the color-coded representation of the 

FFPI was interpolated using MATLAB R2015a’s ‘scattered interpolant’ function (natural 

interpolation, nearest neighbor extrapolation) on a regular 500 × 500 grid in the axis limits of 

Figure 3.6.  

Figure 3.8 (right) highlights the difference between a traditional flow regime map with rigorous 

boundaries from the areas occupied with points featuring similar flow morphologies (colors).  For 

the sake of better interpretation of the results presented in this study, regions (ranges of mass 

flux) occupied by the four main morphologies, respectively, are distinguished. The main 
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morphologies are fairly well classified if the dominant degree of membership (Fn* = max(Ƒ)) 

exceeds the threshold Fn* > 0.8 (black lines in Figure 3.8). The threshold value was obtained by 

analyzing the FFPI functions of known flow morphologies that occur in the reference geometry 

(straight pipe, both pipe diameters). Data points located outside the boundaries of the main 

regimes are considered as minor (transitional) regimes in the following. 

 
Figure 3.8: FFPI-based morphology classification (A - Annular, B - Bubbly, I - Intermittent, S - Stratified)  of 
the measurements in the DN50 feed pipe at position REF in polar (left) and Cartesian coordinates (right). 
The flow regime map of Mandhane et al. (1974) is indicated by dotted lines and gray text labels. 

Although this work focusses on the FFPI-based flow classification, further characterization of the 

transitional morphologies is possible, when considering more than one degree of membership at 

the same time. However, such method requires (semi-) empirical assumptions and leads to further 
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defuzzification. An example, which is similar to the constraint decision defuzzification (CDD) of 

Leekwijck and Kerre (1999), is provided in Appendix A.5.  

3.4.2 Power spectral density  

The onset of entrainment is linked to the presence of interfacial waves, which comprise 

characteristic fluid dynamics. Such characteristics can be revealed from dynamics in the void 

fraction data by means of analysis in the frequency domain  (Jones and Zuber, 1975). Here, a signal 

is represented by its power spectral density function (PSD). Energy concentrates in frequency 

bands that refer to the characteristic frequencies 𝑓𝑓 of the flow morphologies (Nguyen et al., 2010; 

Liu et al., 2012; Zhai et al., 2015).  

According to ‘Welch’s overlapped segmented average spectral density estimate (Welch, 1967), 

consecutively overlapping segments (sliding windows) are averaged during the analysis to reduce 

the variance of the results (Heinzel et al., 2002). Each segment is obtained from the measured time 

series (void fraction signal) multiplied with a window function (𝑊𝑊Hann). The PSD of one segment 

is obtained by the discrete Fourier transformation (DFT) according to  

𝑃𝑃𝑆𝑆𝐷𝐷(𝑚𝑚) =
2

𝑓𝑓s ∙ 𝑆𝑆DFT,2
� � 𝛼𝛼G(𝑛𝑛m) ∙ 𝑊𝑊Hann(𝑛𝑛m) ∙ exp �−i  

2π ∙ 𝑛𝑛m ∙ 𝑚𝑚
𝑁𝑁DFT

�

𝑛𝑛m,max

𝑛𝑛m=0

�

2

  𝑚𝑚 = 0,1, … ,
1
2
𝑁𝑁DFT 3.7 

Here 𝑛𝑛m denotes the discrete time step of the void fraction signal 𝛼𝛼G(𝑛𝑛m) that is sampled with at 

frequency 𝑓𝑓s. The PSD is obtained at discrete frequencies in the interval [0; 𝑓𝑓s 2⁄ ] (the upper limit 

refers to the Nyquist-Shannon sampling theorem) that is resolved by equidistant grid points 

𝑓𝑓res =  𝑚𝑚 ∙ 𝑓𝑓S 𝑁𝑁DFT⁄ .  Consequently, the DFT window length 𝑁𝑁DFT  affects the accuracy of the 

solution as follows:  

For 𝑁𝑁DFT → 213 (equals  0.8 s  and 3.3 s for the frame rates specified in Table 3.1): 

 small frequencies in the signal αG(𝑛𝑛m) cannot be resolved 

 lower resolution of the frequency domain is obtained (less accurate determination of 

characteristic frequencies), the PSD shape is more steady 

For 𝑁𝑁DFT → 217 (equals 13.1 s and 52.4 s for the frame rates specified in Table 3.1): 

 small frequencies can be resolved 

 the resolution of the frequency domain is increased, the PSD is more unsteady 

 fewer windows 𝑛𝑛DFT  are taken from the signal 𝛼𝛼G(𝑛𝑛m), increased deviation across all 

windows. 

Since the characteristic frequency is unknown in advance, the DFT was performed for varying 

window lengths (in the range of 213 < 𝑁𝑁DFT < 217) in order to obtain small and high frequency 

values. Details about the applied window function and the resulting accuracy of the determined 
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frequencies are provided in Appendix A.6. Figure 3.9 shows an example of the PSD obtained in the 

DN50 feed pipe setup with a straight pipe at 𝑢𝑢s,G = 4.50 m s-1 and  𝑢𝑢s,L = 0.05 m s-1. 

Figure 3.9a illustrates different DFT window lengths in comparison to a full measurement signal 

(60 s acquisition time). The resulting PSDs obtained via DFT are shown in Figure 3.9b. Obviously, 

short window length (black lines) captures only higher frequencies and the PSD shows a slightly 

pronounced peak around 18.3 Hz. Contrary, longer window lengths (orange and blue lines) reveal 

peaks around 5.5 Hz and 0.5 Hz. The higher absolute values of the PSD account for higher signal 

energies at these frequencies, which can be considered the characteristic frequencies. However, 

the higher resolution of the frequency is accompanied by a more unsteady and less regular curve. 

 
Figure 3.9: a) Visualization of the window length compared to the complete data set (normalized void 
fraction 𝛼𝛼G − 𝛼𝛼�G) and b) calculated PSD and obtained frequencies. 

Consequently, the determination of the characteristic frequencies was performed iteratively for 

all window lengths. It should be mentioned that the selection of signal peaks is subjected to 

individual perception (e.g. for the peak at 0.46 Hz in Figure 3.9b). Note that not all data obtained 

in this work yielded reasonable frequencies from the respective PSDs and thus, were excluded 

from the analysis. 

3.5 Measurement uncertainty  

The data acquisition of the operating conditions differed between the DN200 feed pipe setup 

(manual read out of devices) and the DN50 feed pipe setup (automated system with a sampling 

rate of ca. 8 Hz for all sensors). The experiments in the DN200 feed pipe setup (Figure 3.6) resulted 

in flow morphologies with less pronounced fluctuations for which manual readings of the 

pressure and temperature sensors were sufficient.  
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Assuming isothermal flow, the average temperature between inlet and outlet of the test section 

could be calculated using the arithmetic mean (index ari) or logarithmic (index log) temperature 

difference. However, across all measurements this results in an average deviation of the gas 

density of ∆(�𝜌𝜌G,inl − 𝜌𝜌G,ari�) = 8.6 × 10-3 ± 9.1 × 10-3 kg m-3 and ∆(|𝜌𝜌G,inl - 𝜌𝜌G,log|) = 4.3 × 10-3  

± 4.6 × 10-3 kg m-3, which can be considered negligible. 

Since the experiments were carried out for same volumetric flow rates (or superficial velocities), 

the uncertainty is determined by the measurements of temperature, pressure and flow rate of 

both phases, respectively. According to the error propagation law the uncertainty of the flow rate, 

∆�̇�𝑉k , is determined from the uncertainty 𝛦𝛦�𝑥𝑥exp�  of the measurand 𝑥𝑥exp  multiplied with the 

partial derivative of the correlation for �̇�𝑉k,inl�𝑥𝑥exp� with respect to 𝑥𝑥exp according to 

∆�̇�𝑉k,inl = �� �
∂�̇�𝑉k,inl�𝑥𝑥exp�

∂𝑥𝑥exp
𝛦𝛦�𝑥𝑥exp��

𝑛𝑛m,max

𝑛𝑛m=1

2

 . 3.8 

The mean uncertainty of the measurand was obtained from the statistical uncertainty of the 

recordings 𝜀𝜀1 and the uncertainty of the measurement device 𝜀𝜀2 according to 

𝛦𝛦�𝑥𝑥exp� = �𝜀𝜀12 + 𝜀𝜀22 = ��
𝜎𝜎exp

�𝑛𝑛m,max
�
2

+ 𝜀𝜀22. 3.9 

In Equation 3.9,  𝜎𝜎exp refers to the standard deviation of 𝑛𝑛m,max  recordings and 𝜀𝜀2  is the 

uncertainty specified by the technical data sheet of the measurement device. 

Appendix A.7 presents detailed information about the respective measurement uncertainty of the 

applied measurement techniques in this work. Table 3.3 shows the resulting measurement 

uncertainties applying Equations 3.8 and 3.9. 

Table 3.3: Measurement uncertainty of the measured flow rates in both test sections. 

Geometry Phase 𝐤𝐤 ∆�̇�𝑽𝐤𝐤 
(average) 

∆�̇�𝑽𝐤𝐤 
(maximum) 

l h-1 % l h-1 % 

DN200 feed pipe setup 
G 46.2×103 6 244×103 6 

L 11.9 ×101 0.5 22.0 ×101 0.5 

DN50 feed pipe setup 
G 0.17×10-3 1.4×10-3 0.99×10-3 6.9×10-3 

L 0.15×10-3 5.3×10-3 0.69×10-3 22.9×10-3 
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According to Tompkins et al. (2018), the measurement uncertainty of the void fraction data 

obtained from the WMS measurements is dominated by 

 current measurement (pre-amplification, uncertainty of the current measurements) and 

transformation of the digital signals into void fraction, 

 physical dimensions of the sensor, 

 intrusiveness of the sensor. 

Previous validation studies (Sharaf et al., 2011; Velasco Peña and Rodriguez, 2015; 

Tompkins et  al., 2018) compared the results obtained from WMS measurements with other state 

of the art measurement principles. Accordingly, average uncertainties of ± (2 - 5) %  

to ± (10 - 11) % (Tompkins et al., 2018) can be expected, depending on the flow morphology. 

While WMS were considered sufficiently accurate to capture characteristic features of the 

investigated flow morphologies, small-scale or local phenomena (e.g. droplet entrainment) cannot 

be captured (Theßeling and Grünewald, 2019). 

The invasive nature of the measurement principle is known to influence the flow morphology 

downstream of the sensors by the reduced flow cross-section (Tompkins et al., 2018). Studies 

confirmed promoted bubble breakup and bubble acceleration (Tompkins et al., 2018) or 

increased pressure drop (Velasco Peña and Rodriguez, 2015), however, WMSs are still considered 

as accurate measurement technique. Preliminary tests revealed the small influence of the 

upstream WMSs on the recordings of the downstream WMS as illustrated in Figure 3.10.  

 
Figure 3.10: Recorded void fraction data at measurement position a) REF, b) OUT, c) INL, for two 
simultaneously installed WMS compared against the data for three installed WMS. Symbols indicate the 
installation position of the upstream WMS (INL or OUT) in the reference diameter test section (straight pipe 
configuration). 

Figure 3.10 compares void fraction data obtained in the straight test section with three WMSs 

simultaneously installed (abscissa) against the data obtained when only two WMSs were installed 

(at position REF and at positions INL or OUT). The data are compared for each measurement 

position individually (Figure 3.10a to c) and the maximum relative deviation is highlighted by the 
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gray background. Note that the maximum deviation is attributed to single measurements that are 

shown for reference only. Fairly low average deviations of 3.5 % (REF), 2.1 % (OUT) and 3.1 % 

(INL) were obtained, which confirms that a negligible effect of the intrusive WMSs for the 

experimental method. 

Wiedemann et al. (2020) demonstrated an influence of temperatures changes between reference 

measurement and two-phase measurement on the void fraction. In this work, the influence of the 

fluid temperature was compensated by repeating the reference measurements multiple times 

during the measurement campaigns. Additionally, repeated measurements revealed the statistical 

deviations of the captured void fraction data, i.e. ± 5.2 × 10-3 absolute percentage points of the void 

fraction (± 0.7 % relative deviation) and ± 7.3 × 10-3 absolute percentage points of the void 

fraction (± 4.7 % relative deviation) in the DN200 and DN50 feed pipe setups, respectively.  
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4  Flow morphologies in different feed pipe geometries 

This chapter presents developing two-phase flows in the vicinity of different pipe curvatures. The 

flow morphologies are classified by the advanced FFPI classification introduced in Section 3.4.1.  

Parts of this chapter have been published in: 

Döß, A., Schubert, M., Hampel, U., Mehringer, C., Geipel, C. and Schleicher, E. (2021). Two-Phase 

Flow Morphology and Phase Fractions in Larger Feed Line Sections. Chemie Ingenieur Technik 93, 

1134–1141. 

Döß, A., Schubert, M., Wiedemann, P., Junge, P., Hampel, U., Schleicher, E., Mehringer, C. and Geipel, 

C. (2021). Flow Morphologies in Straight and Bent Horizontal Pipes. ACS Engineering Au 1, 39–49. 

4.1 Developing two-phase flow in straight pipes 

The two-phase flow in the straight pipe (DN50 feed pipe setup) was analyzed at positions INL, 

OUT and REF. Figure 4.1 allocates the identified main morphologies via FFPI (Section 3.4.1). 

Figure 4.1a to Figure 4.1c reveal the different entrance lengths required for the development of 

the respective morphologies in the DN50 feed pipe setup. Large regions of annular (A) and bubbly 

(B) flow at the inlet illustrate the influence of the mixing geometry causing pronounced liquid 

dispersion and bubble generation at position INL, respectively. Downstream the inlet, the areas 

occupied by both morphologies clearly shrink. Hence, this represents an increasing degree of 

membership to the intermittent morphology, i.e. the flow fluctuates (higher waves amplitudes and 

frequencies or even pseudo-slugs) and destabilize. The annular morphologies are fully developed 

at L/D = 30 (OUT). Along the pipe, the region of the intermittent morphology (I) spreads towards 

lower liquid mass fluxes as a result of growing waves (transition region between stratified and 

intermittent).   
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Figure 4.1: FFPI-based morphology classification of the developing two-phase flow in the DN50 feed pipe 
setup at positions a) INL, b) OUT, c) REF and d) in the DN200 feed pipe setup at position INL (with examples 
of time-averaged void fraction images). 

Complementary measurements at same gas and liquid mass fluxes (ṁG/L) were performed in the 

DN200 feed pipe setup. The corresponding flow morphologies obtained via FFPI at L/D = 10 are 

shown in Figure 4.1d. The flow morphologies encountered in the DN200 pipe are FFPI-classified 

as either annular ( �̇�𝑚G  > 10 kg m-2 s-1) or transitional stratified-wavy ( �̇�𝑚G  < 10 kg m-2 s-1). 

However, the expansion of the annular region in Figure 4.1d reveals a more pronounced degree 

of membership towards annular flow at higher �̇�𝑚L, which is also illustrated by the dispersion at 

the gas-liquid interphase and the circumferential liquid spreading. Compared with the D = 50 mm 

annular flow counterpart, however, the gas-liquid interphase is less distinctive (emphasized by 

the iso-lines in the embedded cross-sectional images in Figure 4.1d. Moreover, the void fraction 

in the large diameter test section is significantly higher at identical mass fluxes and the resulting 

morphologies feature low degrees of membership to the intermittent morphology. This is 

exemplarily shown in Figure 4.2 via ‘paths’ (I, II) along constant liquid mass fluxes �̇�𝑚L. It is obvious 

that, for the same range of mass fluxes, the flow in the DN50 feed pipe setup experiences more 
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pronounced morphology changes. However, the overlap of the paths in the annular region of 

Figure 4.2 (represented by blue color) indicate similar flow features in both test sections.  

 
Figure 4.2: Effect of ṁG on the flow morphology for both feed pipe setups at (I) �̇�𝑚L = 100  kg m-2 s-1 and (II) 
�̇�𝑚L = 400 kg m-2 s-1. 

4.2 Effect of pipe curvatures on the flow morphology  

Bends are essential parts of commercial piping between process components. Their effects on the 

flow morphology upstream (position INL) and downstream (position OUT) the bent 

configurations (Table 3.2) are discussed here. 

Figure 4.3 illustrates the two-phase morphologies featuring the FFPI-based morphology 

classification for both S-bend configurations. At low gas fluxes (�̇�𝑚G < 1 kg m-2 s-1), the upright S-

bend causes intermittent flow as a result of the temporary blocking of the vertical pipe cross-

section with accumulated liquid (Figure 4.3a). Stratified morphologies occur for high gas mass 

flux at low liquid mass flux and most of the neighboring transitional morphologies involve 

fluctuations and instabilities (higher degrees of membership to intermittent flow), as indicated by 

lower color intensity. The mixing induced by the twofold re-orientation of the flow shifts most of 

the intermittent morphologies towards the transition between annular (blue) and bubbly (green) 

morphologies for high and low gas mass flux, respectively (Figure 4.3b).  

The horizontal S-bend has less influence on the flow morphology at inlet and outlet than the 

vertical S-bend (compare Figure 4.3a and b with Figure 4.3c and d). For high liquid mass flux, the 

horizontal S-bend promotes bubble coalescence (the bubbly regime disappears comparing Figure 

4.3c and d) and more fluctuating morphologies at low and high gas mass flux, respectively. The 

transition region between stratified and intermittent patterns reveal less dynamics (lower 
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degrees of membership to the intermittent morphology) than in the straight pipe configuration 

(compare Figure 4.3d with Figure 4.3c  and Figure 4.1b). This indicates an overall tendency of the 

S-bend to silence entering wavy morphologies, thus, suspending wave growing along the pipe. 

 
Figure 4.3: FFPI-based morphology classification of the developing two-phase flow in the DN50 feed pipe 
setup with upright S-bend at positions a) INL and b) OUT and with horizontal S-bend at position c) INL and 
d) OUT. 

Figure 4.4 summarizes the identified two-phase morphologies for the horizontal 90° bend in both 

feed pipe sections. The encountered morphologies in the DN50 feed pipe section fairly coincide 

with those of the straight pipe (compare Figure 4.1c and Figure 4.4a). For low liquid mass flux, the 

bend fosters circumferential liquid spreading and dispersion (promoting annular morphologies) 

at the outlet (extension of the annular region in Figure 4.4b). 

For higher liquid mass flux, the transitional morphologies shift from irregularly shaped, large 

amplitude waves towards more violently pseudo-slug flow, i.e. the degree of membership to 

stratified flow decreases and the degree of membership to bubbly increases. Similar to the 

horizontal S-bend (Figure 4.3b), the transition region between stratified and intermittent flow is 
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more distinct because only few slugs survive the sudden re-orientation. Moreover, pronounced 

coalescence at inlet and outlet (bubbly morphology was not observed) indicate the upstream 

effects of both bends.  

 

Figure 4.4: FFPI-based morphology classification of the developing two-phase flow in the horizontal 90° 
bend in the DN50 feed pipe setup at positions a) INL and b) OUT and in the DN200 feed pipe setup at 
positions c) INL and d) OUT. The flow direction is towards the image plane. 

The horizontal 90° bend in the DN200 feed pipe section shifts stratified and annular morphologies 

(Figure 4.4a) towards transitional morphologies with irregular interface with a high degree of 

membership of the stratified morphology (Figure 4.4 b). At low mass flux, liquid accumulates 

upstream the bend and higher liquid levels are obtained at the inlet compared with the outlet or 

the straight pipe (see  Figure 4.1a). The comparison of the degrees of membership at positions 

INL and OUT is provided in Appendix A.8  

4.3 Morphology recovery 

Preferably, pipe routing and plant design consider sufficient calming lengths downstream pipe 

curvatures to avoid or at least to minimize the occurrence of undesired flow morphologies (see 
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Section 4.2). The flow morphologies obtained far downstream the bends (position REF) are 

analyzed and compared with the morphologies at the inlet (referred to as ‘relative recovery’) and 

with the reference morphologies in straight pipes (referred to as ‘absolute recovery’). The FFPI 

method is applied again to assess the two-phase flow morphology recovery, i.e. whether the 

calming lengths were sufficient or not.  

Figure 4.5 exemplarily shows the FFPI-based morphology classification and the (relative) 

morphology recovery for the upright S-bend at the reference position. 

 
Figure 4.5: FFPI-based morphology classification for the developing two-phase flow in the upright S-bend 
(DN50 feed pipe setup) at position REF, b) parity plot of the morphology recovery exemplarily shown for FI 

with colors referring to the morphology at the reference position (REF). 

Figure 4.5a reveals that most of the transitional morphologies induced by the upright S-bend 

(compare with Figure 4.3b) change towards intermittent (I) flow similar to the bend inlet (Figure 

4.3a). Furthermore, an additional stratified flow region is now established at low �̇�𝑚L. In order to 

assess the morphology recovery, Figure 4.5b shows the parity plot of the degrees of membership 

to the intermittent regime FI at positions INL (FI*) and REF (FI). For visual aid, only the dominant 

degrees of membership (indicated by the *, see Section 3.4.1) are shown on the abscissa of Figure 

4.5b. Points located near the diagonal parity line (FI* = FI) for high values of FI* ≥ 0.8 indicate that 

the axial pipe length was sufficiently long to fully recover (or remain) the main inlet morphology, 

i.e. L > entrance length. Based on the threshold between main and minor morphologies (Section 

3.4.1), the parity plot can be subdivided into five characteristic regions (see Figure 4.5b): 

(≈)    Recovery: respective main morphology fully recovers, 

(++)  Transition: initial morphologies change to different main morphologies,  

(+)   Amplification: degree of membership of the initial morphologies increase, 

(-)    Attenuation: degree of membership of the initial morphologies decrease, 

(0)  Not possible: the normalized membership function 𝑓𝑓 implies 1/3 < Fn* < 1  
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Obviously, the majority of the main intermittent morphologies fully recover (≈) or evolve as a 

result of a transition (++). Flow morphologies of the attenuation (-) or amplification (+) regions 

change towards other morphologies depending on the remaining three degrees of membership 

(note that FA, FB and FS are not specified in Figure 4.5b). Detailed information about the 

morphology recovery for all degrees of membership (in terms of parity plots similar to Figure 

4.5b) is provided in Appendix A.9.  

The analysis in Section 4.2 revealed various upstream effects on the morphology, which 

superimposed the morphologies at outlet and reference locations of the bent pipes. In order to 

assess whether the two-phase flow morphology downstream bends recovers being comparable 

to that of the straight pipe at the reference position, the ‘absolute recovery’ is presented. Figure 

4.6 shows parity plots (bent vs. straight pipe) at the reference position (REF) for representative 

degrees of membership 𝐹𝐹n.   

Figure 4.6 exemplarily shows the degrees of membership of intermittent (Figure 4.6 a-c) and 

annular (Figure 4.6d) morphologies. Note that Figure 4.6 and similar plots in Appendix A.10 

visualize the absolute morphology recovery, i.e. the abscissa are not limited to the dominant 

degree of membership. Detailed information about the absolute morphology recovery for all 

degrees of membership (in terms of parity plots similar to Figure 4.6) is provided in Appendix 

A.10. 

The upright S-bend (Figure 4.6a) induces sustainable morphology changes towards intermittent 

flow (FI > 0.8) at the reference position compared with transitional morphologies in the straight 

pipe (FI < 0.8). Contrary, the horizontal bends (Figure 4.6b and c) cause less pronounced formation 

of intermittent morphologies. Moreover, instead of intermittent morphologies encountered in 

straight pipes, stratified flow (red color) evolves. Similar behavior is observed for the horizontal 

90° bend (DN200 feed pipe setup, Figure 4.6d), which fosters changes from annular to stratified 

morphologies as a result of the sudden re-orientation.  

For all investigated curvatures, comprehensive look-up tables for the morphology recovery are 

provided in Appendix A.11. It can be concluded that the proposed calming lengths are not 

sufficient to counteract the effects of pipe curvatures (except for the main annular morphologies 

that remain mostly the same), which is significantly different from the conclusions derived from 

Table A.4 for the relative morphology recovery. This further emphasizes that design guidelines 

for straight pipes, such as conventional flow regime maps, are not applicable in the vicinity of 

curvatures. 
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Figure 4.6: Parity plots of the absolute morphology recovery (at position REF) with colors referring to the 
morphologies of the bent pipes. 

4.4 Conclusions 

The comprehensive database generated in this work illustrates the axially developing two-phase 

flows for the first time and reveals the influence of pipe curvatures on upstream and downstream 

flow morphologies. An advanced fuzzy-based classification method was developed and utilized to 

characterize the flow behavior in an objective manner. The main findings are: 

 Larger pipe diameter show less pronounced morphology changes for equal mass fluxes. 

 Phase maldistributions introduced by the curvatures at high flow rates can survive along feed 

pipes of industrial distillation columns. 

 For short entrance lengths, the main morphologies recover from the influence of curvatures, 

while transitional morphologies require longer entrance lengths. 

 Full recovery of the flow morphologies is achieved only for pressure-driven morphologies, 

while the recovery of gravity-driven flow morphologies further depends on the entrance 

length. 

 90°-horizontal bends provide beneficial stratification of the flow morphology.  
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5  Prediction of undesirable flow morphologies in feed pipes 

This chapter presents methods and criteria to predict undesirably flow morphologies for feed 

pipes. These include intermittent flows, which are difficult-to-handle and for which initiation with 

respect to the entrance length should be predicted. Flow morphologies that involve the onset of 

entrainment are particularly important during the feed pipe design as additional droplet 

separation equipment must be provided. The onset is linked to wavy morphologies where the bulk 

phase is expected to carry characteristic properties. Such characteristics can be tracked to obtain 

a predictive criterion for the onset of entrainment.  

5.1 Initiation of intermittent flows 

Based on the FFPI morphology classification introduced in Section 3.4.1, the entrance lengths in 

the DN50 pipe were determined, where intermittent flow was initiated. Figure 5.1 shows the 

experiments with observed intermittent flows (position REF).  

 
Figure 5.1: a) Experimentally observed intermittent flow for short (red symbols) and long entrance lengths 
(black symbols) compared with model predictions shown as transition lines, b) clustering of intermittent 
flows based on liquid Froude number FrL (calculated via measured liquid level hL,exp). 
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Intermittent flow at higher water-air superficial velocities evolve regardless of the entrance 

lengths (red symbols in Figure 5.1a). At moderate superficial velocities, the onset depends on the 

entrance length (black symbols in Figure 5.1a), i.e. stratified morphologies were observed at 

sensor positions INL or OUT. The transition criteria 𝐹𝐹𝑟𝑟L = 1  (see Section 2.2.1) proposed by 

Woods and Hanratty (1999) for L/D = 40 does not properly distinguish between both datasets. 

Improved classification is achieved by reduced-order models (black lines) with assumed ILG 

(solid lines). The dashed line resembles VKH and is shown as reference only. However, the 

transition lines based on ILG are less sensitive to the axial position. L/D = 75 is the entrance length 

for measurement position REF, where intermittent flow was observed at lower superficial liquid 

velocities than assumed by the ILG transition line. At higher gas superficial velocities, ℎL = 0.5 also 

underpredicts the initiation of intermittent flow.  

Figure 5.1b clusters the data for stratified and intermittent flow morphologies in terms of liquid 

level and Froude number, which are commonly used to describe the transition between both 

morphologies (see Section 2.2.1. The values for 𝐹𝐹𝑟𝑟L (Equation 2.3) were calculated from the time-

averaged liquid level (obtained experimentally according to Equation 2.22) for the experiments 

in Figure 5.1a at small entrance lengths (locations INL and OUT). The lower limit, i.e. the minimum 

amount of liquid that must be supplied at higher gas flow rates (see Section 2.2.2) is resembled by 

ℎL,exp = 0.24, which is within the interval 0.2 ≤ ℎL ≤ 0.3 proposed by Woods and Hanratty (1999). 

At higher liquid levels, 𝐹𝐹𝑟𝑟L = 0.18  is proposed to predict the onset of intermittent flow as a 

conservative limit as shown in Figure 5.1a.  

5.2 Onset of droplet entrainment  

In the following section, an empirical approach is developed that identifies conditions for 

separated flows that are prone to droplet entrainment. This holds in particular for annular and 

stratified wavy flow morphologies. 

5.2.1 Vulnerable flow morphologies 

Figure 5.2 shows available literature data for detected entrainment and onset of entrainment for 

gas-liquid flows studied in horizontal pipes with hydraulic diameter Dh = 50 mm. It should be 

noted that the data were predominantly gathered from fully developed flows.  

Data (blue symbols) and correlations (blue lines) reveal the onset of entrainment at superficial 

gas velocities us,G > 10 m s-1. According to the flow regimes observed in this work (see gray lines 

for demarcation of respective flow regimes), the considered literature studies mostly addressed 

annular flows with pronounced liquid entrainment for fully developed flows (large entrance 

lengths). In other words, entrainment was only reported, when a significant number of droplets 

was impinged at the pipe walls or withdrawn from the bulk gas. Thus, it is a reasonable conclusion 

that annular flows can be generally considered to entrain droplets. Only Mantilla (2008) studied 
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the onset of entrainment for wavy flow morphologies below us,G < 10 m s-1. and stated that onset 

of entrainment occurred already at gas flow rates lower than reported.  

 
Figure 5.2: Flow regime map obtained from own data and literature data as well as predictive models for 
the onset of entrainment (OE). The blue shaded area indicates conditions requiring droplet separation from 
bulk gas.  

The orange symbols in Figure 5.2 refer to flow morphologies that change from annular flow at the 

inlet (L/D = 10) towards wavy flow observed at L/D = 75. Here, the annular film gets fragmented 

along the test section. Liquid agglomerates and droplets are then carried with the bulk gas flow.  

Figure 5.3 shows the axial transition of the flow morphologies visualized with the WMSs. It should 

be noted that some of the liquid agglomerates and droplets deposited on the sensor wires and 

remained there temporarily. 

 
Figure 5.3: Standard deviation 𝜎𝜎exp  of the void fraction data 𝛼𝛼G(t)  per sensor crossing point  
(us,G = 3.29 m s-1, us,L = 0.08 m s-1, straight pipe, DN50 feed pipe setup) at three axial locations. High values 
for 𝜎𝜎exp in the gas bulk region account for entrained liquid agglomerates and droplets. 
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The conductivity-based WMSs can only detect larger liquid agglomerates that occupy a significant 

amount of the volume within a virtual crossing point. Nonetheless, it is obvious that small droplets 

get entrained, too, and accompany liquid agglomerates detected in  Figure 5.3. Hence, the shaded 

area in Figure 5.2 covers all flow conditions prone to entrainment, where liquid separation from 

the bulk gas is required. 

5.2.2 Derivation of a criterion for onset of entrainment 

Currently, there is no general agreement on the governing mechanism responsible for the onset 

of entrainment. It is assumed that either small amplitude ripple waves (Ishii and Grolmes, 1975) 

or shear-off from larger amplitude ripple waves (Bothamley, 2013a) eventually cause 

entrainment (see Section 2.2.2). However, the relation between wave dynamics (frequency, 

amplitude, wavelength, celerity) and onset of entrainment is an open question. Thus, dominant 

frequencies from the WMS time series data for experiments within and outside the dashed area 

(Figure 5.2) were determined from the PSDs via discrete Fourier transformation (see Section 

3.4.2). The dominant wave frequency 𝑓𝑓W  can be expressed with the dimensionless Strouhal 

number as 

𝑆𝑆𝑐𝑐s,L = 𝑓𝑓W  
𝐷𝐷
𝑢𝑢s,L

 5.1 

using the pipe diameter 𝐷𝐷 and superficial liquid velocity 𝑢𝑢s,L (Alamu and Azzopardi, 2011). Al-

Sarkhi and Sarica (2010) introduced the Lockhart-Martinelli number 

𝐼𝐼𝑀𝑀𝑁𝑁 =
𝐹𝐹𝑟𝑟s,L

𝐹𝐹𝑟𝑟s,G
=
𝑢𝑢s,L

𝑢𝑢s,G
, 5.2 

to correlate 𝑆𝑆𝑐𝑐s,L according to  

𝑆𝑆𝑐𝑐s,L = 𝐶𝐶1 ∙ 𝐼𝐼𝑀𝑀𝑁𝑁𝑒𝑒1 , 5.3 

where 𝐶𝐶1 and 𝑒𝑒1 are empirically parameters. Figure 5.4 visualizes the relation between 𝑆𝑆𝑐𝑐s,L and 

𝐼𝐼𝑀𝑀𝑁𝑁 for literature data and own experiments (based on the DFT analysis) as well as empirical 

models. The models are valid for 10-2 ≤ 𝐼𝐼𝑀𝑀𝑁𝑁 ≤ 100 based on the available experimental data (see 

Appendix A.12). The Strouhal numbers obtained via DFT from the experiments of this work are in 

good agreement with the literature. Symbols with colored inserts in Figure 5.4 indicate 

entrainment in form of droplets (blue, annular flow morphologies) or liquid carry-over (orange, 

wavy flow morphologies). The data reveal a slope change at the transition from separated flow 

(triangles) to intermittent flow (circles) as well as a kind of bifurcation for the separated flow 

(gray areas). 
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Figure 5.4: Relation of Sts,L and LMN for separated and intermittent flow data with and without entrainment 
and liquid carry-over (lines represent literature correlations for Sts,L). 

Thus, criteria to identify flow morphologies that are prone to liquid entrainment based on  𝑆𝑆𝑐𝑐s,L 

and 𝐼𝐼𝑀𝑀𝑁𝑁 have the following weaknesses2:  

1. Separated and intermittent morphologies can hardly be distinguished 

2. 𝑆𝑆𝑐𝑐s,L and 𝐼𝐼𝑀𝑀𝑁𝑁 based on superficial velocities ignore the impact of the pipe geometry3 and 

require additional geometry constraints. 

Thus, a notation inspired by Setyawan et al. (2016) according to 

𝑆𝑆𝑐𝑐s,L = 𝐶𝐶2𝐹𝐹1 ∙ �
𝑅𝑅𝑒𝑒s,L

𝑅𝑅𝑒𝑒s,G,mod
�
e2

 5.4 

is further used, where 𝐹𝐹1 is a function of the fluid properties according to 

𝐹𝐹1 = �
𝜌𝜌L
𝜌𝜌G
�
0.574

�
𝜂𝜂L
𝜂𝜂G
�
−1.148

�
𝜎𝜎L

𝜎𝜎Water
�
0.11

. 5.5 

𝑅𝑅𝑒𝑒s,G,mod is the modified superficial gas Reynolds number 

                                                             
2  A similar behavior is obtained using 𝑆𝑆𝑐𝑐s,G instead of 𝑆𝑆𝑐𝑐s,L, which is more commonly used for intermittent 

morphologies as proposed by Arabi et al. (2020), Fossa et al. (2003) and Wang et al. (2007). 
3  According to Azzopardi et al. (2014), frequencies persist throughout pipe geometry changes (also termed 

to as ‘flow memory’). 
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𝑅𝑅𝑒𝑒s,G,mod =
𝐷𝐷h𝜌𝜌G
𝜂𝜂G

�𝑢𝑢s,G − 𝑢𝑢s,L�. 5.6 

and 𝐶𝐶2 = 0.258 and 𝑒𝑒2 = −1.148 are empirical constants.  

To consider changes in phase velocities and morphology resulting from pressure losses, changes 

in the cross-section or re-orientation due to bends, real phase velocities are applied for 𝑅𝑅𝑒𝑒L and 

𝑅𝑅𝑒𝑒G,mod according to 

𝑅𝑅𝑒𝑒L =
𝐷𝐷h𝜌𝜌L
𝜂𝜂L

𝑢𝑢L =
𝐷𝐷hρL
𝜂𝜂L

�
𝑢𝑢s,L

(1 − 𝛼𝛼G)
� 5.7 

and 

𝑅𝑅𝑒𝑒G,mod =
𝐷𝐷h𝜌𝜌G
𝜂𝜂G

(𝑢𝑢G − 𝑢𝑢L) =
𝐷𝐷h𝜌𝜌G
𝜂𝜂G

�
𝑢𝑢s,G

𝛼𝛼G
−

𝑢𝑢s,L

(1 − 𝛼𝛼G)
�. 5.8 

The void fraction 𝛼𝛼G can be obtained directly from experimental or numerical data (if available), 

or from generalized models developed for particular pipe geometries. Consequently, Equation 5.4 

becomes  

𝑆𝑆𝑐𝑐s,L = 𝐶𝐶3 ∙ �𝐹𝐹1 ∙
𝑅𝑅𝑒𝑒L

𝑅𝑅𝑒𝑒G,mod
�
−𝑒𝑒3

= 𝐶𝐶3 ∙ �𝐹𝐹1 ∙
𝜌𝜌L
𝜌𝜌G
𝜂𝜂G
𝜂𝜂L

∙ �1 − 𝑅𝑅S−1��
−𝑒𝑒3

. 5.9 

Instead of using the LMN, the ratio 𝑅𝑅𝑒𝑒L/𝑅𝑅𝑒𝑒G,mod in Equation 5.9 can be expressed via slip ratio 𝑅𝑅S 

(Equation 2.45) with 𝐶𝐶3 and 𝑒𝑒3 as empirical constants. For all calculations in this work, the impact 

of the two-phase pressure drop on fluid properties was considered via 𝐹𝐹1. Ultimately, a conceptual 

criterion for the onset of entrainment can be derived graphically as presented in Figure 5.5. 

Here, Figure 5.5a visualizes the allocation of regions of separated flows without entrainment 

(black triangle), separated flows with entrainment or liquid carry-over (blue and orange 

triangles) and intermittent flows (black spheres). With the help of the empirical constants 𝐶𝐶3 and 

𝑒𝑒3  (numerical values are provided in Table 5.1) and Equation 5.9 the limiting Strouhal 

number 𝑆𝑆𝑐𝑐s,L,crit (red line in Figure 5.5a) and a regression for the experimental data for each pipe 

geometry (black line in Figure 5.5a) is obtained.  

The conceptual criterion for the onset of entrainment then becomes 

𝑆𝑆𝑐𝑐s,L >  𝑆𝑆𝑐𝑐s,L,crit. 5.10 

An alternative interpretation of the transition criterion is obtained when the relative velocity 𝑢𝑢rel 

(interfacial shear) and the slip ratio (see Equation 5.9) are plotted in Figure 5.5b. The data refer 

to Figure 5.5a along three iso-lines of the Strouhal number 𝑆𝑆𝑐𝑐� s,L =  {9.3,  1.0,  0.1}. Increasing 

values 𝐹𝐹1 ∙ 𝑅𝑅𝑒𝑒L/𝑅𝑅𝑒𝑒G,mod from right to left (shown by the gray arrow) indicate slip approaching 
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unity, i.e. more homogenous phase distribution. The onset of entrainment occurred for slip ratios 

𝑅𝑅S > 7, i.e. separated flows. For a fixed slip ratio, morphologies with liquid carry-over (roughly 

referring to 𝑆𝑆𝑐𝑐� s,L =  9.3) shear-off at lower relative velocity, while droplet dispersion (referring 

to  𝑆𝑆𝑐𝑐� s,L =  1.0 and 𝑆𝑆𝑐𝑐� s,L =  0.1) requires higher values for 𝑢𝑢rel.  

It should be noted that few data (black triangles in the red shaded area) in Figure 5.5a fulfill 

Equation 5.10, although they were initially assigned as ‘no entrainment’ (outside of the dashed 

area in Figure 5.2). However, recalling that the wire-mesh sensor can hardly resolve small 

fractions of dispersed liquids, the presence of entrained droplets is not unlikely.   

 
Figure 5.5: a) Graphical illustration of the conceptual criterion to predict the onset of entrainment  
(experimental data from this work: straight pipe, DN50 feed pipe setup), b) urel  vs. RS coordinates along iso-
lines of average Strouhal numbers 𝑆𝑆𝑐𝑐� s,L. 

5.2.3 Adjustment of the criterion for the investigated pipe geometries 

The new criterion (Equation 5.10) was developed based on literature data and own experimental 

data taken at entrance lengths L/D ~ 75, which represents nearly developed flow. Below, the 

criterion is also assessed for both test sections considering experimental data for entrance lengths 

of L/D = 10 in straight pipes (Figure 5.6) and horizontal 90° bends.  

Figure 5.6a shows the entrainment classification for the reference feed pipe (DN50) based on the 

new Strouhal number criterion. In comparison to the more developed flow (red dotted line, 

L/D = 75), entrainment near the inlet (red solid line, entrance length of L/D = 10) occurs at lower 

shear force (represented by 𝑢𝑢rel). In DN50 feed pipe section, only separated flows with a smaller 

range of Strouhal numbers were observed (Figure 5.6b). Using Equation 5.9 with the same 

empirical constants obtained for the reference feed pipe (DN50, red solid line in Figure 5.6a) 

predicts the presence of entrainment (red dotted line in Figure 5.6b) for all data, which was not 

confirmed visually during the experiments. 
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Figure 5.6: Entrainment prediction in straight pipes obtained at L/D = 10 for a) DN50 feed pipe setup, b) 
DN200 feed pipe setup. 

Instead, it was assumed that similar interfacial shear (relative velocity) and slip are required for 

the onset of entrainment in both test sections. Hence, the transition for L/D = 10 in Figure 5.6a 

can be applied to classify the morphologies in the DN200 feed pipe setup (colored symbols in 

Figure 5.6b). Consequently, the parameters in Equation 5.9 were modified to obtain the 𝑆𝑆𝑐𝑐s,L,crit 

that classifies the morphologies as shown by the red solid line in Figure 5.6b. Contrary to 𝑆𝑆𝑐𝑐s,L,crit 

in the DN50 feed pipe (red dotted line in Figure 5.6b), 𝑆𝑆𝑐𝑐s,L,crit decreases with 𝐹𝐹1 ∙ 𝑅𝑅𝑒𝑒L/𝑅𝑅𝑒𝑒G,mod 

and thus the comparative operator in Equation 5.10 inverts. 

Ultimately, Equation 5.9 provides the basic formulation to obtain the critical Strouhal numbers 

(𝑆𝑆𝑐𝑐s,L,crit) for both pipe diameters as well as predictive correlations for the Strouhal number 

(𝑆𝑆𝑐𝑐s,L) in straight pipes and horizontal 90° bends. The latter are can be used when no information 

about the characteristic wave frequencies of the desired morphologies are available. The 

empirical coefficients of Equation 5.9 are summarized in Table 5.1. 

Table 5.1: Coefficients4 and validity for Equation 5.9. 

Symbol Description 𝑫𝑫 in mm L/D 𝑪𝑪𝟑𝟑 𝒆𝒆𝟑𝟑 Range of 𝑹𝑹𝒆𝒆𝐋𝐋
𝑹𝑹𝒆𝒆𝐆𝐆,𝐦𝐦𝐦𝐦𝐦𝐦

 

Sts,L,crit Onset of entrainment 
50 10 - 75 0.21 1.78 0.7 - 19 

200 10 4.50 -3.0 0.5 - 3.3 

Sts,L 

Straight pipe 

50 75 0.33 -1.34 0.2 - 3.0 

50 10 1.53 -0.04 0.4 - 5.6 

200 10 4.80 -0.11 0.4 - 1.7 

90° horizontal bend 
50 10 0.26 -2.66 0.4 - 2.3 

200 10 2.75 -0.01 0.2 - 2.2 

                                                             
4  The coefficients were obtained via regression using OriginPro 2020. For simplicity, Strouhal numbers 

obtained for intermittent morphologies were neglected.  
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The conceptual  criterion (Equation 5.10) allows identifying areas of flow regime maps, whose 

morphologies are prone to liquid entrainment. Examples for straight pipe and horizontal bend 

(DN50 feed pipe setup) are shown in Figure 5.7.  

Equation 5.10 distinguishes the separated annular and wavy flow regions into conditions with 

and without entrainment (indicated by the blue area in Figure 5.7). The method is successfully 

applied to straight pipes and 90° horizontal bends for the DN50 reference pipe, respectively 

(Figure 5.7a and Figure 5.7b). Compared to the visual observation, the predicted entrainment area 

also covers the transition between separated and intermittent flows. Investigations (similar to  

Figure 5.3) of the WMS recordings in that region revealed liquid carry-over in the developing 

section of the two-phase flow (upstream locations L/D = 30 or L/D = 10 in the test section) that 

did not persist downstream. It can be concluded that the proposed criterion can be used as a 

conservative estimation regardless of the entrance length with slightly overprediction of the 

required 𝑢𝑢s,G for the onset of entrainment at higher entrance lengths. 

 
Figure 5.7: Identified flow morphologies (gray lines) with predicted areas (blue) prone to liquid 
entrainment: a) straight pipe (DN50) at position REF, b) 90°-horizontal bend pipe (DN50) at position OUT, 
c) straight pipe (DN200) at position REF, d) 90°-horizontal bend pipe (DN200) at position OUT. 
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5.3 Conclusions 

The criteria derived in this chapter predict the occurrence of undesired flow morphologies 

(intermittent flows and entrainment) in two phase feeds. The experimentally observed inception 

of intermittent flows, were used to modify existing approaches. Wavy and annular morphologies 

involve characteristic flow dynamics that indicate the onset of entrainment. The predictive 

criteria derived from those dynamics provide a general understanding of the requirements for the 

onset of entrainment and can easily be applied to different flow scenario or pipe geometries if the 

phase fraction is known. The main findings are: 

 Intermittent flows form above liquid levels ℎL = 0.2 at high gas flow rates. 

 For low gas flow rates and short entrance length, a two-fluid model that considered the 

interfacial level gradient (ILG) captured the transition from stratified to intermittent with 

acceptable agreement, but failed for larger entrance length. 

 A more conservative approach for low gas flow rates is provided by the liquid phase Froude 

number, however, the values that represent the morphology transition depend on the entrance 

length.  

 The onset of entrainment can be identified via frequencies obtained from void fractions signals 

of wire-mesh sensors.  

 A conceptional criterium in terms of frequencies (Strouhal numbers) and Reynolds numbers 

describes the onset of entrainment, depending on interfacial shear (relative velocity) and 

phase separation (slip). 

 Empirical factors for different pipe geometries were proposed that allow the classification of 

flow morphologies according to their susceptibility for entrainment by a universal correlation.  
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6  Reduced-order modelling of two-phase feeds 

This chapter approaches ways to predict developing flows in straight pipes and horizontal 90° 

bends based on reduced-order models in order to predict relevant two-phase flow parameters 

such as void fraction or phase distribution, which are essential for a tailored design of two-phase 

feeds in separation columns. Reduced-order models are systematically analyzed and model 

parameters are adjusted to model developing two-phase flow in feed pipes. For stratified flows, 

the interfacial level gradient (ILG) and corresponding liquid levels are calculated based on a two-

fluid model and assessed with regard to measured counterparts. 

Parts of this chapter have been published in: 

Döß, A., Schubert, M., Hampel, U., Mehringer, C., Geipel, C. and Schleicher, E. (2021). Two-Phase 

Flow Morphology and Phase Fractions in Larger Feed Line Sections. Chemie Ingenieur Technik 93, 

1134–1141. 

6.1 Prediction of void fraction  

Currently, 66 reduced-order models that provide an algebraic relation for the void fraction αG,corr 

are in principle applicable to horizontal flows. However, unspecified validity ranges, unavailable 

primary sources and references as well as deficient descriptions in recent review articles 

(Coddington and Macian, 2002; Woldesemayat and Ghajar, 2007; Godbole et al., 2011; Pietrzak 

and Płaczek, 2019; Márquez-Torres et al., 2020) impose challenges for their application. Since the 

available models describe the two-phase flows quite differently (see Section 2.3), a statistical 

analysis was initially performed to identify models that are capable of describing undeveloped 

flows. All model predictions were compared against experimental data from both straight pipe 

configurations at reference measurement location (REF). The absolute deviation ∆αG  from the 

void fraction data αG,exp for each experiment is 

∆𝛼𝛼G = �𝛼𝛼G,corr − 𝛼𝛼G,exp�. 6.1 
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To assess the correlations for a wide range of operating conditions (flow morphologies), the 

variance between minimum, average and maximum of ∆αG was used for comparison according to 

𝑉𝑉𝐴𝐴𝑅𝑅�𝛼𝛼G,corr� = var(|min (∆𝛼𝛼G)|, |∆𝛼𝛼�G|, |max (∆𝛼𝛼G)|). 6.2 

The variance 𝑉𝑉𝐴𝐴𝑅𝑅�𝛼𝛼G,corr� of the deviations were determined per model class (SLM, HFM, DFM, 

LMP and EMP, see Section 2.3.4) and summarized in the box plots in Figure 6.1a. 

 

Figure 6.1: a) Variance of the void fraction predictions 𝛼𝛼G,corr in straight pipes using reduced-order models 
(SLM - Separated flow models, HFM - Homogenous flow model, DFM - Drift Flux Model, LMP - Models based 
on the Lockhart-Martinelli parameter, EMP - Empirical models), b) fitted results of the two best performing 
correlations (LMP of Wallis (1969) and DFM of Gomez et al. (2000)) based on the experimental data in this 
work. 

An overview of the models investigated in this work and the individual values 𝑉𝑉𝐴𝐴𝑅𝑅�𝛼𝛼G,corr� are 

provided in Appendix A.12. Empirical models (EMP) show highest variance with outliers and can 

hardly be used to reliably predict developing flows. The other model types yield similar average 

variances (numbers in Figure 6.1a) with slightly different 25th and 75th percentiles. However, none 

of the available model types clearly outperforms the others for developing flows.  

When fitting the models to the experimental data, best agreement (in terms of minimum absolute 

deviation ∆𝛼𝛼G)  is obtained for LMP (correlation of Wallis (1969) and for DFM (based on the 

correlation of Gomez et al. (2000)) for the DN50 feed pipe (see the parity plot in Figure 6.1b). 

Obviously, the LMP causes less scattering compared to the DFM, however, the correlation 

overpredicts the void fraction for 𝛼𝛼G,exp< 0.2. The DFM relies on a constant value for C0 and 𝑢𝑢D = 0 

that significantly underpredict some experiments. Moreover, the DFM neglects the drift velocity, 

which causes 𝛼𝛼G,corr → 𝐶𝐶0−1 ≈ 0.94  as 𝑢𝑢h → 0  �or 𝛼𝛼G,exp → 1�  and thus underpredicts void 

fractions close to unity. Other models (correlations and empirical functions) with acceptable 

deviations are summarized in Table 6.1. 
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Table 6.1: Performance assessment of empirical correlations for the prediction of 𝛼𝛼G. 

Model 
type 

Literature  This work 

Reference R² ∆𝜶𝜶𝐆𝐆 R² ∆𝜶𝜶𝐆𝐆 max(∆𝜶𝜶𝐆𝐆) Modification 

SFM Madsen (1975) 8.3×10-1 8.7×10-2 8.1×10-1 8.4×10-2 3.4×10-1 𝑎𝑎0 changed from 0.302  
to 0.417 

HEM Chisholm 
(1983) 

7.8×10-1 9.6×10-2 9.9×10-1 9.2×10-2 4.2×10-1 (1 − 𝛼𝛼𝐺𝐺)0.5 changed  
to (1 − 𝛼𝛼𝐺𝐺)0.44 

DFM (Gomez et al., 
2000) 

9.9×10-1 10.6×10-2 9.9×10-1 11.9×10-2 4.4×10-1 𝐶𝐶0 changed from 1.55  
to 1.07 

LMP Wallis (1969) 8.3×10-1 9.1×10-2 8.4×10-1 8.6×10-2 3.6×10-1 Exponents (Figure 6.1b) 
changed from 0.8 to 0.77 
and  0.378 to 0.353 

In addition to the absolute deviation ∆𝛼𝛼G (accounts for the accuracy of the correlation), R² reveals 

how the respective model type captures the trend of 𝛼𝛼G,exp in both pipe geometries. Modifying 

model parameters (right half of Table 6.1) does not significantly  improve the accuracy. However, 

it should be noted that experimental data (in terms of mass fluxes) are not necessarily evenly 

distributed within the validity range of the respective models. Furthermore, SFM and HEM failed 

to predict 𝛼𝛼G,exp measured at position INL for both pipe geometries. Contrary, DFM and LMP give 

reasonable predictions. However, none of the correlations given in Table 6.1 is applicable for the 

whole range of void fractions, i.e. flow morphologies. Thus, a hybrid approach is proposed, where 

LMP and DFM with multiple parameters are used depending on the values of X and uh, respectively 

(see Figure 6.2).  

In Figure 6.2a, a LMP (III, blue line) is proposed, which blends between two sets of parameters (I 

and II, black dotted lines) following the notion of Wallis (1969). Small void fractions (mostly 

dispersed bubbly flow according to the FFPI-classification) occur at larger values of X 

(𝑋𝑋  = 𝑋𝑋2  > 102, correlation II in Figure 6.2a), while correlation I (in Figure 6.2a) is derived for 

𝑋𝑋 < 𝑋𝑋1. Combining both equations with a weighting function between the intersection5 𝑋𝑋1 and the 

empirical limit 𝑋𝑋2, the full range of void fractions can be predicted with acceptable agreement 

(∆𝛼𝛼G,corr = 8.9 × 10-2, max(∆𝛼𝛼G,corr) = 3.6 × 10-1). Figure 6.2b shows the predictions using the DFM 

approach, where the data cluster along a line with constant slope 𝐶𝐶0 (distribution parameter) and 

intersect with the ordinate at uD (drift velocity). The red dotted line refers to uD = 0  (see Section 

2.3.4). Obviously, the scattering data can hardly be described by a single DFM (e.g. the black dotted 

line deviate from the data points below uh = 10 m s-1). Kong and Kim (2017) explained that gas 

bubbles in horizontal two-phase flows move slower than the mixture (negative drift velocity), 

thus an individual correlation would be required for the clustered bubbly data in Figure 6.2b 

                                                             
5  For cases where the correlations (I) and (II) obtained from regression do not shared an intersection, an 

approximate value of 𝑋𝑋1 = 1 is used instead. 
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(bottom). However, this would require a priori knowledge of flow morphology or void fraction 

(bubbly flows are commonly evolving at 𝛼𝛼G < 0.2), which is hardly available during design of two-

phase feeds. Using individual DFM parameters in respective ranges of 𝑢𝑢h (see the three regions 

displayed in Figure 6.2b), void fractions are well predicted with 

 ∆𝛼𝛼G,corr = 10.4×10-2 and max(∆𝛼𝛼G,corr)= 4.2×10-1. It should be noted that by changing the ranges 

for 𝑢𝑢h , a more accurate fit to the experimental data may be obtained, however, empirical 

boundaries would then be required to ensure 𝛼𝛼G,corr ≤ 1. 

 
Figure 6.2: a) Morphology-adaptive prediction of the void fraction (position REF, DN50 feed pipe setup) 
combining a) LMP (III) and b) DFM’s for annular flow at high uh (I) and intermittent and stratified flows at 
lower uh (II+III). 

Both hybrid approaches for LMP and DFM in Figure 6.2 extend to the full range of void fractions 

(flow morphologies) for developing flow. Moreover, the blending introduced above provides a 

uniform methodology that can easily be applied to arbitrary pipe geometries. Eventually, the void 

fraction of horizontal two-phase flows with short entrance lengths or in bent pipes was 

determined for the first time. Table 6.2 summarizes the performance assessment of the resulting 

correlations (empirical parameters for each model are provided in Appendix A.14).  Both, LMP 

and DFM perform equally well for the DN50 reference pipe. For the DN200 pipe, the experiments 
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cover a narrow range of 1 × 10-1 ≤ 𝑋𝑋  ≤ 3 × 101, thus blending between multiple LMPs was not 

required. 

Table 6.2: Performance of LMP and DFM for the prediction of 𝛼𝛼G in various pipe geometries. 

Pipe geometry, location 
LMP DFM 

R² ∆𝛼𝛼G,corr max(∆𝛼𝛼G,corr) R² ∆𝛼𝛼G,corr max(∆𝛼𝛼G,corr) 

Straight, D = 50, REF 8.0x10-1 8.9x10-2 3.6x10-1 9.1x10-1 10.4x10-2 4.2x10-1 

Straight, D = 50, INL 8.4x10-1 9.1x10-2 4.0 x10-1 8.9x10-1 10.6x10-2 4.6x10-1 

Straight, D = 200, INL 5.1x10-1 2.7x10-2 1.2 x10-1 8.3x10-1 16.7x10-2 5.1x10-1 

Bend, D = 50, OUT + 10 L/D 8.4x10-1 8.9x10-2 5.0 x10-1 9.3x10-1 8.2x10-2 5.9x10-1 

Bend, D = 200, REF 5.0x10-1 6.7x10-2 1.8 x10-1 9.1x10-1 10.1x10-2 2.8x10-1 

The fairly small deviations  ∆𝛼𝛼G,corr are mostly attributed to the scattering of the data and low 

values R² indicate that LMPs insufficiently approximate the two-phase flow in larger pipe 

diameters. Instead, the DFM method was found to  predict the void fraction in all investigated pipe 

geometries with acceptable accuracy. 

6.2 Liquid levels  

The determination of liquid levels is essential to predict flow morphology transitions with 

mechanistic models in the two-fluid model (see Section 2.3.2). Contrary to short pipes with small 

diameters, large feed pipes installed at separation columns will hardly reach the equilibrium 

liquid level. ILG calculations provide liquid levels along the pipe based on the critical liquid level 

hL,C  at feed inlet (see Section 2.3.3). Thus, determination of the ILG is required before conventional 

mechanistic models can be applied for the prediction of flow morphologies. 

The WMS data along the DN50 pipe that were FFPI-classified as stratified flows revealed 

interfacial level gradients, which are compared with the theoretical model for ILG (see Section 

2.3.3). The liquid levels hL,REF and hL,OUT were obtained from the void fraction measurements at 

locations REF and OUT according to Equation 2.22 assuming a non-curved interface. Following 

Equation 2.37, the axial distance L/D = 35 between both sensors was used to obtain the 

experimental level gradients, ILGexp which are compared with the theoretical values ILGtheo  from 

Equation 2.36 (Figure 6.3). 

Among the various terms (see Table 2.5) to calculate the interfacial shear, the method of Barnea  

(1991) (blue symbols in Figure 6.3) is the most accurate one. Even smaller deviations between 

experimental and theoretical ILG values were achieved for ff,i = max(0.027,ff,G). Changes in the sign 

of the ILG were observed, i.e. downwards oriented slopes (negative sign) and upwards oriented 

slopes (positive sign), in the experiments and predicted by Equation 2.36 regardless of the flow 
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morphology. This contradicts the assumption of Bishop and Deshpande (1986), where upwards 

oriented slopes occur for supercritical stratified flows (𝐹𝐹𝑟𝑟mod2  > 1), while most experiments in this 

work refer to subcritical conditions. 

 
Figure 6.3: Parity plot of ILG values obtained from experiments (ILGexp) and predicted values (ILGtheo) from 
Equation 2.36 using the interfacial friction factor proposed by Barnea (1991) (blue) and empirically fitted 
value obtained in this work (black). 

The critical liquid levels hL,c,exp were located at the pipe’s discharge L/D = 8 downstream the 

location REF, which was considered by Equation 2.37 and extrapolation of the ILGexp. Figure 6.4 

compares predicted and experimental critical liquid levels.  

 

Figure 6.4: a) Parity plot of critical liquid levels obtained from experimental data and ILG models, b) flow 
regime map of the corresponding stratified flows (fuzzy classified, Section 3.4.1). 
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Equation 2.36 predicts hL,c fairly well for conditions with high gas momentum close to the 

transition to annular flows (us,G  > 3.2 m s-1, encircled cluster in Figure 6.4a and b), while lower gas 

momentum causes systematic underprediction. Obviously, there is a consistent underprediction 

of the liquid levels (blue symbols in Figure 6.4a). This is attributed to the influence of surface 

tension forces on the developing liquid level, which is more pronounced for low inertia flows, 

which Equation 2.36 ignores. 

Thus, the momentum balance equations were combined in this work using the formulation of the 

pressure terms introduced by Barnea and Taitel (1994) as 

𝜕𝜕L = 𝜕𝜕G − 𝜎𝜎 
𝑑𝑑ℎ�L
𝑑𝑑𝜕𝜕

 . 6.3 

Treating the balance equations in a similar way as described in Sections 2.3.2 and 2.3.3, a modified 

correlation for the ILG is derived (see Appendix A.15) as follows 

𝐼𝐼𝐼𝐼𝐼𝐼 =
𝑑𝑑ℎ�L
𝑑𝑑𝜕𝜕
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� − 𝜎𝜎 𝑑𝑑(𝐼𝐼𝐼𝐼𝐼𝐼)

𝑑𝑑𝜕𝜕 ∙ 𝐶𝐶(𝑋𝑋)
 . 6.4 

The surface tension term in Equation 6.4 depends on the first-order derivative of the ILG or the 

second-order derivative of the liquid level in axial direction (𝑑𝑑²ℎ�L 𝑑𝑑𝜕𝜕²⁄ ), i.e. the longitudinal 

curvature of the interface. 𝐶𝐶(𝑋𝑋) is an empirical scaling factor, described below.  

In order to solve Equation 6.4 for the ILG, the experimental ILG-values were used to determine 

𝑑𝑑(𝐼𝐼𝐼𝐼𝐼𝐼) 𝑑𝑑𝜕𝜕⁄  as shown in Figure 6.5. Note that small values ILGexp ≤ 10-4 were excluded from the 

analysis, because of the high measurement uncertainty. 

 
Figure 6.5: Experimental data (dots) and empirical correlations (lines) of a) longitudinal curvature of the 
interface (d(ILG)/dz) and b) scaling factor C(X) with Lockhart-Martinelli parameter X (Equation 2.48). 
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Plotting d(𝐼𝐼𝐼𝐼𝐼𝐼) d𝜕𝜕⁄  versus X in Figure 6.5a reveals the asymptotic behavior at Xa,1 ≈ 1.9. Most data 

fullfill d(𝐼𝐼𝐼𝐼𝐼𝐼) d𝜕𝜕⁄ > 0, i.e. convex longitudinal curvature. While Bishop and Deshpande (1986) 

define X = 1 as the lower limit for ILG or non-uniform flow, Figure 6.5a illustrates that ILG with 

concave curvature (d(𝐼𝐼𝐼𝐼𝐼𝐼) d𝜕𝜕⁄ < 0) dominates at low X instead.  The asymptote at Xa,1 ≈  1.9 

shows the transition from stratified-smooth to stratified-wavy flow morphologies at higher gas 

velocities (see Figure 6.4b), which obviously influences ILG.   

The critical liquid levels derived from Equation 6.4 with the empirical fitting of d(𝐼𝐼𝐼𝐼𝐼𝐼) d𝜕𝜕⁄  are 

shown as red symbols in Figure 6.4a, however, only slightly better agreement could be achieved 

since Equation 6.3 is an approximate relation only. Thus, the experimental hL,c values, ILG and the 

empirical function for d(𝐼𝐼𝐼𝐼𝐼𝐼) d𝜕𝜕⁄  were used to derive a relation for the scaling factor C(X) (see 

Figure 6.5b). Eventually, the critical liquid levels were determined (black symbols in Figure 6.4a) 

with acceptable agreement (± 16 %.).  Earlier models for fully developed two-phase flow (Taitel 

and Dukler, 1976) predict the transition from stratified to intermittent flow or to annular flow 

using a constant value X = 1.6 (hL = 0.5). This value is also a characteristic value for describing the 

behavior of the ILG for stratified flows (see asymptotic values Xa,1 and Xa,2 in Figure 6.5). 

Eventually, the denumerator of Equation 6.4 allows the determination of the discharge liquid level 

of short feed pipes into the distillation column, if the void fraction is known. While this provides a 

relevant design parameter for inlet devices, Equation 6.4 may be applied to calculate the liquid 

level upstream of the column inlet. Note that further modification of the numerator of Equation 

6.4 may be required to fully capture the ILG, however, this requires more grid points in axial 

direction.  

6.3 Conclusions 

For the first time, the applicability of reduced-order models and numerical simulations for not 

fully developed flows in straight and bent pipe geometries was comprehensively analyzed. 

Systematical evaluation of available reduced-order models identified the most versatile 

representatives. Consideration of the flow morphologies provided more accurate prediction of the 

void fraction using blending functions between multiple correlations. The main findings are: 

 The void fraction of evolving two-phase flow can be well correlated using the Lockhart-

Martinelli parameter or the drift flow analysis. Both approaches are applicable to all 

investigated pipe geometries with acceptable accuracy. 

 While LMPs are much simpler and easier to compute and therefore suitable for rough 

estimations, the DFM analysis allows a versatile parameterization and consideration of the 

flow morphologies if a priori knowledge is available. 

 Unified models based on the two-fluid model should consider the influence of the critical 

discharge level and ILG to reliably determine the liquid levels. 
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7  CFD modelling of two-phase feeds 

The main disadvantage of reduced-order models (Chapter 6 ) is their averaging nature in terms 

of cross-sectional data and dynamics. Contrary, CFD provides void fraction and momentum data 

in the full 3D domain and predicts the transient flow behavior. Numerical simulations were 

carried out in ANSYS CFX, v18.2 and v20.2 using the Eulerian-Eulerian multiphase modelling 

approach with fluid-dependent turbulence modelling (RANS). In order to test the capability of 

multiphase CFD models (VoF, AIAD) for developing two-phase flows, simulations were carried out 

for different pipe geometries and results were compared with experiments.  

7.1 Simulation setup 

Two sets of operating conditions were simulated for straight pipe geometries and for 90° 

horizontal bends, respectively for D = 50 mm and D = 200 mm. The selected mass fluxes refer to 

 low flow rates:  �̇�𝑚G = 1 kg m-2 s-1 and �̇�𝑚L = 97 kg m-2 s-1 

 high flow rates: �̇�𝑚G = 24 kg m-2 s-1 and �̇�𝑚L = 160 kg m-2 s-1 

and are classified as stratified or annular flow according to the flow map in Figure 3.6. However, 

it should be noted that the experiments revealed predominantly stratified flow.  

The geometries for the numerical simulations were created using ICEM CFD 18.2. The meshes all 

satisfy the ICEM-quality criteria of ≥ 0.6. The hexahedral cells were organized in structured 

meshes (O-grid or butterfly grid), regularly spaced in flow direction. The O-grids comprise a 

combination of nodes distributed along orthogonal coordinates (pipe center), surrounded by 

nodes distributed along cylindrical coordinates. Figure 7.1 shows the simulation domain for the 

DN200 feed pipe setup with horizontal bend. 
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Single-phase inlets for air (red cells) and water (blue cells) were used to resemble the concentric 

phase mixers of both experimental setups. Note that this is a simplification for the DN50 feed pipe 

at high gas flow rates, where an upstream T-junction was used for phase mixing. To compensate 

any possible effect by the domain outlets (green cells) on the numerical results upstream, the 

domains were extended by L/D = 10 in flow direction.  

 
Figure 7.1: Simulation domain for the DN200 feed pipe section equipped with horizontal 90° bend in ANSYS 

CFX. 

To achieve grid-independent results, simulations were repeated with different numbers of cells. 

During the mesh refinement the number of nodes per edge of the O-grid were scaled to the pipe 

diameter. Identical numbers of cells per cross-sectional area were used for both pipe diameters 

in order to resolve local phenomena at same scale. Figure 7.2 shows simulated void fractions for 

all geometries for the measurement location closest to the domain outlet at low flow rate for 

different mesh refinements.  The mesh size in Figure 7.2 is shown in percent for easier comparison 

between the different geometries (100 % refers to the tabulated values in Figure 7.2), with 

coarser meshes (< 100 %) showing slight effects of the lower mesh refinement. 

Identical boundary conditions were used for all geometries. Both phase inlets were bulk mass flow 

inlets (calculated from the superficial velocities during the experiments) with setting accounting 

for medium turbulence intensity. The outlet condition for average static pressure 𝜕𝜕  = 0 Pa 

(ambient pressure) was chosen and pipe roughness and slip between water, air and inner pipe 

wall were neglected (smooth wall, no slip wall boundary conditions) due to the fairly smooth 

surface of the plastic pipes. The fluid properties for the both phases (adiabatic flow) were obtained 

from the ANSYS CFX material library. The gas density (𝜌𝜌G  = 1.20 kg m-3) was selected as the 

buoyancy reference density and the simulations were initialized completely filled with water.   
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Figure 7.2: Effect of mesh size on void fractions for straight and bent pipes at low flow rates  
(�̇�𝑚G = 1 kg m-2 s-1 and �̇�𝑚L = 97 kg m-2 s-1). 

The residual target of the convergence criteria was set as RMS = 10-4. Since steady-state 

simulations did not reach convergence, quasi-steady-state simulations utilizing the transient 

analysis mode (first-order backward Euler scheme) were performed. The simulations were 

carried out for a maximum number of 30 coefficient loops between each timestep. This way, the 

simulations approximate the (quasi-)steady-state behavior after a sufficient amount of timesteps 

(simulation time) as illustrated in Figure 7.3.  

 
Figure 7.3: Average void fractions obtained using a transient analysis mode (90° horizontal bend, DN200 
feed pipe setup, at low flow rates: �̇�𝑚G = 1 kg m-2 s-1 and �̇�𝑚L = 97 kg m-2 s-1). 
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The simulation time tsim to reach quasi-steady-state behavior was between 50 s and 60 s with 

constant timesteps of 10-2 s for all cases. 

7.2 Multiphase models 

For the simulation of free surface flows in the Eulerian-Eulerian framework, the volume of fluid 

(VoF) model with built-in interface detection is widely accepted (Fan et al., 2019; Guerrero et al., 

2017; Hirt and Nichols, 1981; Nasrfard et al., 2019). On the other hand, VoF involves a shared 

velocity field of the two-phase flow (treated as a homogenous mixture similar to HEM (Hirt and 

Nichols, 1981; Ali, 2017; Ban et al., 2018; Sadrehaghighi, 2018), which contradicts flows with 

disperse fractions.  

Alternatively, the Algebraic Interfacial Area Density (AIAD) model can be applied, which accounts 

for local flow patterns and includes blending functions to consider correlations for interfacial area 

density, drag coefficient and local characteristic length scale, respectively. In the framework of 

VoF, the two-phase mixture is treated as a homogenous fluid (one-fluid approach with volume-

averaged properties of both phases. AIAD is supposed to capture the morphology of the two-phase 

flow by providing laws for the interfacial area density and the drag coefficient at the interphase.  

Volume of Fluid model: The adiabatic two-phase flow is governed by the balance equations for 

mass 

𝜕𝜕
𝜕𝜕𝑐𝑐

(𝛼𝛼k𝜌𝜌k) + ∇(𝛼𝛼k𝜌𝜌k𝒖𝒖k) = 0 7.1 

and momentum 

𝜕𝜕
𝜕𝜕𝑐𝑐

(𝛼𝛼k𝜌𝜌k𝒖𝒖k) + ∇�𝛼𝛼k(𝛼𝛼k𝒖𝒖k × 𝒖𝒖k)�

= −𝛼𝛼k∇𝜕𝜕k + 𝛻𝛻�𝛼𝛼k𝜇𝜇k(∇𝒖𝒖𝑘𝑘 + (∇𝒖𝒖𝑘𝑘)𝑇𝑇)� + 𝛼𝛼k𝜌𝜌k𝒈𝒈 + 𝑴𝑴𝐺𝐺,𝐿𝐿 . 
7.2 

𝒖𝒖k refers to the velocity field of each phase. Forces acting on the interphase of each phase due to 

the presence of the second phase are described by the interphase momentum transfer 𝑴𝑴G,L . 

Turbulence was modelled using Menter’s Shear Stress Transport model (SST, Menter, 1993;  

Menter, 1994) that was successfully applied in previous CMFD studies (Chinello et al., 2019; 

Menter, 2003; Höhne, 2016; Saffari et al., 2014; Tas-Koehler et al., 2021). STT is especially suited 

for separated morphologies such as stratified or annular flow as it blends between the k - 𝜀𝜀 (free 

stream) and k - 𝜔𝜔 (near wall region) turbulence models.  

AIAD model: The model involves a blending function to select correlations for interfacial area 

density, drag force and momentum transfer depending on the void fraction in order to account for 

different flow morphologies. Thus, improved detection and modelling of phase interface and flow 

morphology is achieved. In this work, the unified blending function proposed by Höhne et al. 
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(2020) was applied, while turbulence damping was enabled and subgrid turbulence model and 

drag law were disabled. After the VoF simulations reached quasi-steady state, the transient 

simulations were started using AIAD. The necessary code was implemented via CFX command 

language (CCL). The simulations were then continued in a similar manner as described in Section 

7.1 until quasi-steady state was reached again.  

7.3 Comparison with experimental data 

The following section compares the two-phase flow morphologies and cross-sectional averaged 

void fractions obtained from numerical simulations and experiments in straight pipes and 

horizontal bends. 

7.3.1 Straight pipes  

The observed flow morphologies in the DN200 feed pipe setup are summarized in Figure 7.4. 

Figure 7.4a shows a 3D image of the liquid phase fraction obtained from AIAD simulation. The 

predicted flow is well developed for entrance lengths L/D ≥ 10. Simulated and measured void 

fractions at L/D = 10 are inscribed in the cross-sections in Figure 7.4b, which reveal good 

quantitative and qualitative agreement for both modelling approaches. However, small amplitude 

waves in the experiments (reflected by the void fraction gradient near the interface) were not 

observed in the simulations.  

 
Figure 7.4: Two-phase flow in the straight DN200 feed pipe setup: a) rendered flow 3D morphology 
obtained from AIAD simulations at low flow rates, b) comparison of measured and simulated flow 
morphologies and average void fractions. 

Figure 7.5 shows the phase distribution obtained from the simulations for the straight DN50 pipe 

at low flow rates. Both numerical models predict a developed flow with nearly constant liquid 

level along the pipe. Contrary, the hydraulic jump in the experiments causes higher liquid levels 

(at L/D > 10). Similar to the DN200 feed pipe setup (Figure 7.4a), the numerical models tend to 

predict this jump earlier (near the domain inlet) and thus, overpredict the void fraction beyond 
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Figure 7.5: Void fractions and patterns of the phase distribution obtained from experiments and 
simulations (VoF, AIAD) for developing two-phase flow in the DN50 feed pipe setup at low flow rates. 

Figure 7.6 shows the phase distribution obtained from the simulation for the straight DN50 pipe 

at higher flow rates, where annular flows exists for short entrance length (INL), but the flow 

develops towards a more stratified morphology (contrary to the flow map in Figure 3.6).  

  
Figure 7.6: Void fractions and patterns of the phase distribution obtained from experiments and 
simulations (VoF, AIAD) for developing two-phase flow in the DN50 feed pipe setup at high flow rates. 
Both numerical models predict average void fraction with fair agreement. Flow patterns from the  

AIAD simulations are more similar with the experiments (circumferential liquid spreading at 

L/D = 10), however, close to the inlet the simplified inlet geometry (see Section 7.1) causes the 

gas phase to enter the domain with very high momentum (velocity). Thus, the liquid film at pipe 
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bottom forms only in the downstream region of the straight pipe. On the other hand, both models 

fail to predict the  circumferential wall wetting. 

7.3.2 Horizontal 90° bends 

The flow morphologies in the vicinity of the horizontal 90° bends are shown in Figure 7.7 for the 

higher flow rates, i.e. annular flow is predicted by the flow regime map. The re-orientation of the 

flow’s momentum causes a zig-zag distribution of the liquid bulk with local inversion at the bend 

outlet in the DN50 geometry.  

 
Figure 7.7: 3D-visualization of the liquid phase fraction (blue) of developing two-phase flow in the vicinity 
of horizontal 90° bends at high flow rates obtained from numerical simulations (VoF). 

Figure 7.8 presents the phase distribution obtained from the simulation for the horizontal 90° 

bend with D = 200 mm at low flow rates. In contrast to inlet (INL) and recovery (REF) locations, 

the average void fraction downstream of the bend outlet (OUT) is well predicted by the numerical 

codes, with slightly more accurate results for VoF . The experiments revealed liquid accumulation 

at the bend inlet, which was not captured by the simulations. Moreover, the simulations failed to 

reproduce the slightly tilted interphase.   

Figure 7.9 summarizes the phase distributions obtained from the simulation for the horizontal 

90° bend with D = 200 mm at high flow rates. Both numerical models predict the average void 

fraction with similar deviation from the experimental values. However, the wavy morphology and 

disperse liquid fraction (not visible in WMS data but visually confirmed during the experiments) 

are not observed in the numerical results. The zig-zag motion of the liquid bulk along the pipe 

downstream of the bend agrees fairly well comparing WMS data and numerical simulation (VoF). 

The different phase distribution at OUT + 2.5 D reveal a different propagation frequency of the 
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zig-zag motion of the liquid bulk in the numerical data. AIAD, however, fails to correctly predict 

the phase distribution close to the bend outlet. 

 
Figure 7.8: Void fractions and patterns of the phase distribution obtained from experiments and 
simulations (VoF, AIAD) for developing two-phase flow in the 90° horizontal bend (DN200 feed pipe setup) 
at low flow rates. 

 
Figure 7.9: Void fractions and patterns of the phase distribution obtained from experiments and 
simulations (VoF, AIAD) for developing two-phase flow in the 90° horizontal bend (DN200 feed pipe setup) 
at low high flow rates. 

Figure 7.10 summarizes the phase distributions obtained from the simulations for the horizontal 

90° bend with D = 50 mm at low flow rates. Both numerical models slightly overpredict the 

average void fraction up- and downstream the horizontal bend (D = 50 mm). Small ripple waves, 
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that were present during the experiments were not observed in the simulation results. The overall 

phase distribution in the experiments was hardly affected by the horizontal bend, however, the 

simulations predict a slightly inclined interface at the bend outlet (OUT). 

 
Figure 7.10: Void fractions and patterns of the phase distribution obtained from experiments and 
simulations (VoF, AIAD) for developing two-phase flow in the 90° horizontal bend (DN50 feed pipe setup) 
at low flow rates. 

 
Figure 7.11: Void fractions and patterns of the phase distribution obtained from experiments and 
simulations (VoF, AIAD) for developing two-phase flow in the 90° horizontal bend (DN50 feed pipe setup) 
at high  flow rates. 

Figure 7.11 presents the phase distributions obtained from the simulations for the horizontal 90° 

bend with D = 50 mm at high flow rates.  The averaged void fractions obtained by both numerical 

models downstream of the outlet of the horizontal bend agree fairly well with the experimental 

data. However, the deviation increases for large entrance lengths, i.e. more developed flows (INL 

and REF). Contrary to the experimental data, both numerical models predict flow inversion (the 

liquid bulk is located in the upper pipe half, see Figure 7.7) close to the bend outlet. As the flow 

develops, liquid accumulates at the pipe bottom for entrance lengths 5 ≤ L/D ≤ 10 in the 
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experimental and numerical data. In the numerical simulations however, a zig-zag motion of the 

liquid bulk is predicted, which was not observed during the experiments. Instead a wavy 

interphase was observed, which was not predicted by the numerical models. Similar to the 

simulations in the larger pipe diameter at high flow rates (Figure 7.9), AIAD introduces unphysical 

liquid phase maldistribution. 

7.4 Conclusions 

In this chapter, the capabilities of VoF and AIAD models for predicting two exemplary flow 

morphologies in different pipe geometries were presented. The simulations performed well with 

respect to recovering some macroscopic two-phase flow features. However, the deviations 

obtained for the even rather stratified flow examples in this work demonstrate that the codes still 

require further development. The main findings are: 

 Numerical simulations give an initial estimate of flow morphology,  phase distribution and 

velocity, resolved in full 3D geometries 

 The influence of curvatures on the two-phase flow in the downstream region was captured in 

the simulation results with good agreement.  

 Phase dynamics, axial development of the flow morphology and void fraction can only be 

predicted with standard codes and are therefore highly uncertain for detailed engineering of 

two-phase feeds and require caution and safety margins. 
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8  Summary and recommendations for future work 

8.1 Summary 

For more than hundred years thermal separation processes in separation columns are an essential 

unit operation in chemical processing. Surprisingly, no universal approach for handling two-phase 

feeds has been proposed yet. This interdisciplinary field covering thermal separation and pipeline 

engineering commonly resorts to heuristic safety margins or individual experience of plant 

engineers, since data of two-phase flows in typical feed pipe dimensions are rarely available. As a 

consequence, the occurrence of detrimental flow phenomena remains often unnoticed and the 

flow development in early design phases can only be predicted with high uncertainty. 

Today’s design and engineering of two-phase feeds can only consult flow data classified as fully 

developed, since studies on entrance lengths, entrance behavior or flow morphologies in large 

diameter feed pipes are not available. Undesirable flow morphologies such as intermittent flows 

or entrainment are hardly be predictable, because either prediction criteria are missing or not yet 

qualified for two-phase feeds.  Thus, the aim of this work was to create a comprehensive 

experimental database in order to derive criteria for the prediction of undesired flow 

morphologies and to systematically analyze the applicability of models for two-phase feeds. 

Experiments were carried out in two feed pipe setups (DN50 and DN200). Measurements up- and 

downstream of pipe geometries (consisting of 90° pipe bends) revealed phase redistribution and 

entrance lengths. The developing two-phase flow morphologies were sampled along several axial 

positions by wire-mesh sensors with frame rates between 2.5 and 10 kHz and spatial resolution 

of 3 mm × 3mm. The comprehensive data base consisting of 1,274 measurements was made 

available online (via the research data repository ‘RODARE’).  

An objective and reliable identification of flow morphologies was achieved by applying a fuzzy 

algorithm, which was extended by a new classification scheme. This method has been successfully 

tested and qualified for the investigated pipe geometries. By comparing the axial measurement 

points, entrance lengths and entrance behavior in terms of flow morphologies have been 
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determined. A comparison of pipe geometries indicated the different calming lengths required 

downstream of curvatures to recover from their influence on the flow morphology.  

The occurrence of undesired flow morphologies for two-phase feeds was analyzed based on the 

experimental data. The inception of intermittent flows is characterized by average liquid level and 

liquid velocity. However, a conservative criterion requires knowledge of the void fraction. The 

onset of entrainment was identified from characteristic wave frequencies of the liquid bulk. A 

conceptual criterion was established to determine the susceptibility to entrainment based on 

dimensionless numbers that rely on the void fraction. 

In addition, the applicability of 66 available reduced-order models was systematically assessed 

and LMPs and DFMs were identified as most versatile. Numerical simulations with VoF and AIAD 

were also performed considering exemplary morphologies and pipe geometries. While 

macroscopically approximated, phase dynamics could not be properly captured. Reduced-order 

models still outperform CFD simulations considering the deviations from the measured void 

fractions. The critical assessment of existing models and methods showed that reduced-order 

models can be used to predict two-phase flow in feed pipes with certain limitations. Reduced-

order models are far more versatile and can be used for many geometrics and flow regimes and 

should still be used for design purposes. 

For the first time, this thesis links the design of two-phase feeds in distillation columns with the 

multitude of methods and models, available to characterize the hydrodynamics. Since the thermal 

state of the feed mixture will continue as free design parameter, an estimation of the flow 

morphologies is still required. However, neither are empirical tools and models universally 

applicable, nor can all possible fluid combinations be experimentally studied. The flow chart in 

Figure 8.1 illustrates, how design and sizing of horizontal two-phase feed pipes for separation 

units benefit from the developed methods, models and correlations derived in this work. The 

diagram guides the designer based on different states (gray) and decisions (red) during the 

engineering of two-phase feeds and their consequences (blue). The applicable tools and 

contributions of this work and their parameters are shown in yellow and white, respectively.  

The early design stages of the separation process will define the key constraints of the separation 

task, namely (1) the feasible operating range in terms of flow rates for the desired column type, 

and (2) the fluid properties and, based on equilibrium data, the thermal state of the feed. After the 

nominal feed pipe size is determined, potential undesirable flow conditions must be identified. If 

they cannot be avoided, tailored design of the two-phase feeds is required. Alternatively, the flow 

rates can be modified, which, however is often at the expense of a reduced separation 

performance or plant throughput. If fluid dynamic experience is available for the application, it 

may be necessary to adjust the pipe routing (increase pipe diameter or use/avoid curvatures). 
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Such tailored design of the two-phase feeds can be based on experience (e.g. from flow data before 

a column revamp or by suitable flow maps) and result in adjustments of pipe routing (increasing 

the pipe diameter or using/avoiding curvatures) in order to achieve the necessary flow 

stratification. Alternatively, CFD or reduced-order models can be consulted to determine the void 

fraction in order to select suitable inlet devices. Furthermore, the liquid level of the flow can be 

estimated and the occurrence of intermittent flows can be directly assessed. Moreover, after 

determination of ILG, a prediction of the occurring flow can be made with the TFM. Additionally, 

the void fraction ultimately allows determining the Strouhal number with the proposed empirical 

relations and thus, occurrence of entrainment can be verified. 

Eventually, this procedure allows the design engineer to evaluate whether the two-phase feed will 

be operated with desired flow morphologies (i.e. no intermittent flow, no entrainment) or proper 

inlet devices, modified pipe routing  or larger pipe diameter are required. 

8.2 Recommendations for future work  

In the future the experimental database may be consulted for design questions and engineering 

regarding the pipe routing of the feed section. This work has focused primarily on the bulk phases. 

Experimental work on local entrainment or droplet deposition phenomena along short pipes is 

still required. Furthermore, it would be advisable to contrast the beneficial flow influence of 

horizontal curvatures to common inlet devices to check for possible substitution. For example, the 

installation of a horizontal 90° bend upstream of the column inlet nozzle has been shown to have 

a beneficial effect on the flow by reducing the occurrence of droplet-laden annular flows and 

intermittent flows. The secondary flow introduced by the bend changes with the flow rates, i.e. 

optimal ranges of operation for bent feed pipes may be obtained. Moreover, the literature also 

indicates increasing droplet sizes at the outlet of horizontal bends, improving the separability of 

droplets. Here, the link between flow rate, bend geometry, possible re-entrainment by the bend 

and droplet size is still missing. As this work has focused on adiabatic two-phase flows and the 

hydrodynamic characterization of the entrance lengths, two-phase feeds with phase change, e.g. 

flashing feeds, require further investigation and characterization.  

The criteria developed in this work to predict undesired flow morphologies – in principle – 

account for different fluid properties using dimensionless numbers. However, experimental 

validation is required, especially local onset and deposition phenomena of entrainment along the 

feed pipe have not yet been studied.  
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Figure 8.1: Advanced flow chart for design of horizontal two-phase feed pipes with particular contributions 
from this thesis. 
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The prediction of the void fraction as key parameter for the characterization of two-phase feeds 

and as model parameter for the prediction of flow morphologies in future should be based on 

reduced-order models. Thereof, drift-flux Models (Equation 2.46) are clearly more promising 

compared to empirical models, Homogenous flow models or separated flow models. Constant 

values for the distribution parameter can be provided by lookup tables for the respective flow 

morphologies, fluid properties and pipe geometries. However, the formulation of universal 

approaches are needed to determine the drift velocity for arbitrary flow morphologies and fluid 

properties without a priori knowledge. Models based on the Lockhart-Martinelli parameter are 

recommended for the practical use, since it also allows to determine the two-phase pressure drop 

in addition to void fraction. However, the definition according to Equation 2.48 neglects the 

influence of the surface tension on pressure drop and void fraction which should be 

experimentally verified for developing flows. 

On the long term, numerical methods will advance the feed pipe design process. However, model 

development and validation for developing two-phase flow is still required. As shown in this work, 

the determination of the ILG can be used to describe the axial flow development. However, it 

assumes gradual progression from/towards an equilibrium liquid level, which hardly holds for 

short entrance lengths. Consequently, further work is needed to modify the numerator term in the 

ILG correlation (equilibrium liquid level) considering the equation for the denominator term 

(critical liquid level) formulated in this work by Equation 6.4.  

The CFD simulations have shown, that experimental validation is still required, if accurate 

solutions are targeted. Different modelling approaches (e.g. large eddy simulations) or 

modification of model terms (e.g. for the onset of entrainment or growth of interfacial waves) in 

VoF or AIAD might result in simulation results closer to the experiments.  
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Figure 4.2: Effect of ṁG on the flow morphology for both feed pipe setups at (I) �̇�𝑚L = 100  kg m-2 
s-1 and (II) �̇�𝑚L = 400 kg m-2 s-1. .......................................................................................................................... 55 

Figure 4.3: FFPI-based morphology classification of the developing two-phase flow in the DN50 
feed pipe setup with upright S-bend at positions a) INL and b) OUT and with horizontal 
S-bend at position c) INL and d) OUT. ............................................................................................................ 56 

Figure 4.4: FFPI-based morphology classification of the developing two-phase flow in the 
horizontal 90° bend in the DN50 feed pipe setup at positions a) INL and b) OUT and in 
the DN200 feed pipe setup at positions c) INL and d) OUT. The flow direction is 
towards the image plane. ..................................................................................................................................... 57 

Figure 4.5: FFPI-based morphology classification for the developing two-phase flow in the 
upright S-bend (DN50 feed pipe setup) at position REF, b) parity plot of the 
morphology recovery exemplarily shown for FI with colors referring to the 
morphology at the reference position (REF). ............................................................................................. 58 

Figure 4.6: Parity plots of the absolute morphology recovery (at position REF) with colors 
referring to the morphologies of the bent pipes. ...................................................................................... 60 



List of figures 
 
 

115 

Figure 5.1: a) Experimentally observed intermittent flow for short (red symbols) and long 
entrance lengths (black symbols) compared with model predictions shown as 
transition lines, b) clustering of intermittent flows based on liquid Froude numberFrL 
(calculated via measured liquid level hL,exp). ............................................................................................... 61 

Figure 5.2: Flow regime map obtained from own data and literature data as well as predictive 
models for the onset of entrainment (OE). The blue shaded area indicates conditions 
requiring droplet separation from bulk gas. ............................................................................................... 63 

Figure 5.3: Standard deviation 𝜎𝜎exp  of the void fraction data 𝛼𝛼G(t)  per sensor crossing point 
(us,G = 3.29 m s-1, us,L = 0.08 m s-1, straight pipe, DN50 feed pipe setup) at three axial 
locations. High values for 𝜎𝜎exp  in the gas bulk region account for entrained liquid 
agglomerates and droplets. ................................................................................................................................ 63 

Figure 5.4: Relation of Sts,L and LMN for separated and intermittent flow data with and without 
entrainment and liquid carry-over (lines represent literature correlations for Sts,L). ............. 65 

Figure 5.5: a) Graphical illustration of the conceptual criterion to predict the onset of entrainment  
(experimental data from this work: straight pipe, DN50 feed pipe setup), b) urel  vs. RS 
coordinates along iso-lines of average Strouhal numbers 𝑆𝑆𝑐𝑐� s,L. ......................................................... 67 

Figure 5.6: Entrainment prediction in straight pipes obtained at L/D = 10 for a) DN50 feed pipe 
setup, b) DN200 feed pipe setup. ..................................................................................................................... 68 

Figure 5.7: Identified flow morphologies (gray lines) with predicted areas (blue) prone to liquid 
entrainment: a) straight pipe (DN50) at position REF, b) 90°-horizontal bend pipe 
(DN50) at position OUT, c) straight pipe (DN200) at position REF, d) 90°-horizontal 
bend pipe (DN200) at position OUT. .............................................................................................................. 69 

Figure 6.1: a) Variance of the void fraction predictions 𝛼𝛼G,corr  in straight pipes using reduced-
order models (SLM - Separated flow models, HFM - Homogenous flow model, DFM - 
Drift Flux Model, LMP - Models based on the Lockhart-Martinelli parameter, EMP - 
Empirical models), b) fitted results of the two best performing correlations (LMP of 
Wallis (1969) and DFM of Gomez et al. (2000)) based on the experimental data in this 
work. ............................................................................................................................................................................. 72 

Figure 6.2: a) Morphology-adaptive prediction of the void fraction (position REF, DN50 feed pipe 
setup) combining a) LMP (III) and b) DFM’s for annular flow at high uh (I) and 
intermittent and stratified flows at lower uh (II+III). .............................................................................. 74 

Figure 6.3: Parity plot of ILG values obtained from experiments (ILGexp) and predicted values 
(ILGtheo) from Equation 2.36 using the interfacial friction factor proposed by Barnea 
(1991) (blue) and empirically fitted value obtained in this work (black). .................................... 76 

Figure 6.4: a) Parity plot of critical liquid levels obtained from experimental data and ILG models, 
b) flow regime map of the corresponding stratified flows (fuzzy classified, Section 
3.4.1). ............................................................................................................................................................................ 76 

Figure 6.5: Experimental data (dots) and empirical correlations (lines) of a) longitudinal 
curvature of the interface (d(ILG)/dz) and b) scaling factor C(X) with Lockhart-
Martinelli parameter X (Equation 2.48). ....................................................................................................... 77 

Figure 7.1: Simulation domain for the DN200 feed pipe section equipped with horizontal 90° bend 
in ANSYS CFX. ............................................................................................................................................................ 80 

Figure 7.2: Effect of mesh size on void fractions for straight and bent pipes at low flow rates 
(�̇�𝑚G = 1 kg m-2 s-1 and �̇�𝑚L = 97 kg m-2 s-1). ................................................................................................... 81 

Figure 7.3: Average void fractions obtained using a transient analysis mode (90° horizontal bend, 
DN200 feed pipe setup, at low flow rates: �̇�𝑚G = 1 kg m-2 s-1 and �̇�𝑚L = 97 kg m-2 s-1). .............. 81 



List of figures 
 
 

116 

Figure 7.4: Two-phase flow in the straight DN200 feed pipe setup: a) rendered flow 3D 
morphology obtained from AIAD simulations at low flow rates, b) comparison of 
measured and simulated flow morphologies and average void fractions. .................................... 83 

Figure 7.5: Void fractions and patterns of the phase distribution obtained from experiments and 
simulations (VoF, AIAD) for developing two-phase flow in the straight DN50 feed pipe 
setup at low flow rates. ......................................................................................................................................... 84 

Figure 7.6: Void fractions and patterns of the phase distribution obtained from experiments and 
simulations (VoF, AIAD) for developing two-phase flow in the straight DN50 feed pipe 
setup at high flow rates. ....................................................................................................................................... 84 

Figure 7.7: 3D-visualization of the liquid phase fraction (blue) of developing two-phase flow in 
the vicinity of horizontal 90° bends at high flow rates obtained from numerical 
simulations (VoF). ................................................................................................................................................... 85 

Figure 7.8: Void fractions and patterns of the phase distribution obtained from experiments and 
simulations (VoF, AIAD) for developing two-phase flow in the 90° horizontal bend 
(DN200 feed pipe setup) at low flow rates. ................................................................................................. 86 

Figure 7.9: Void fractions and patterns of the phase distribution obtained from experiments and 
simulations (VoF, AIAD) for developing two-phase flow in the 90° horizontal bend 
(DN200 feed pipe setup) at low high flow rates. ....................................................................................... 86 

Figure 7.10: Void fractions and patterns of the phase distribution obtained from experiments and 
simulations (VoF, AIAD) for developing two-phase flow in the 90° horizontal bend 
(DN50 feed pipe setup) at low flow rates. .................................................................................................... 87 

Figure 7.11: Void fractions and patterns of the phase distribution obtained from experiments and 
simulations (VoF, AIAD) for developing two-phase flow in the 90° horizontal bend 
(DN50 feed pipe setup) at high  flow rates. ................................................................................................. 87 

Figure 8.1: Advanced flow chart for design of horizontal two-phase feed pipes with particular 
contributions from this thesis. .......................................................................................................................... 92 

Figure A.1: Plot of the dominant degrees of membership towards stratified morphologies 𝐹𝐹n∗ 
against the standard deviation of the WMS void fraction recordings 𝜎𝜎(𝛼𝛼G) obtained in 
the straight DN50 feed pipe section at measurement location REF. ..................................................vi 

Figure A.2: Main and transitional regimes according to the derived constraints: a) ranges (colors) 
of the membership function, b) allocation of experimental data of the reference 
configuration (DN50 feed pipe setup, L/D = 50). ..................................................................................... viii 

Figure A.3: Individual contributions from each of the four main regimes (annular, bubbly, 
intermittent, stratified) to the transitional morphologies with respective constraints 
given in the tables. .................................................................................................................................................... ix 

Figure A.4: Resolution of the frequency domain (fres), effective noise bandwidth (ENBW) and total 
number of windows (nDFT), depending on the DFT window length NDFT. ........................................ xi 

Figure A.5: Power spectral densities (PSD’s) obtained for different areas of the pipe-cross in the 
DN50 feed pipe setup (L/D = 75) for experimental conditions a) to d). ........................................ xii 

Figure A.6: Change of the morphologies from inlet (INL) to outlet (OUT) observed in the DN50 
feed pipe setup with upright S-bend. ............................................................................................................ xiv 

Figure A.7: Change of the morphologies from inlet (INL) to outlet (OUT) observed in the DN50 
feed pipe setup with horizontal S-bend. ....................................................................................................... xv 

Figure A.8: Change of the morphologies from inlet (INL) to outlet (OUT) observed in the DN50 
feed pipe setup with horizontal 90° bend. .................................................................................................. xvi 



 
 
 

117 

Figure A.9: Change of the morphologies from inlet (INL) to outlet (OUT) observed in the DN200 
feed pipe setup with horizontal 90° bend. .................................................................................................. xvi 

Figure A.10: Fuzzy morphology classification in the downstream region of the test sections with a) 
upright S-bend (DN50 feed pipe setup), b) horizontal S-bend (DN50 feed pipe setup), 
c) horizontal 90° bend (DN50 feed pipe setup) and d) horizontal 90° bend (DN200 
feed pipe setup) at position REF with examples of the time-averaged liquid phase 
fraction images (black dotted lines indicate iso-lines of 𝛼𝛼G = {0.1, 0.50, 0.9}. The flow 
direction is towards the image pane. ........................................................................................................... xvii 

Figure A.11: Recovery of the morphology in the downstream region of the DN50 feed pipe setup 
with upright S-bend. .......................................................................................................................................... xviii 

Figure A.12: Recovery of the morphology in the downstream region of the DN50 feed pipe setup 
with horizontal S-bend. ....................................................................................................................................... xix 

Figure A.13: Recovery of the morphology in the downstream region of the DN50 feed pipe setup 
with horizontal 90°-bend. .................................................................................................................................... xx 

Figure A.14: Recovery of the morphology in the downstream region of the DN200 feed pipe setup 
with horizontal 90° bend. ..................................................................................................................................... xx 

Figure A.15: Recovery of the morphology comparing the DN50 feed pipe setup with straight pipe 
to the DN50 feed pipe setup with upright S-bend. .................................................................................. xxi 

Figure A.16: Recovery of the morphology comparing the r DN50 feed pipe setup with straight pipe 
to the DN50 feed pipe setup with horizontal S-bend. ........................................................................... xxii 

Figure A.17: Recovery of the morphology comparing the DN50 feed pipe setup with straight pipe 
to the DN50 feed pipe setup with horizontal 90° bend. ......................................................................xxiii 

Figure A.18: Recovery of the morphology comparing the DN200 feed pipe setup with straight pipe 
to the DN200 feed pipe setup with horizontal 90° bend. ...................................................................xxiii 

The following figures were copied from own open access publications that are free to use according to CC-
BY licensing: Figure 3.1, Figure 3.6 to Figure 3.8, Figure 3.10, Figure 4.1 to Figure 4.6, Figure A., Figure A.2, 
Figure A.6 to Figure A.18. 

 

 

 

 

  



List of tables 
 
 

118 

List of tables 

Table 2.1: Possible feed conditions for thermal separation. ................................................................................................ 7 

Table 2.2: Relevant factors influencing the flow morphologies in horizontal pipes. ............................................. 12 

Table 2.3: Predictive correlations for UG and ReL,f,OE  for varying entrainment regimes. ...................................... 16 

Table 2.4: Geometrical parameters and their relation to the liquid level hL for stratified flow with 
horizontal interface. ..................................................................................................................................................... 24 

Table 2.5: Commonly applied terms for interfacial shear and interfacial friction factor in the TFM. ............ 27 

Table 2.6: Numerical studies in curved pipes (vertical to horizontal orientation). ............................................... 35 

Table 3.1: Specifications of applied WMSs. ............................................................................................................................... 41 

Table 3.2: Investigated pipe configurations. ............................................................................................................................ 44 

Table 3.3: Measurement uncertainty of the measured flow rates in both test sections. ..................................... 50 

Table 5.1: Coefficients and validity for Equation 5.9. ........................................................................................................... 68 

Table 6.1: Performance assessment of empirical correlations for the prediction of 𝛼𝛼G. ..................................... 73 

Table 6.2: Performance of LMP and DFM for the prediction of 𝛼𝛼G in various pipe geometries. ...................... 75 

Table A.1: Main and transitional flow morphologies. .......................................................................................................... vii 

Table A.2: Average measurement uncertainty across all measurements (liquid flow rate). ............................ xiii 

Table A.3: Average measurement uncertainties across all measurements (gas flow rate). .............................. xiii 

Table A.4: Relative morphology recovery downstream the pipe bends (compared to inlet). ........................ xxiv 

Table A.5: Absolute morphology recovery downstream bent pipes (compared with straight pipes). ........ xxv 

The following tables were copied from own open access publications that are free to use according 
to CC-BY licensing: Table 3.2, Table A.1, Table A.4, Table A.5. 

  



Appendix 
 
 

i 

Appendix   

A.1 Consequences of inappropriate two-phase feeds (examples) ii 

A.2 Thermohydraulic optimization utilizing two-phase feeds iii 

A.3 Influence of horizontal curvatures on the flow morphologies iv 

A.4 Specifications of the experimental facilities v 

A.5 FFPI sub-classification vi 

A.6 Window function and uncertainty of the PSD x 

A.7 Measurement uncertainty xiii 

A.8 Quantitative presentation of the effect of pipe curvatures xiv 

A.9 Recovery of the flow morphology downstream of curvatures xvii 

A.10 Recovery of the flow morphology (absolute) xxi 

A.11 Recovery of the flow morphology (lookup tables) xxiv 

A.12 Wave frequency correlations (horizontal) xxvi 

A.13 Determination of the void fraction by reduced-order models xxvii 

A.14 Empirical void fraction correlations xxxi 

A.15 Derivation of the modified correlation for ILG xxxii 

 

  



Appendix 
 
 

ii 

A.1 Consequences of inappropriate two-phase feeds (examples) 

Consequence Problem description and solution 
Case number  

Kister (2006) 

Fouling or 
plugging in parts 
of the separation 

column 

Problem: Heavy feed entrainment caused an undesired polymerization reaction; Polymers plugged tower internals;  
Solution: Vapor phase redistribution due to new feed inlet position and modified inlet design.  

874 

Problem: Crude entrainment carried over with the vapor phase from a preflash drum; Tar-like fouling on trays below feed nozzle and metal 
constituent in the gas phase. 

1270 

Reduced 
separation 

performance 

Problems: Wrong inlet device obstructed the entrance area from the downcomer above; Tray capacity 15% below the target value;  

Solution: Re-arrangement of feed piping, installation of a different feed tray type. 

729 

Problems: Two-phase feed (95% vapor phase) fed to liquid-only feed distributor; Poor distributor performance caused reduced tray efficiency. 748 

Separator 
malfunction 

Problems: Downcomer choking by flashing feed (unnoticed bottleneck for 16 years); Failed resizing of the downcomer;   
Solution: New feed inlet stage, trays in the stripping section substituted by packings. 

739 

Problem: Premature flooding due to high momentum (in downwards direction) of the flashing feed;  

Solution: Enlargement of the downcomers in the stripping section and modification of the trays. 

777 

Mechanical 
damage 

Problem: Flashing feed originating from a tapered slot in the inlet device caused portions of the seal pan above sheared-off;  

Solution: Installation of a new, more stable seal pan. 

778 

Problem: Heavy entrainment, loss of fluids and corrosion (destruction of columns shell) due to high velocities in the flash gallery;  

Solution: Re-design of the inlet device with tangential inlet and replacement of column internals as required. 

890 

Problems: Poor feed line and support design;  Failure of shrouds, insufficient column shell protection; Hole in the column shell cut from heavy 
entrainment from flashing feeds. 

889 

Key-component 
maldistribution 

Problem: Heavy frothing caused by insufficient phase separation and incorrect tray design; Solution: Re-design of the flashing feed inlet device. 8110 
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A.2 Thermohydraulic optimization utilizing two-phase feeds 

Concept Applied method References 

Feed pre-heating 

 

Targets: Reduction of reboiler duty and recovery of excess heat; Increasing the feed temperature reduces the external 

heat duty. Heat degradation: Temperature recovered at the columns head condenser is below the columns desired feed 

temperature and is thus often added to subsequent separation stages or columns. 

Findings: When the same heat source is used for pre-heater and reboiler, the possible energy saving by pre-heating is 

low; Only pre-heating above the boiling point results in two-phase feeds. 

Dhole and Linnhoff (1993); 
Liebert et al. (1993); Demirel 
(2004); Errico et al. (2009); 

Mersmann et al. (2011); Couper 
et al. (2012); Kiss (2013); Lee 

and Min (2013); Jobson (2014); 
Blahušiak et al. (2016) 

Finding: Heat pump assisted distillation or heat integrated distillation may utilize flash evaporation (two-phase feeds) 

while coupling the separated rectifying and stripping sections. 

Jana (2010); Kiss (2013) 

 

External reflux Target: Mixing of head product with feed to increase wF; Reduced reflux and reboiler heat duty (beneficial for high 

volatile systems, e.g. vacuum distillation). 

Finding: Head product and feed mixture may involve different thermal states. 

Reinhard Billet (1983) 

Feed split Targets: Reduction of the overall heat duty of the main column and improved hydraulic performance; Pre-separation of 

key-components upstream of the distillation column; Removal of impurities (e.g.  in multi-stage flash evaporations, 

multi-effect distillations). 

Miyatake (1994); Errico et al. 
(2009); Asadollahi et al. (2017); 

Qi et al. (2017) 

Seasonal flexibility Targets: Variation of the evaporation to account for annual changing temperatures of external flows (e.g. in crude unit 

preflash devices); Adapt the column vapor load by changing the distillation preflash rate. 

Harbert (1978); Sloley and A. C. 
S. Fraser (2000) 

Varying column vapor 

load 

Target: Reducing the amount of vapor after preflash (e.g. in vacuum column) can result in more moderate vapor loading 

in downstream columns. 

Sloley and A. C. S. Fraser (2000) 

Removal of impurities Target: Applied in desalination plants, multi-stage flash evaporators or multi-effect distillation. Miyatake (1994); Kiss (2013); Qi 
et al. (2017) 
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A.3 Influence of horizontal curvatures on the flow morphologies 

Morphology Influence References 

Stratified 

smooth 

 Upwards inclination of the interface towards the outer bend radius 

 Slight increase of the void fraction 

 Pronounced transition to annular flow in small channels at 

moderate to high void fractions and for small curvature radii 

Wang et al. (2002), (2004); 

Lima and Thome (2012); 

Vieira et al. (2014) 

Stratified 

wavy 

 Dislocation of waves towards outer bend radius 

 Pronounced circumferential liquid spread (similar to annular flow) 

 Swirling flow in the main flow direction 

 Swaying interphase inclination in radial direction 

 Increasing wavy amplitude 

Abdulkadir (2011); Lima 

and Thome (2012) 

Annular  Deposition (inertia separation) of liquid droplets in the gas chore  

 Increase of wetted wall fraction and decrease of liquid level at pipe 

bottom  

 Effect of secondary flow in the gas chore on circumferential liquid 

film thickness 

Sakamoto et al. (2004); 

Kim et al. (2007); 

Abdulkadir (2011); 

Kesana et al. (2013) 

Intermittent  Accumulation of gas bubbles (plug flow) at inner bend radius and 

subsequent gravity-induced drive towards outer bend radius  

 Turbulence-induced bubble breakup (plug flow) at inner curvature 

radius 

 Slug flow transitions towards annular flow at outlet and wavy flow 

in the downstream region in small channels  

 Pronounced dispersion of gas in the liquid bulk 

Abdulkadir (2011); 

Kesana et al. (2013); Vieira 

et al. (2014); Yadav et al. 

(2014a) 

Bubbly  Gas bubble agglomeration at inner curvature radius and 

homogenous distribution downstream the bend 

 Bubble coalescence and breakup for low and higher void fractions, 

respectively 

 Lower bubble velocity for lower void fractions 

 Bubbles generation at the pipe top  

 Transition to intermittent flow at lower gas velocities compared to 

straight pipes 

Azzopardi and Sudlow 

(1993); Kim et al. (2007); 

Talley et al. (2009); Yadav 

et al. (2014b); Bowden et 

al. (2018) 
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A.4 Specifications of the experimental facilities 

 DN50 feed pipe setup DN200 feed pipe setup 

Fluids   

Liquid De-ionized water Tap water 

Gas Pressurized air (supply line with 6 to 8 
bar(a)) 

Ambient air 

Components   

Pump BADU Resort 110 axial pump FLOWSERVE ZLKD 050125 radial 
pump 

Separator Hydro cyclone D =  500 mm Column (D =  1000 mm) with 
integrated water storage at the bottom, 

V-baffle (inlet device) and demister 
packings 

Temperature measurement   

Liquid Pt 1000 digital thermometer  
(GTH175/Pt) 

Bimetal thermometer: 
FA 2300-A2522 

Gas Pt 100 resistance thermometers (Type 
16, tolerance class B) 

Bimetal thermometer: 
FA 2300-A2522 

Pressure measurement   

System pressure OMEGA PR12SY-V-2-B U-tube manometer 

Differential pressure OMEGA PD23-C-0.2, 
Honeywell FDW1JE,2Y,5R 

U-tube manometer 

Flow rate measurement   

Liquid Magnetic inductive flowmeters: 
SIEMENS MAG 5000, 
SIEMENS MAG 6000 

Rotameter: 
Endress+Hauser Flowtec AG PROMAG 

30F (DN150) 

Gas Mass flow controller*: 
OMEGA FMA-2613A, 
OMEGA FMA-2010A, 
Bronkhorst F-106Cl 

Orifice (DN400) according to  
DIN-EN-5167-2 

* The mass flow controllers determine the volumetric flow rate for different standard conditions: 𝑇𝑇G = 298.15 K and 
𝜕𝜕G = 101320 Pa (OMEGA) and  𝑇𝑇G = 273.15 K and 𝜕𝜕G = 101325 Pa (BRONKHORST)  
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A.5 FFPI sub-classification 

The degrees of membership 𝐹𝐹n in the FFPI membership function Ƒ inherently facilitate clustering 

and classification algorithms for different peculiarities of the flow morphologies. As discussed in 

Section 3.4.1, the benefits of an objective and automated flow morphology classification is at the 

expense of introduced empiricism and a loss of fuzzy character due to pronounced defuzzification. 

The inherent clustering obtained from FFPI is exemplarily shown in Figure A.1. 

 
Figure A.1: Plot of the dominant degrees of membership towards stratified morphologies 𝐹𝐹n∗ against the 
standard deviation of the WMS void fraction recordings 𝜎𝜎(𝛼𝛼G) obtained in the straight DN50 feed pipe 
section at measurement location REF. 

Figure A.1 draws data that correspond to the dominant (maximum) degree of membership to 

stratified morphologies (ordinate) against the respective standard deviation of the WMS void 

fraction recordings. For stratified flows, the latter approximates the transition from stratified 

smooth morphologies towards wavy morphologies with higher standard deviation of the WMS 

recordings. From the visual interpretation of the WMS recordings, four types of flow morphologies 

were identified (colored dots in Figure A.1). With the given axis, the clustering into four groups 

along a line of decreasing 𝐹𝐹S or 𝜎𝜎(𝛼𝛼G) becomes obvious. The bar charts for selected experiments 

(indicated by arrows in Figure A.1) show all four degrees of membership. Note that the non-

dominant degrees of membership are different for similar values of 𝐹𝐹S (compare blue and green 

arrows). Contrary to 𝜎𝜎exp(𝛼𝛼G), which might not be equaly sensitive to all flow morphologies, the 

non-dominant degrees of membership can be utilized to formulate empirical constraints for the 

classification of the flow morphologies. This is in line with the findings of Wiedemann et al. (2019), 
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who concluded that a single criteria applied to the FFPI membership function gives insufficient 

reclassification success.  

In order to employ any classification on the FFPI membership function, the respective degrees of 

memberships are normalized according to  

𝐹𝐹n� =
𝐹𝐹𝑛𝑛

𝐹𝐹𝑛𝑛∗  −  𝐹𝐹𝑛𝑛
 . A.1 

Subsequently, constraints for the second-order degrees of membership 𝐹𝐹n�   can be applied to all 

transitional morphologies, i.e. 𝐹𝐹n = 𝐹𝐹n∗ < 0.8. Based on the reference morphologies obtained at 

measurement location REF in both straight test sections, phenomenological assignment to 9 

different flow morphologies is possible. 

Table A.1: Main and transitional flow morphologies. 
 Morphology 𝒏𝒏 Phenomenological description   

 

M
ai

n 

Annular A Annular flow and mist flow   

 Bubble B Dispersed bubbles and bubble agglomerates   

 Intermittent I Slug, plug and aerated slug flow (not explicitly distinguished) for low 
to intermediate �̇�𝑚𝑔𝑔, �̇�𝑚𝑙𝑙  

  

 Stratified S Stratified smooth (also with low amplitude ripple waves)   

 

Tr
an

sit
io

na
l 

Stratified wavy SW1 Roll waves (waves with higher amplitude than in S)   

 SW2 Large amplitude waves with non-aerated bulk; cross-section not fully 
occupied by waves 

  

 Annular wavy AW Wavy flow with pronounced U-shaped phase interface, partially 
occurring aerated slugs; inhomogeneous liquid films / rivulets 

  

 Annular intermittent AI Intermittent structures with irregular shapes or highly aerated slug 
flow; high dispersion with irregular annulus 

  

 Blow through slug BS Aerated slug flow with higher frequency than in AI at high �̇�𝑚𝑔𝑔, �̇�𝑚𝑙𝑙   

 Bubbly intermittent BI Large gas agglomerates with extended dimensions; similar to plug 
flow 

  

In the color-coded polar plots of the FFPI membership function, these flow morphologies can be 

represented by regions of classification as shown in Figure A.2. 
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Figure A.2: Main and transitional regimes according to the derived constraints: a) ranges (colors) of the 
membership function, b) allocation of experimental data of the reference configuration (DN50 feed pipe 
setup, L/D = 50). 

Note that the regions shown in Figure A.2. are the result of superposition as most transitional 

morphologies are distributed between multiple dominant degrees of membership. For example, 

wavy transitional morphologies are classified from dominant stratified (𝐹𝐹n∗ = 𝐹𝐹S) or intermittent 

(𝐹𝐹n∗ = 𝐹𝐹I) degrees of membership. The underlying constraints for the classification are presented 

in Figure A.2.  

With the constraints proposed in Figure A.3, distinguishing rivulets on the pipe walls (AW), 

annular flows (A) and different amplitude waves (SW1, SW2) is achieved, which was not possible 

in the past (Wiedemann et al., 2019). In principle, the applied constraints are only valid for the 

range of the FFPI membership function covered by the experimental reference data. In order to 

assign all numerically possible values to one sub-regime, the constraints are extrapolated to the 

full range of the FFPI membership function (i.e. the whole chart area of Figure A.3). As a result, 

peculiar shapes of the transition lines (e.g. the triangular shaped annular-wavy region) occur. 

Since the reference dataset is considered to cover all existing flow morphologies that can be 

captured by WMSs, those regions in the polar plots are of no practical relevance and the 

extrapolation can be neglected. 
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Figure A.3: Individual contributions from each of the four main regimes (annular, bubbly, intermittent, 
stratified) to the transitional morphologies with respective constraints given in the tables.  
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A.6 Window function and uncertainty of the PSD 

The discrete Fourier transform (DFT) implicitly assumes a periodic signal that repeats infinitely 

(Heinzel et al., 2002). If the frequency of the signal does not match with one of the frequency axis 

grid points, a discontinuity occurs. The power is then spread into multiple frequency bins and the 

PSD is ‘smeared’ (so-called leakage effect). Window functions are multiplied to the time series 

before applying the DFT to compensate for the discontinuity. 

The selection of appropriate window functions 𝑊𝑊(𝑛𝑛m) always requires a compromise between 

accuracy of the determined frequency and the amplitude value of the PSD. In this work, the 

standard Hanning window function is used (as implemented in MATLAB R2015a), which yields 

low spectral leakage according to: 

𝑊𝑊Hann(𝑛𝑛m) =
1
2
�1 − cos �

2𝜋𝜋 𝑛𝑛m
𝑁𝑁DFT

��. A.2 

The overlap between the windows was always set to 50 %. Full removal of the leakage effect is 

not possible using window functions. Despite removing the DC bias from the signal by normalizing 

with the signal average, leakage from the first bin may mask the lowest frequencies in the DFT. 

While the leakage effect arises directly from the DFT, the determination of characteristic 

frequencies is also imposed with uncertainty, since any frequency obtained represents a whole 

bandwidth (i.e. the resolution of the frequency domain, see Section 3.4.2) instead of a discrete 

value.  presented the ‘effective noise bandwidth’ ENBW  

𝐸𝐸𝑁𝑁𝐸𝐸𝑊𝑊 =
𝑓𝑓s ∙ 𝑆𝑆DFT,2

𝑆𝑆DFT,1
2  A.3 

as a uncertainty indicator. The window sums 𝑆𝑆DFT,1 and 𝑆𝑆DFT,2 that are used for normalization are 

obtained from the window function by 

𝑆𝑆DFT,1 = � 𝑊𝑊Hann(𝑛𝑛m)

𝑛𝑛m,max

𝑛𝑛m

 A.4 

and 

𝑆𝑆DFT,2 = � 𝑊𝑊Hann(𝑛𝑛m)2
𝑛𝑛m,max

𝑛𝑛m

 . A.5 

Moreover, any frequency obtained from measured signals should be supported by sufficient 

periods captured in the signal to ensure statistical accuracy. Hence, based on the experimental 

data obtained in this study, low frequencies < 0.5 Hz are imposed with a generally higher 
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uncertainty. Figure A.4 illustrates the relevant uncertainty measures for the DFT, depending on 

the length of the DFT window, 𝑁𝑁DFT. 

 
Figure A.4: Resolution of the frequency domain (fres), effective noise bandwidth (ENBW) and total number 
of windows (nDFT), depending on the DFT window length NDFT. 

Despite varying the DFT window length, not all experiments yielded PSDs that allowed 

determining characteristic frequencies. Thus, filtering (high-pass and low-pass) and binarization 

were performed for some data sets to determine the characteristic frequencies. Moreover, the 

method presented in Section 3.4.2 was applied to the area-averaged void fraction data 𝛼𝛼G 

(Equation 3.5). It was assumed that the characteristic frequencies of the bulk are well represented 

in each recording and possible superposition of frequencies originating from non-bulk areas of 

the two-phase flow were neglectable.  

Figure A.5 shows exemplarily PSDs for four separated flow morphologies, obtained with  a DFT 

window length 𝑁𝑁DFT = 215. The PSDs were obtained by masking regions of the pipe cross-section 

before applying cross-sectional averaging and DFT to the resulting signals. Here, liquid bulk 

region (blue), non-liquid bulk region (red) and central vertical chord (gray) are shown together 

with the PSD obtained for the full cross-section (black). Peaks of the PSD that occur in the non-

bulk region either corresponds to the peaks observed in the liquid bulk and full pipe cross-section 

(Figure A.5b)  or occur at significantly higher frequencies (Figure A.5a,c,d). However, less signal 

energy is concentrated in these high frequencies, thus their contribution vanishes, when the 

whole pipe-cross-section is considered. 
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Figure A.5: Power spectral densities (PSD’s) obtained for different areas of the pipe-cross in the DN50 feed 
pipe setup (L/D = 75) for experimental conditions a) to d). 
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A.7 Measurement uncertainty  

The liquid flow rates were directly obtained from the flow meters upstream the test sections. 

Consequently, the derivative in Equation 3.8 is equal to one and only the measurement 

uncertainty of the devices (Equation 3.9) contribute. Table A.2 gives the average measurement 

uncertainty 𝛦𝛦 across all studied flow rates in both test sections. 

Table A.2: Average measurement uncertainty across all measurements (liquid flow rate). 

Test section 𝜺𝜺𝟏𝟏 =
𝝈𝝈𝐞𝐞𝐞𝐞𝐞𝐞

�𝒏𝒏𝐦𝐦,𝐦𝐦𝐦𝐦𝐞𝐞
 𝜺𝜺𝟐𝟐 𝜠𝜠 ��̇�𝑽𝐋𝐋,𝐫𝐫𝐞𝐞𝐟𝐟�/�̇�𝑽𝐋𝐋,𝐫𝐫𝐞𝐞𝐟𝐟 

Reference diameter (1.2 ± 1.1) l h-1 (15.8 ± 17.0) l h-1 (0.61 ± 0.34) % 

Large diameter - (120 ± 56.5 ) l h-1 ± 0,5% 

Note that the data sheets of the respective flow meters define 𝜀𝜀2 as either a constant or a functional 

relation of the measured flow rate. The statistical uncertainty of the recordings 𝜀𝜀1 was determined 

individually for each measurement and yields the data presented in Table A.2.   

The gas flow rates in the reference diameter test section were obtained by Equation 3.2. Applying 

the error propagation law, Equation 3.8, yields the partial derivatives: 

𝜕𝜕�̇�𝑉G��̇�𝑉G,ref�
𝜕𝜕�̇�𝑉G,ref

=
𝜕𝜕G,ref

𝜕𝜕G,inl

𝑇𝑇G,inl

𝑇𝑇G,ref
 A.6 

𝜕𝜕�̇�𝑉G�𝑇𝑇G,ref�
𝜕𝜕𝑇𝑇G,ref

= �̇�𝑉G,ref
𝜕𝜕G,ref

𝜕𝜕G,inl

1
𝑇𝑇G,ref

 A.7 

𝜕𝜕�̇�𝑉G�𝜕𝜕G,ref�
𝜕𝜕𝜕𝜕G,ref

= −�̇�𝑉G,ref
𝜕𝜕G,ref

𝜕𝜕G,inl
2

𝑇𝑇G,inl

𝑇𝑇G,ref
 A.8 

The device uncertainty and resulting average measurement uncertainties are shown in Table A.3. 

Table A.3: Average measurement uncertainties across all measurements (gas flow rate). 

𝒙𝒙𝒆𝒆𝒙𝒙𝒆𝒆 𝜺𝜺𝟏𝟏 =
𝝈𝝈𝐞𝐞𝐞𝐞𝐞𝐞

�𝒏𝒏𝐦𝐦,𝐦𝐦𝐦𝐦𝐞𝐞
 𝜺𝜺𝟐𝟐 𝜠𝜠�𝒙𝒙𝒆𝒆𝒙𝒙𝒆𝒆�/𝒙𝒙𝒆𝒆𝒙𝒙𝒆𝒆 

�̇�𝑉G,ref (5.7±64.6) × 10-3 sl min-1 (27.4 ± 37.1) sl min-1 (7.4 ± 10.0) % 

𝜕𝜕G,ref (0.2±0.3) × 10-3 bar(a) 10-3 bar(a) (16.6 ± 13.8) %6 

𝑇𝑇G,ref (1.2 ± 2.7) × 10-3 K 0.5 K (2.6 ± 0.3) % 

The measurement uncertainty for the gas flow rate in the large diameter test section was provided 

by internal calculations provided by RVT Process Equipment GmbH.  

                                                             
6 Measured values smaller than 𝜕𝜕G,ref = 2 × 𝜀𝜀2 bar(a) were not considered for this calculation as they are 

below the device uncertainty. 
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A.8 Quantitative presentation of the effect of pipe curvatures 

The following parity plots present the effect of pipe curvatures quantitatively. Figure A.6 to Figure 

A.9 compare the inlet (INL) and outlet (OUT)  positions in terms of the degrees of membership 

(Fn) to the main morphologies (i.e. annular A, bubbly B, intermittent I, stratified S) for the 

investigated curvatures in both test sections. The symbols in the plot are colored based on the 

fuzzy morphology classification for the curvature outlet. Values of Fn > 0.8 are defined as main 

morphologies, while lower values represent transitional morphologies. 

 

Figure A.6: Change of the morphologies from inlet (INL) to outlet (OUT) observed in the DN50 feed pipe 
setup with upright S-bend. 
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Figure A.7: Change of the morphologies from inlet (INL) to outlet (OUT) observed in the DN50 feed pipe 
setup with horizontal S-bend. 
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Figure A.8: Change of the morphologies from inlet (INL) to outlet (OUT) observed in the DN50 feed pipe 
setup with horizontal 90° bend. 

 
Figure A.9: Change of the morphologies from inlet (INL) to outlet (OUT) observed in the DN200 feed pipe 
setup with horizontal 90° bend.  
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A.9  Recovery of the flow morphology downstream of curvatures 

The fuzzy morphology classification downstream of the curvatures at position REF is shown in 

Figure A.10. 

 
Figure A.10: Fuzzy morphology classification in the downstream region of the test sections with a) upright 
S-bend (DN50 feed pipe setup), b) horizontal S-bend (DN50 feed pipe setup), c) horizontal 90° bend (DN50 
feed pipe setup and d) horizontal 90° bend (DN200 feed pipe setup) at position REF with examples of the 
time-averaged liquid phase fraction images (black dotted lines indicate iso-lines of 𝛼𝛼G = {0.1, 0.50, 0.9}. The 
flow direction is towards the image pane.  

Downstream  the curvatures the flow morphology recovers from the influence induced by the 

curvatures, given that sufficient calming length is provided. In this section, parity plots (Figure 

A.11 to Figure A.14) present the relative morphology recovery, comparing the inlet (INL) and 

reference (REF) positions in terms of the degrees of membership Fn for the investigated 

curvatures in both test sections. Displayed are the degrees of membership Fn of the respective 

main morphologies in the downstream region (position REF) of the test sections with curvatures, 

compared with the dominant morphology Fn* at the curvature inlets. The symbol colors refer to 
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the fuzzy morphology classification at the inlet position (INL). The different regions of 

morphology recovery (see Section 4.3) are indicated by symbols: (≈, ++, +, -, 0).  

 
Figure A.11: Recovery of the morphology in the downstream region of the DN50 feed pipe setup with 
upright S-bend.  
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Figure A.12: Recovery of the morphology in the downstream region of the DN50 feed pipe setup with 
horizontal S-bend.  
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Figure A.13: Recovery of the morphology in the downstream region of the DN50 feed pipe setup with 
horizontal 90°-bend.  

 
Figure A.14: Recovery of the morphology in the downstream region of the DN200 feed pipe setup with 
horizontal 90° bend.   
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A.10 Recovery of the flow morphology (absolute) 

In the following, the morphology recovery in comparison to the DN50 feed pipe setup (straight 

pipe) is presented via parity plots (Figure A.15 to Figure A.18) for the investigated test sections 

with curvatures. Displayed are the degrees of membership Fn of the respective main morphologies 

at the reference position (REF), compared with the dominant morphology Fn* at the curvature 

inlets. The symbol colors refer to the fuzzy morphology classification obtained from the 

experimental data in the test sections with curvatures. The different regions of morphology 

recovery (see Section 4.3) are indicated by symbols: (≈, ++, +, -, 0).  

 
Figure A.15: Recovery of the morphology comparing the DN50 feed pipe setup with straight pipe to the 
DN50 feed pipe setup with upright S-bend.   
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Figure A.16: Recovery of the morphology comparing the DN50 feed pipe setup with straight pipe to the 
DN50 feed pipe setup with horizontal S-bend.   
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Figure A.17: Recovery of the morphology comparing the DN50 feed pipe setup with straight pipe to the 
DN50 feed pipe setup with horizontal 90° bend.  

 
Figure A.18: Recovery of the morphology comparing the DN200 feed pipe setup with straight pipe to the 
DN200 feed pipe setup with horizontal 90° bend.  
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A.11 Recovery of the flow morphology (lookup tables) 

Table A.4 provides a summary for all pipe configurations studied (morphologies that were not 

observed for the applied conditions are indicated by gray background). 

Table A.4: Relative morphology recovery downstream the pipe bends (compared to inlet). 

Geometry Configuration Morphology 
Degree of membership 

Annular  Bubbly Intermittent  Stratified  

 

Upright S-bend, 
D = 50 mm 

Main ≈  ≈ / - ≈ 

Minor  - ++ ++ / - 

 
Horizontal S-bend, 

D = 50 mm 

Main ≈ /  -  ≈ ≈ 

Minor - ++ / + ++ / + ++ / + 

 

Horizontal 90° 
bend, D = 50 mm 

Main ≈  ≈ ≈ 

Minor + ++ ≈ + 

Horizontal 90° 
bend, D = 200 mm 

Main ≈ / -   ≈ 

Minor -    

Full recovery (≈), transition (++), amplification (+) and attenuation (-), not observed at applied conditions 

Table A.4 presents the relative morphology recovery of bent pipes at the reference position (REF) 

compared with the inlet position (INL). Main (Fn* ≥ 0.8) and minor (1/3 ≤ Fn* < 0.8) morphologies 

encountered at the inlet are considered separately. The latter represent degrees of membership 

that contribute to transitional morphologies. It is evident that main morphologies at the inlet 

recover more easily than transitional morphologies, which require longer entrance lengths than 

provided in this study to fully compensate the effect of bends. Both, horizontal and upright S-

bends foster transitions towards stratified or intermittent flows, while the horizontal 90° bend 

(D = 50 mm) mostly amplifies annular and stratified features of the morphologies. 
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Table A.5 provides a summary about the absolute recovery of morphologies for all pipe curvatures 

studied. 

Table A.5: Absolute morphology recovery downstream bent pipes (compared with straight pipes). 

Geometry Configuration Morphology 

Degree of membership 

Annular 

𝐹𝐹A 

Bubbly 

 𝐹𝐹B 

Intermittent 

𝐹𝐹I 

Stratified 

𝐹𝐹S 

 

Upright S-bend, 
D = 50 mm 

Main ≈ - ≈ ≈ / - 

Minor - - + + / - 

 
Horizontal S-bend, 

D = 50 mm 

Main ≈ - ≈ / - ≈ 

Minor ≈ - + / - ≈ / + 

 

Horizontal 90° 
bend, D = 50 mm 

Main ≈ ≈ ≈ / - ≈ 

Minor  ≈ ≈ ≈ / - ≈ / + 

Horizontal 90° 
bend, D = 200 mm 

Main ≈    

Minor -   + 

Full recovery (≈), transition (++), amplification (+) and attenuation (-), not observed at applied conditions.
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A.12 Wave frequency correlations (horizontal) 

Correlation Pipe configuration Fluid combination Operation conditions Reference 

𝑆𝑆𝑐𝑐s,L = 1.1 ∙ 𝐼𝐼𝑀𝑀𝑁𝑁−0.93 D = 76.2 mm, 
L/D = 229 

Air-water 𝑢𝑢s,L = 0.004 - 0.04 m s-1 

𝑢𝑢s,G = 40 - 80 m s-1 
Al-Sarkhi et al. 

(2012) 

𝑓𝑓W = 0.066
𝑢𝑢L
𝐷𝐷
�
𝑅𝑅𝑒𝑒G
𝑅𝑅𝑒𝑒𝐿𝐿

�
1.18

 
D = 26.0 mm, 

L/D = 142 
Air-water 𝑢𝑢s,L = 0.002 - 0.4 m s-1 

𝑢𝑢s,G= 10 - 50 m s-1 
Ousaka et al. 

(1992) 

𝑆𝑆𝑐𝑐s,L = 0.25 ∙ 𝐼𝐼𝑀𝑀𝑁𝑁−1.2 D = 48.6 mm, L/D = 245 
and 

D = 153 mm, L/D = 53 

Air-water-
butanol solutions, 

air-water-
glycerine 
solutions 

𝑢𝑢s,L = 0.035 - 0.1 m s-1 
𝑢𝑢s,G > 20 m s-1 

and 
𝑢𝑢s,L = 0.035 - 0.1 m s-1 

𝑢𝑢s,G> 10 m s-1 

Mantilla (2008) 

𝑆𝑆𝑐𝑐s,L = 0.258 �
𝜌𝜌L
𝜌𝜌G
�
0.574

∙ �
𝜂𝜂L
𝜂𝜂G
�
−1.148

∙ �
𝑅𝑅𝑒𝑒L

𝑅𝑅𝑒𝑒G,mod
�
−1.148

∙ �
σL

𝜎𝜎𝑊𝑊𝑊𝑊𝑊𝑊𝑒𝑒𝑊𝑊
�
−0.11

 
D = {16, 26} mm, 

L/D = 200 
Air-water-

glycerol solutions 
𝑢𝑢s,L = 0.05 - 0.2 m s-1 
𝑢𝑢s,G = 12 - 40 m s-1 

Setyawan et al. 

(2016) 

𝑆𝑆𝑐𝑐s,L = 0.057 ∙ 𝐼𝐼𝑀𝑀𝑁𝑁−1.33 + 0.89 rectangular channel, 
40 x 50 mm, 
L = 4200 mm 

Air-water 𝑢𝑢s,L = 0.01 - 0.08 m s-1 
𝑢𝑢s,G > 5 m s-1 

Bae et al. (2017) 
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A.13 Determination of the void fraction by reduced-order models 

Model type Reference Comment Notation taken from 𝑉𝑉𝐴𝐴𝑅𝑅�𝛼𝛼G,corr� 

Se
pa

ra
te

d 
flo

w
 m

od
el

s (
SF

M
 o

r s
lip

 ra
tio

 m
od

el
s, 

Eq
ua

tio
n 

2.
44

) -
 1

8 
co

rr
el

at
io

ns
 

 

Butterworth (1975) Homogenous equilibrium model (HEM, Equation 2.21) Butterworth (1975) 0.06 

Lockhart and Martinelli (1949) - Lockhart and Martinelli (1949) 0.10 

Fujie (1964) Iterative solution required Fujie (1964) 0.07 

Thom (1964) - Thom (1964) 0.12 

Zivi (1964) - Butterworth (1975) 0.14 

Turner and Wallis (1965) - Butterworth (1975) 0.12 
Baroczy (1963) - Butterworth (1975) 0.10 

Smith (1969) - Smith (1969) 0.06 

Premoli et al. (1970) Values 𝛼𝛼G>1 possible Woldesemayat and Ghajar (2007) 0.06 

Chisholm (1973) - Woldesemayat and Ghajar (2007) 0.06 

Madsen (1975) Reasonable results are obtained only when inverting the sign of the 
proposed exponent 𝑒𝑒1 (Equation 2.44). 

Madsen (1975) 0.05 

Spedding and Chen (1984) - Woldesemayat and Ghajar (2007) 0.06 
Chen (1986) - Woldesemayat and Ghajar (2007) 0.09 

Hart et al. (1989) - Woldesemayat and Ghajar (2007) 0.10 

Petalas and Aziz The correlation as specified in Woldesemayat and Ghajar (2007) gives the 
liquid fraction 𝛼𝛼L,Pet instead of the gas fraction 𝛼𝛼G (calculate 𝛼𝛼G,Pet = 1 −
𝛼𝛼L,Pet) 

Woldesemayat and Ghajar (2007) 
0.10 

Huq and Loth (1992) - Huq and Loth (1992) 0.06 
Zhao et al. (2000) Iterative solution required (the numerical solver ‘vpasolve’ of MATLAB 

R2015a was used in this work); Values 𝛼𝛼G>1 possible 
Zhao et al. (2000) 0.14 

Kanizawa and Ribatski (2016) - Kanizawa and Ribatski (2016) 0.09 
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 Armand (1946) - Woldesemayat and Ghajar (2007) 0.06 

Armand and Treschev (1946), 
sometimes also referred to as 
Armand-Massina correlation 

- Armand and Treschev (1946) 
0.06 

Bankoff (1960) Pressure correction term calculated as proposed in Woldesemayat and 
Ghajar (2007) 

Bankoff (1960), Woldesemayat 
and Ghajar (2007) 

0.05 

Hughmark (1962) Iterative solution required (the numerical solver ‘vpasolve’ of MATLAB 
R2015a was used in this work) 

Hughmark (1962) 0.10 

Guzhov, A.L., Mamayev, V.A., 
Odishariya (1967) 

- Woldesemayat and Ghajar (2007) 0.13 

Löscher (1973) Values 𝛼𝛼G>1 possible Woldesemayat and Ghajar (2007) 0.15 

Chisholm (1983) - Woldesemayat and Ghajar (2007) 0.06 

Czop et al. (1994) Values 𝛼𝛼G>1 possible Czop et al. (1994) 0.12 
Sowinski et al. (2009) Validated in microchannels only Sowinski et al. (2009) 0.06 
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Hughmark (1962) 𝑢𝑢D = 0 for horizontal flows Woldesemayat and Ghajar (2007) 0.06 
Zuber and Findlay (1965) Equation 2.46 Zuber and Findlay (1965) 0.11 

Rouhani and Axelsson (1970) Validity limits of intermediate terms are taken from Godbole et al. (2011); 
Iterative solution required (the numerical solver ‘vpasolve’ of MATLAB 
R2015a was used in this work) 

Rouhani and Axelsson (1970) 
0.12 

Bonnecaze et al. (1971) - Bonnecaze et al. (1971) 0.12 

Filimonov, A.I., Przhizhalovski, M.M., 
Dik, E.P., Petrova (1957) 

- Woldesemayat and Ghajar (2007) 0.15 

Ishii (1977) 𝑢𝑢D = 0 for horizontal flows Ishii (1977) 0.06 

Sun, K.H., Duffey, R.B., Peng (1980) - Woldesemayat and Ghajar (2007) 0.11 

Isao and Mamoru (1987) Obtained from diabatic experiments Isao and Mamoru (1987) 0.11 

Kokal and Stanislav (1989) - Woldesemayat and Ghajar (2007) 0.11 

Sonnenburg (1989) Iterative solution required (the numerical solver ‘vpasolve’ of MATLAB 
R2015a was used in this work); For annular flows 𝐶𝐶0 depends on the 
fraction of entrained droplets (neglected for simplicity); Multiple solutions 
are obtained from the correlation. 

Coddington and Macian (2002) 
0.14 

Bestion (1990) - Bestion (1990) 0.13 
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Chexal et al. (1992) Iterative solution required (the numerical solver ‘vpasolve’ of MATLAB 
R2015a was used in this work) 

Chexal et al. (1992) 0.09 

Hibiki and Ishii (2001) 𝑢𝑢D = 0 for horizontal flows; Correlation for bubbly flow was used; 
Iterative solution required (the numerical solver ‘vpasolve’ of MATLAB 
R2015a was used in this work) 

Hibiki and Ishii (2001) 
0.06 

Gomez et al. (2000b) 𝑢𝑢D = 0 for horizontal flows Gomez et al. (2000b) 0.06 

Woldesemayat and Ghajar (2007) - Godbole et al. (2011) 0.13 

Choi et al. (2012) Horizontal flows are accounted for by the inclination angle Choi et al. (2012) 0.08 
Bhagwat and Ghajar (2014) Iterative solution required (the numerical solver ‘vpasolve’ of MATLAB 

R2015a was used in this work) 
Bhagwat and Ghajar (2014) 0.07 

Rassame and Hibiki (2018) 𝑢𝑢D = 0 for horizontal flows; Values 𝛼𝛼G>1 possible Rassame and Hibiki (2018) 0.06 

Eghorieta et al. (2018) - Eghorieta et al. (2018) 0.12 
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 Chisholm, D. (1958) Iterative solution required (the numerical solver ‘vpasolve’ of MATLAB 
R2015a was used in this work); Values 𝛼𝛼G>1 possible 

Chisholm, D. (1958) 0.05 

Wallis (1969) - Wallis (1969) 0.05 

Butterworth (1975) - Butterworth (1975) 0.08 

Domanski et al. (1983) Values 𝛼𝛼G>1 possible Domanski et al. (1983) 0.07 

Tandon et al. (1985) Validated for annular flows only; Values 𝛼𝛼G>1 possible Tandon et al. (1985) 0.16 

Abdul-Majeed (1996) Distinguishes between laminar flows and turbulent  flows (used in this 
work); Values 𝛼𝛼G>1 possible 

Abdul-Majeed (1996) 0.14 

Yashar et al. (2001) - Yashar et al. (2001) 0.12 

Nino, V.G.; Hrnjak, P.S.; Newell (2002) - Pietrzak and Płaczek (2019) 0.06 
     

Em
pi

ri
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l m
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el
s  
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 - 
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 co

rr
el

at
io

ns
 Sterman (1956) Values 𝛼𝛼G>1 possible Woldesemayat and Ghajar (2007) 0.13 

Hoogendoorn (1959) Factor A = 0.6; Iterative solution required (the numerical solver ‘vpasolve’ 
of MATLAB R2015a was used in this work) 

Hoogendoorn (1959) 0.14 

Flanigan (1958) - Woldesemayat and Ghajar (2007) 0.15 

Dimentiev et al. (1959) - Isao and Mamoru (1987) 0.10 

Beggs (1972) The model additionally predicts the flow morphology; Values 𝛼𝛼G>1 
possible 

Beggs (1972) 0.20 

Mukherjee and Brill (1983) Values 𝛼𝛼G>1 possible Mukherjee and Brill (1983) 0.08 
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Minami and Brill (1987) Definitions for the dimensionless groups are taken from Woldesemayat 
and Ghajar (2007) 

Minami and Brill (1987), 
Woldesemayat and Ghajar (2007) 0.10 

Hart et al. (1989) The correlation predicts the void fraction and not the liquid phase fraction 
as stated in the publication; Iterative solution required (the numerical 
solver ‘vpasolve’ of MATLAB R2015a was used in this work) 

Hart et al. (1989) 
0.23 

Spedding et al. (1990) The paper of Spedding  et al. (1990) refers to another paper Spedding and 
Spence (1989) that provides a different equation and was used in this 
work; Iterative solution required (the numerical solver ‘vpasolve’ of 
MATLAB R2015a was used in this work) 

Spedding and Spence (1989) 

0.08 

Gomez et al. (2000a) Values 𝛼𝛼G>1 possible Gomez et al. (2000a) 0.14 

Cioncolini and Thome (2012) Limited to 𝛼𝛼G < 0.7 and certain density ratios which were incompatible 
with the present study  

Cioncolini and Thome (2012) n.a. 

Pietrzak (2014) 𝛼𝛼G for an U-bend is obtained from the values of a  straight pipe 
(correlation of  Stomma  (1979)); Values 𝛼𝛼G>1 possible 

Pietrzak (2014), Stomma (1979) 0.10 
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A.14 Empirical void fraction correlations 

Models based on the Lockhart-Martinelli parameter 

 Geometry Correlation Boundaries 

D = 50 mm, location REF, 
straight pipe 

𝛼𝛼G,1 = (1 + 𝑋𝑋10.4)−0.050 𝑋𝑋 > 𝑋𝑋2,𝑋𝑋2 = 102 
𝛼𝛼G,2 = (1 + 𝑋𝑋0.70)−0.324 𝑋𝑋 < 𝑋𝑋1,𝑋𝑋1 = 1.8 

D = 50 mm, location INL, 
straight pipe 

𝛼𝛼G,1 = (1 + 𝑋𝑋0.32)−1.490 𝑋𝑋 > 𝑋𝑋2,𝑋𝑋2 = 102 
𝛼𝛼G,2 = (1 + 𝑋𝑋0.92)−0.305 𝑋𝑋 < 𝑋𝑋1,𝑋𝑋1 = 100 

D = 50 mm, location OUT + L/D = 10, 
90° horizontal bend 

𝛼𝛼G,1 = (1 + 𝑋𝑋2.87)−0.187 𝑋𝑋 > 𝑋𝑋2,𝑋𝑋2 = 102 
𝛼𝛼G,2 = (1 + 𝑋𝑋0.92)−0.344 𝑋𝑋 < 𝑋𝑋1,𝑋𝑋1 = 1.7 

All geometries (D = 50 mm) 𝛼𝛼G,3 = 𝑊𝑊 ∙ 𝛼𝛼G,1 + (1 −𝑊𝑊) ∙ 𝛼𝛼G,2 𝑊𝑊 =
𝑋𝑋 − 𝑋𝑋1
𝑋𝑋2 − 𝑋𝑋1

 

D = 200 mm, location INL, 
straight pipe 

𝛼𝛼G = (1 + 𝑋𝑋0.3)−0.050 n.a. 

D = 200 mm, location OUT + L/D = 10, 
90° horizontal bend 

𝛼𝛼G = (1 + 𝑋𝑋0.55)−0.246 n.a. 

 

Drift-flux model (DFM) 

Geometry Correlation Boundaries 

D = 50 mm, location REF,  
straight pipe 

𝛼𝛼G = 𝑢𝑢s,G(1.16 ∙ 𝑢𝑢h + 0 m s−1)−1 𝑢𝑢h < 4 m s-1 
𝛼𝛼G = 𝑢𝑢s,G(1.19 ∙ 𝑢𝑢h − 0.84 m s−1)−1 4 m s-1 < 𝑢𝑢h < 20 m s-1 
𝛼𝛼G = 𝑢𝑢s,G(0.99 ∙ 𝑢𝑢h + 2.66 m s−1)−1 20  m s-1 > 𝑢𝑢h 

D = 50 mm, location INL,  
straight pipe 

𝛼𝛼G = 𝑢𝑢s,G(1.16 ∙ 𝑢𝑢h + 0 m s−1)−1 𝑢𝑢h < 4 m s-1 
𝛼𝛼G = 𝑢𝑢s,G(1.18 ∙ 𝑢𝑢h − 0.85 m s−1)−1 4 m s-1 < 𝑢𝑢h < 20 m s-1 
𝛼𝛼G = 𝑢𝑢s,G(1.00 ∙ 𝑢𝑢h + 1.89 m s−1)−1 20  m s-1 > 𝑢𝑢h 

D = 50 mm, location OUT + L/D = 10, 
90° horizontal bend 

𝛼𝛼G = 𝑢𝑢s,G(1.95 ∙ 𝑢𝑢h + 0 m s−1)−1 𝑢𝑢h < 1.3 m s-1 
𝛼𝛼G = 𝑢𝑢s,G(1.08 ∙ 𝑢𝑢h + 0 m s−1)−1 1.3 m s-1 < 𝑢𝑢h < 20 m s-1 

𝛼𝛼G = 𝑢𝑢s,G(0.98 ∙ 𝑢𝑢h + 2.06 m s−1)−1 20 m s-1 > 𝑢𝑢h 

D = 200 mm, location INL, straight 
pipe 

𝛼𝛼G = 𝑢𝑢s,G(1.07 ∙ 𝑢𝑢h + 0 m s−1)−1 𝑢𝑢h < 5 m s-1 
𝛼𝛼G = 𝑢𝑢s,G(1.16 ∙ 𝑢𝑢h − 0.23 m s−1)−1 5 m s-1 > 𝑢𝑢h 

D = 200 mm, location 
OUT + L/D = 10, 90° horizontal bend 

𝛼𝛼G = 𝑢𝑢s,G(0.77 ∙ 𝑢𝑢h + 0 m s−1)−1 𝑢𝑢h < 0.6 m s-1 
𝛼𝛼𝐺𝐺 = 𝑢𝑢𝑠𝑠,𝐺𝐺(1.02 ∙ 𝑢𝑢ℎ + 0.66 m s−1)−1 0.6  m s-1 > 𝑢𝑢h 
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A.15 Derivation of the modified correlation for ILG 

Differentiation of Equation 6.3 gives: 

𝑑𝑑𝜕𝜕
𝑑𝑑𝜕𝜕

|L,i =
𝑑𝑑𝑃𝑃
𝑑𝑑𝜕𝜕

|𝐺𝐺,i − 𝜎𝜎 
𝑑𝑑3ℎ�L
𝑑𝑑𝜕𝜕3

. A.9 

Combining Equation 2.25 for each phase with Equation A.9 and resolving it for the pressure drop 

yields the combined momentum equation (Barnea and Taitel, 1994a) according to: 

𝜏𝜏L𝑆𝑆L
𝐴𝐴L

+
𝜏𝜏i𝑆𝑆i
𝐴𝐴L

− 𝜌𝜌L𝑔𝑔
𝑑𝑑ℎ�L
𝑑𝑑𝜕𝜕

− 𝜌𝜌L
𝑑𝑑𝑢𝑢L
𝑑𝑑𝑐𝑐

−
𝛾𝛾
2
𝑢𝑢L𝜌𝜌L

𝑑𝑑𝑢𝑢L
𝑑𝑑𝜕𝜕

= −
𝜏𝜏G𝑆𝑆G
𝐴𝐴G

−
𝜏𝜏i𝑆𝑆i
𝐴𝐴G

− 𝜌𝜌G𝑔𝑔
𝑑𝑑ℎ�L
𝑑𝑑𝜕𝜕

− 𝜌𝜌G
𝑑𝑑𝑢𝑢G
𝑑𝑑𝑐𝑐

−
𝛾𝛾
2
𝑢𝑢G𝜌𝜌G

𝑑𝑑𝑢𝑢G
𝑑𝑑𝜕𝜕

− 𝜎𝜎 
𝑑𝑑3ℎ�L
𝑑𝑑𝜕𝜕3

. 

A.10 

Re-arranging Equation A.10 and assuming stationary flow gives: 

𝑔𝑔
𝑑𝑑ℎ�L
𝑑𝑑𝜕𝜕

+ 𝑢𝑢L
𝛾𝛾
2
𝑑𝑑𝑢𝑢L
𝑑𝑑𝜕𝜕

= 𝐹𝐹 +
𝜌𝜌G
𝜌𝜌L
�𝑔𝑔

𝑑𝑑ℎ�L
𝑑𝑑𝜕𝜕

+
𝛾𝛾
2
𝑢𝑢G

𝑑𝑑𝑢𝑢G
𝑑𝑑𝜕𝜕

� +
𝜎𝜎
𝜌𝜌L

 
𝑑𝑑3ℎ�L
𝑑𝑑𝜕𝜕3

 A.11 

with 

𝐹𝐹 = −
𝜏𝜏L𝑆𝑆L
𝜌𝜌L𝐴𝐴L

+
𝜏𝜏i𝑆𝑆i
𝜌𝜌L

�
1
𝐴𝐴L

+
1
𝐴𝐴G
� +

𝜏𝜏G𝑆𝑆G
𝜌𝜌L𝐴𝐴G

. A.12 

Expressing the derivative of 𝑢𝑢k according to 

𝑑𝑑𝑢𝑢k
𝑑𝑑𝜕𝜕

= �−𝑢𝑢k ∙
𝐴𝐴L′

𝐴𝐴k
�
𝑑𝑑ℎ�L
𝑑𝑑𝜕𝜕

 A.13 

and combining Equations A.11, A.12 and A.13  yields 

𝜌𝜌L𝐹𝐹 =
𝑑𝑑ℎ�L
𝑑𝑑𝜕𝜕

�𝑔𝑔(𝜌𝜌L − 𝜌𝜌G) −
𝛾𝛾𝐴𝐴L′

2
(𝜌𝜌G𝑢𝑢G2𝐴𝐴G−1 + 𝜌𝜌L𝑢𝑢L2𝐴𝐴L−1) − 𝜎𝜎 

𝑑𝑑2ℎ�L
𝑑𝑑𝜕𝜕2

�. A.14 

Ultimately, Equation A.14 can be re-arranged to obtain Equation 6.4. 
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