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Abstract

In today’s interconnected power grids, forced oscillations and poorly damped low-frequency

oscillations are major concerns that can damage equipment, limit power transfer capability,

and deteriorate power system stability.

The first part of the dissertation focuses on the impact of a wide-area power oscillation

damping (POD) controller via voltage source converter-based high voltage direct current

(VSC-HVDC) in enhancing the power system stability and improving the damping of low-

frequency oscillation. The POD controller’s performance was investigated under a three-

phase temporary line fault. The Great Britain (G.B.) power grid model validated the POD

controller performance via active power modulation of VSC-HVDC through TSAT-RTDS

hybrid simulation.

The developed POD controller is also implemented on a general-purpose hardware

platform CompactRIO and tested on a hardware-in-the-loop (HIL) test setup with actual

PMU devices and a communication network impairment simulator. A variety of real-world

operating conditions is considered in the HIL tests, including measurement error/noise,

occasional/consecutive data package losses, constant/random time delays, and multiple

backups PMUs.

The second part of the dissertation proposes a two-dimensional scanning forced oscillation

grid vulnerability analysis method to identify areas/zones and oscillation frequency in the

system critical to forced oscillation. These critical areas/zones can be considered effective

actuator locations to deploy forced oscillation damping controllers. Additionally, a POD

controller through inverter-based resources (IBRs) is proposed to reduce the forced oscillation

impact on the entire grid.

vi



The proposed method is tested when the external perturbation is active power and

compared with the reactive power perturbation result. The proposed method is validated

through a case study on the 2000-bus synthetic Texas power system model. The simulation

results demonstrate that the critical areas/zones of forced oscillation are related to the areas

that highly participate in the natural oscillation. Furthermore, forced oscillation through

active power disturbance can have a more severe impact than reactive power disturbance,

especially at resonance. The proposed forced oscillation controller can mitigate the impact of

the forced oscillation on the entire system when the actuator is close to the forced oscillation

source. In addition, active power modulation of IBR can provide better damping performance

than reactive power modulation.
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Chapter 1

Introduction

1.1 Background and Motivation

Environmental concerns and global warming caused by excessive fossil fuel consumption

have encouraged the rapid development and implementation of renewable energy sources

(RESs) such as wind and solar systems [1]. However, as RES penetration increases, the

power system experiences stability issues due to the lack of system inertia that results from

replacing the conventional synchronous generators with RESs. Moreover, there is always a

mismatch between demand and generation due to the intermittent nature of RESs. As a

result, the grid becomes vulnerable to frequency deviation [2, 3].

Furthermore, RESs’ uncertainty can expose the power system to inter-area oscillations,

transients, and voltage instability [4, 5]. Also, with the increasing load variability and

high penetration of RESs of intermittent nature, such as wind generation [6, 7, 8], forced

oscillation events could increase considerably.

Damping Low-frequency oscillation is a major factor in operating the large intercon-

nected power system securely and economically. Power system stabilizers (PSSs) through

synchronous generators are utilized to dampen low-frequency oscillation [9]. PSS output

is added to the voltage reference of the automatic voltage regulator (AVR) to dampen

the oscillation and improve the system’s dynamic performance [10]. However, as RESs

replace the conventional synchronous generators, more PSSs will be retired, which could
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negatively impact the damping of such oscillations. Power electronics-based devices such as

high-voltage direct current (HVDC) transmission systems and flexible alternating current

transmission systems (FACTS) can provide fast oscillation damping control [11, 12, 9].

With the growing deployment of Phasor Measurement Units (PMU) and the availability of

wide-area measurements, wide-area power oscillation damping (POD) controllers have been

effective techniques for suppressing low-frequency oscillations. Wide-area measurements can

provide better observability than local measurements [13]. This dissertation aims to utilize

the wide-area POD controller via VSC-HVDC to enhance the damping of low-frequency

oscillations. The POD controller is implemented on the HIL setup. Realistic operating

conditions are emulated to evaluate the controller’s performance, including varying signal

latencies, data package losses, and measurement noise.

Forced oscillation in the power system is usually a response to the external signal caused

by cyclic load, equipment failure, or poor control design [14, 15]. Forced oscillation can pose

a threat to the system’s stability, especially when the forced oscillation frequency coincides

with the dominant natural oscillation mode [16]. Multiple forced oscillation events around

the world have been reported. On November 29, 2005, the western American power system

experienced a force oscillation event due to steam extractor valve control failure at the Nova

Joffre power plant in Alberta, Canada. The force oscillation energy was 20 MW, and the

oscillation frequency was close to the system’s natural mode of 0.25 Hz. Even though the

natural mode was well-damped, the inter tie-line between California and Oregon experienced

200MW peak-to-peak oscillation energy [17]. Most of the existing studies focus on locating

and identifying the force oscillation event, and few studies have been conducted on mitigating

such events [18].

This dissertation proposes a general method for forced oscillation grid vulnerability

analysis and mitigation through IBRs in large-scale power grids. To reduce the forced

oscillation effect in the entire system, a forced oscillation damping controller at an effective

IBR actuator can be activated before the exact forced oscillation source is identified and

removed. First, a detailed location and frequency scanning method can identify critical

areas/zones under different specified forced oscillation frequencies that can excite the
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most severe forced oscillation across a large-scale power system. These identified critical

areas/zones are also effective locations as the actuators of forced oscillation damping

controllers when the forced oscillation sources are narrowed down inside or close to the

critical areas/zones. Secondly, a forced oscillation damping controller via IBRs was designed

to reduce the impact of the forced oscillation event before the forced oscillation source is

removed [15].

1.2 Contribution

The contributions of this dissertation are:

• Demonstrate the effectiveness of a wide-area POD controller via active power

modulation of VSC-HVDC in enhancing the small-signal stability and damping the

low-frequency oscillations.

• Demonstrate the performance of the POD controller in the HIL test setup based on

hybrid TSAT-RTDS simulation.

• Demonstrate the performance of the POD controller under different communication

impairments, including time delay, data package losses, and measurement noise.

• Propose a two-dimensional scanning forced oscillation grid vulnerability analysis

method to identify the critical forced oscillation frequency and areas/zones.

• Analyze and compare the results of the grid vulnerability analysis method when the

force oscillation events are excited by an external active or reactive power perturbation.

• Determine an effective IBR actuator location to forced oscillation damping controller

based on the two-dimensional scanning method.

• Design and implementation of a forced oscillation damping controller to reduce the

impact of a forced oscillation event to a safe level and provide the system operator

sufficient time to locate and remove the forced oscillation source.
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• Study the impact of mitigating forced oscillation through active, reactive and both

active and reactive power modulation of IBR.

• Investigate the impact of increasing renewable penetration level on the oscillation

frequency and damping ratio on a synthetic Texas power system model.

1.3 Dissertation Outline

This section presents an outline of each chapter covered in this dissertation.

• Chapter 2: provides a review of the low-frequency oscillations and their impact on

the power system stability. It then presents an introduction to forced oscillations in

a power system and the threat that they could pose to the system stability and some

of the methods used in the literature to mitigate the impact of such oscillations. It is

then followed by an introduction to the VSC-HVDC in the power transmission system.

It is then followed by a review of the power oscillation damping controller is presented.

The review includes some methods used to design the POD controller and actuators

to damp the oscillations, and finally, some of the challenges are covered. Finally, an

introduction to the Real-Time Digital Simulator (RTDS) and the TSAT-RTDS hybrid

simulation is presented.

• Chapter 3: Describes the Great Britain (GB) model and method used to design

the POD controller. The dynamic response of the TSAT-RTDS hybrid model was

compared with the GB model in PSS/E and TSAT. Furthermore, the implementation

of the POD controller on TSAT-RTDS hybrid software was presented.

• Chapter 4: Presents the implementation of the POD controller on hardware-in-the-loop

(HIL) under different communication impairments.

• Chapter 5: Describes the proposed forced oscillation grid vulnerability analysis and

mitigation method.
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• Chapter 6: Presents the implementation of the forced oscillation grid vulnerability

analysis method on the 2000-bus synthetic Texas power grid model when the forced

disturbance is through active power disturbance of the generator. Furthermore, the

selection of an effective IBR actuator location and the POD controller design is

discussed. Then the performance of the POD controller via active power modulation

of IBR in reducing the forced oscillation impact is investigated.

• Chapter 7: The forced oscillation grid vulnerability analysis method on the 2000-

bus synthetic Texas power grid model when the forced disturbance is through active

and reactive power disturbance of the load is discussed. Then the performance of the

POD controller via reactive power modulation of IBR in reducing the forced oscillation

impact is investigated and compared with active power modulation of IBR.

• Chapter 8: Investigate the impact of increasing renewable penetration level in the

2000-bus synthetic Texas power grid on the oscillation frequency and damping ratio.

Demonstrate the performance of the POD controller with local measurement in

damping the oscillation frequency at different renewable penetration levels.

• Chapter 9: Conclusion and Future Work.

5



Chapter 2

Literature Review

2.1 Natural Oscillation in Power System

Rotor angle stability is the capability of synchronous machines in an interconnected power

system to retain synchronism following a disturbance. The ability of a power system to

maintain synchronism following a small disturbance is called small signal stability, which

is a subcategory of rotor angle stability [19, 20, 21, 22]. Following a disturbance, the

electromagnetic torque of a synchronous machine can be split into two parts synchronizing

torque and damping torque. Inadequate damping torque leads to oscillatory instability, while

inadequate synchronizing torque leads to non-oscillatory instability. [19, 23, 24].

Low-frequency oscillation is of two types [24, 25]:

• Inter-area modes are linked to all of the generators in the system, divided into two parts

where one-part swings against the other. The inter-area mode oscillation frequency

ranges from 0.1 to 1 Hz.

• Local modes involve one machine or one plant in the system oscillating against the rest

of the system. The local mode oscillation frequency ranges from 1 to 2 Hz.

The increased penetration and uncertainty of RESs and the displacement of synchronous

machines can reduce system inertia and have a negative impact on the inter-area oscillations

[26, 27, 28, 29]. Poorly damped inter-area oscillations can damage power system equipment,
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limit transfer capability, and lead to a blackout and cascading failure [30, 31, 32]. Many

incidents have been related to low-frequency oscillations in the U.S and worldwide. In

1996, unstable inter-area oscillations caused the Western Electricity Coordinating Council

(WECC) blackout. More than 7.5 million customers on the west side of the North American

continent were affected by that event [33, 34]. Therefore, it is crucial to damp the

electromechanical oscillations to ensure a secure and stable operation of the power system

[35, 36].

2.2 Forced Oscillation in Power System

In power systems, forced oscillation is the response of the system due to an external periodic

disturbance caused by inadequate control setting, cyclic load, or failing equipment [37, 38,

39, 40, 15]. Moreover, with the increase of variable load and high penetration of renewable

energy resources with its intermittent nature, forced oscillation events could increase. Wind

resource is a leading source of forced oscillation events within renewable energy resources

because wind can fluctuate periodically due to wind shear and tower shadow effect [6, 7,

8, 41]. Multiple forced oscillation events were reported in the USA, China, and Canada.

Forced oscillation events can sustain for minutes to hours. Consequently, forced oscillation

can negatively impact the stability of the power system, degrade power quality, damage

equipment, and reduce power transferring capability [42, 43]. On January 11, 2019, the

Eastern Interconnection (EI) power grid experienced a forced oscillation event that lasted

for 18 minutes before the plant operator removed the forced source. The forced oscillation is

caused by a faulty input to the controller of the steam turbine. The frequency of the forced

oscillation was near the 0.25 Hz EI natural oscillation mode, and the oscillation impacted the

entire EI power grid [44]. Resonance could happen when the forced oscillation frequency is

close to the system’s natural oscillation mode with poor damping. As a result, the oscillation

could propagate and spread across the entire power grid [45, 46].

Locating and removing the forced source from the power system is the most effective

method for suppressing forced oscillation [47, 48]. However, it may be a time-consuming
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process to identify and eliminate the forced source once the event is detected. Damping

control via IBR and other devices has been effectively utilized to suppress the natural

oscillation [49, 50, 51]. Moreover, mitigating the impact of force oscillation via damping

control can be an effective strategy to keep the system safe until the forced source is removed.

Few studies have been reported on mitigating forced oscillation through damping control.

A static synchronous compensator with energy storage (E-STATCOM) with active and

reactive power modulation is used to suppress the forced oscillation [52]. The author in

[53] used a forced oscillation damping controller with an event-triggered control strategy to

damp the forced oscillation, and it was tested on the IEEE 14-machine South East Australian.

The author in [54] used voltage source converter-based high voltage direct current (VSC-

HVDC) to mitigate the forced oscillation. Battery energy storage systems with active power

modulation were implemented to mitigate the forced oscillation. [55]. Only [55] was tested

on a large system among all the aforementioned strategies to mitigate forced oscillation.

2.3 VSC-HVDC in Power System Transmission

One of the challenges the present-day transmission system experiences is the large penetra-

tion of RESs such as wind and solar systems. The maximum potential location for wind is an

offshore or rural area. The large-scale solar plant is often built in remote areas. Therefore,

transmitting the power from RESs using the conventional AC transmission system is not

economical, and the more cost-effective alternative is the utilization of HVDC [56, 57, 58].

HVDC transmission technology is mainly divided into two different technologies:

traditional line commutated converter (LCC) HVDC and VSC-HVDC [59, 60]. The LLC-

HVDC uses a thyristor which is triggered by a gate plus and turned off when the current

drops to zero. This technology is well suited for long-distance and bulk power transmission

systems. The VSC-HVDC uses Insulated Gate Bipolar Transistor (IGBT) or Insulated Gate

Commutated Thyristor (IGCT), which is a self-commutated switch [61, 62].

The technical advantages of VSC-HVDC are as follows [63, 64]:
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• Fast and independent control of active and reactive power can improve the dynamic

performance of the grid under disturbance.

• The ability to connect weak systems.

• Power flow control flexibility.

• Suited for multi-terminal configuration. The direction of the power can be changed by

changing the direction of the current and not the DC voltage polarity.

• Black start ability.

• Better transmission efficiency.

Many successful VSC-HVDC projects have been implemented, and others are under

construction. The first VSC-HVDC project was built by ABB in Sweden in 1997 with a dc

voltage of ±10 kV and a power rating of 3 MW. Table 2.1 shows the list of some VSC-HVDC

projects worldwide [57, 65, 66, 67]. Most of the listed projects in Table 2.1 were developed by

ABB. It can be noted from the table that with the advancement of VSC-HVDC technology

over the years, the voltage levels and power ratings have increased significantly.

2.3.1 VSC-HVDC Components

A typical structure of VSC-HVDC with its key components is shown in Figure 2.1. and a

brief description of each component is given below [68, 69, 70]:

• Transformer

The AC grid is connected to the VSC-HVDC through the transformer. The primary

purpose of the transformer is to convert the AC grid voltage to a level that the converter

can withstand. The transformer reactance helps to limit the short circuit current.

• Phase Reactor

The main purpose of the phase reactor is to facilitate the control of active and reactive

power between the AC and DC sides. The phase reactor also filters the high-frequency
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Table 2.1: VSC-HVDC projects across the world

Project name Location Year
DC voltage

(kV)

Power rating

(MW)

Hellsjön Sweden 1997 ±10 3

Gotland HVDC

Light
Sweden 1999 ±60 50

Tjaereborg Denmark 2000 9 7

Troll A Norway 2004 ±60 2 x 40

Estlink Estonia-Finland 2006 ±150 350

Transbay USA 2010 ±200 400

Valhall Norway 2011 150 78

East-West

Interconnector
Ireland-UK 2012 ±250 500

Skagerrak 4 Norway-Denmark 2014 500 700

INELFE France-Spain 2015 ±320 2000

NordBalt Sweden-Lithuania 2015 ±320 700

Caithness-Moray UK 2018 ±320 1200

Nemo UK-Belgium 2019 ±400 1000

Figure 2.1: Structure of the VSC-HVDC [71].
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harmonic component of the AC current caused by the VSC’s switching operation.

Another function of the phase reactor is limiting the short circuit current through the

converters.

• AC Filter

Harmonic components resulting from the switching of the VSC exist in the AC voltage

output. These harmonics must be managed to avoid them being transmitted into the

AC system and causing equipment malfunctions as well as radio and telecommunication

problems. An AC high pass filter mitigates the harmonics.

• Converter

The converters are fully controlled semiconductor devices based on transistors or

thyristors. Table 2.2 shows an example of the high power and high voltage fully

controlled switches [65].

• DC Capacitor

The DC capacitor reduces the voltage ripple on the dc side. In addition, it serves

as energy storage to maintain power balance during the transient. The desired DC

voltage determines the size of the capacitor.

• DC Cable

The cable used in VSC-HVDC applications is a newly developed type with an extruded

polymer insulation specifically resistant to dc voltage. Polymeric cables are preferred

for HVDC due to their mechanical strength, flexibility, and lightweight.

2.4 Power Oscillation Damping Control

A (PMU) is a device that measures the phasor value of the voltage and current [72, 73].

Wide-area measurement system (WAMS) applications commonly utilize the Synchrophasors

estimated data by PMU. [74]. Implementing a synchrophasor-based WAMS can significantly

improve the observability of power system dynamics, and the WAMS can be utilized to

observe and damp the inter-area oscillation [75, 76].
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Table 2.2: High power and high voltage fully controlled switches

Acronym Name Type
IGBT Insulated Gate Bipolar Transistor Transistor
IEGT Injected Enhanced Gate Transistor Transistor
IGCT Integrated Gate Commutated Thyristor Thyristor
GCT Gate Commutated Turn-off Thyristor Thyristor
GTO Gate Turn-off Thyristors Thyristor
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Poorly damped inter-area oscillations in a power system may endanger system stability

and lead to a blackout [30, 31]. Therefore, utilizing power oscillation damping (POD) control

can improve system stability and damp the oscillations. Power system stabilizers (PSSs) are

the most common and economical devices that enhance the damping of electromechanical

oscillations. PSSs are feedback controllers installed at generators to modulate the voltage

reference of automatic voltage regulators [77, 78, 79].

In certain situations, PSS may not offer sufficient performance to suppress oscillations.

An example to illustrate such a situation in a large power system is the inter-area oscillation

on a tie line or a long transmission line that is not close to a power plant. In such a

circumstance, the suppression of power oscillations may need a complicated, coordinated

design of several PSSs deployed at faraway power plants [80]. In addition, as RESs replace

the synchronous generators and their associated PSSs, the synchronous generators’ capacity

in the grid decreases. The damping torque supplied by the excitation system is insufficient to

suppress low-frequency oscillations [81]. An alternative to PSS is the use of POD control via

Flexible AC Transmission Systems (FACTS) devices, High Voltage Direct Current (HVDC)

and inverter-based resources (IBRs) [11, 82, 83, 84, 85, 86].

POD, through reactive power modulation via voltage control loop, uses a Static

synchronous compensator (STATCOM) to damp low-frequency oscillation [26]. The residue-

based method is used to design a POD controller for the Static VAR Compensator

(SVC) [87]. The author in [88] uses an adaptive dynamic programming approach called

goal representation heuristic dynamic programming (GrHDP) to design the supplementary

damping controller via VSC-HVDC to damp the inter-area oscillations in the power system.

Adaptive compensator-based POD through a PV plant is proposed in [89] to mitigate inter-

area oscillations and reduce communication latency.

The primary goal of designing a damping controller is to obtain the maximum

performance in damping the oscillation and minimizing the controller cost. Two main

challenges in designing a damping control are selecting the optimal location and feedback

signal and tuning the controller parameters [80]. Other challenges include the time delay of
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remote signals caused by measuring equipment, the sampling rate for phasor computation,

and PMU processing time to convert the sample to phasors [90].

2.5 Real-Time Digital Simulator

The Real-Time Digital Simulator (RTDS) is an efficient tool for modeling and simulating

power and control systems, developed at the HVDC research facility in Manitoba in the

late 1980s. RTDS operates in real-time and accomplishes this by allocating the computing

burden among several digital signal processors. Because the processors run in parallel, the

system’s size can be expanded without compromising the real-time functionality, provided

the number of processor units increases proportionally [91, 92, 93].

The RTDS Simulator comprises hardware and software developed to conduct Electro-

Magnetic Transient (EMT) simulations in real time. The RTDS software can be categorized

into three distinct levels: graphical user interface (GUI), compiler system, and power system

component models. The traditional stability and load flow programs can study the system

within a narrow frequency range. However, RTDS can provide an accurate result under

different ranges of frequencies from DC to 3 kHz. RTDS simulation timesteps are typically

25-50 µs, and for subnetworks with fast switching power devices, the timesteps can range

from 1-4 µs. [91, 92, 94].

RTDS is commonly used for closed-loop testing of controllers for HVDC, Thyristor

Controlled Series Compensation (TCSC), SVC, and FACTS devices. The RTDS is one

of the best available tools to test protective relays. In addition, the performance of control

devices can be validated using the HIL test in RTDS. Additionally, companies utilize RTDS

for operator training. In RTDS, power electronic equipment such as HVDC and FACTS

devices can be modeled in detail, but in traditional power system simulation, such modeling

may not be available. [95, 96].
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2.6 TSAT-RTDS Hybrid Simulation

Transient Security Assessment Tool (TSAT) is a time-domain simulation tool developed

by Powertech Labs to assess the dynamic behavior of power systems. Moreover, TSAT is

intended to address the rising issues the power sector has as a consequence of the increased

need for the secure and reliable operation of bulk power systems [97]. One of the well-known

applications of RTDS is to implement HIL testing to validate the performance of a physical

device, such as power system controls or protection devices. Another application is the

capability of building a detailed model for a power system or power electronic devices such as

HVDC and FACTS. These two applications might not be available in pure electromechanical

transients simulation tools such as TSAT [98]. However, it is very costly to model a large

power system in RTDS because RTDS capacity depends on the available hardware. In this

case, to fit a large system in RTDS, a large portion of the system must be reduced to

an equivalent machine or source. This may drastically impact the system’s behavior [99].

To overcome this issue, Powertech Labs developed a module called TSAT-RTDS Interface

(TRI). TRI enables a hybrid and synchronized real-time co-simulation using RTDS and

TSAT to study the dynamic behavior of a power system. In the TSAT-RTDS co-simulation,

the system is divided into internal and external parts. The internal part of the system is in

RTDS, including a detailed model of a small portion of the system under study. The external

part is in TSAT, which contains the rest of the system. TSAT and RTDS exchanges result

through an interface board at the end of each TSAT simulation timestep [98, 96].
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Chapter 3

Model TSAT-RTDS Description and

Validation for UK System

3.1 Great Britain Model Description

In this study, a reduced PSS/e model is used to study the Great Britain system. Figure

3.1 shows the Great Britain power system structure, consisting of 36 zones or terminals.

There are five domestic HVDCs, as demonstrated in Table 3.1 and 11 international HVDCs.

West Coast LCC-HVDC and East coast VSC-HVDC have a capacity of 3000 MVA. The

VSC-HVDC at West Coast 2,3 and East Coast 2 have a capacity of 5000 MVA.

The system’s total demand is 40 GW, and the renewable generations supply is around 40%

of the total demand. All synchronous generators are equipped with generator (GENSAL),

governor (TGOV1), exciter (ESAC4A) and power system stabilizer (IEEEST) models.

Figure 3.2 shows bus frequency deviation at zone 1 when a temporary three-phase fault

is applied on line 26-27W. The oscillation frequency was obtained using the Prony analysis.

The dominant oscillation mode is 0.886 Hz between the northern and southern generators

in the Great Britain grid, and the damping ratio is 2.8%. In this study, a POD controller is

designed and implemented through West Coast 3 VSC-HVDC to suppress the oscillation.
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Figure 3.1: Great Britain system structure.
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Table 3.1: Domestic HVDC links

HVDC Capacity (MVA) HVDC Type Terminal 1 Terminal 2

West Coast 3000 LCC Z19 Z28

West Coast 2 5000 VSC Z22 Z27W

West Coast 3 5000 VSC Z28 Z32

East Coast 3000 VSC Z25 Z27E

East Coast 2 5000 VSC Z24 Z33

Figure 3.2: Bus frequency deviation at zone 1 when temporary three phase fault is applied
on the line 26-27W.
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3.2 POD Design

3.2.1 Selection of Optimal Observation Signal for POD

The selection of observation signals is critical in any POD controller design. Because of

the growing installation of PMUs, a large power system has a considerable number of

available observation signals for the analysis of oscillation mode. Nevertheless, a systematic

mechanism is applied to choose the best observation signal of the targeted mode from all of

the candidate observation signals since only a small number of them have good observability

of the dominant mode [9, 100].

A Fourier analysis transforms sampling rate into frequency or vice versa. In order to

compute such transformations quickly, The discrete Fourier transform matrix is transformed

using the FFT algorithm into a product of sparse matrices. For N-dimensional vectors, the

function Y=fft(x) is defined as follow [9]:

X(k) =
N−1∑
j=0

x(j)ωjk
N 0 ≤ k ≤ N − 1 (3.1)

where

ωN = e((−2πi)/N) (3.2)

represents the Nth root of unity.

FFT is utilized to convert the measurement signals to the frequency domain to determine

the optimal damping control observation signals. The sampling rate is 100 per second and

the time window is 20 seconds [9].

In this study, the targeted mode is excited through three-phase fault disturbances at

several locations. The measurement signals were rated high to low for each disturbance

based on their magnitudes at the dominant mode’s frequency. Subsequently, the final rank

was determined based on all the ranks for various scenarios. The optimal observation signal

for the damping control is the signal with the highest ranking [9, 101].
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3.2.2 Optimal Actuator Selection for POD

The controllability of system oscillation modes varies amongst various HVDC. Therefore,

a sensitivity analysis of all potential actuation signals relative to the observation signal is

established to determine the optimal actuation signals.

From the input ui to the output yj, the transfer function gij(s)) is derived and can be

written as a sum of partial fractions [9, 102]:

gij (s) =
n∑

k=1

Rk

s− λk

(3.3)

where Rk is the residue corresponding to mode λk. The residue Rk reflects how the input

ui affects the mode λk and how mode λk is observable from the output yj. Consequently, the

residues can be an indication of the controllability and observability of a certain oscillation

mode. This is why the use of residues in damping oscillation analysis is common [103, 9].

The residue is calculated using the state space realization [103]:

Rk = cj∅kφkbk (3.4)

where ∅k and φk are the right and left eigenvectors, respectively, of the state matrix A

that correspond to the eigenvalue λk.

The residues are generally complex numbers, and the highest magnitude of residues

determines the optimal input-output signal [103].

3.2.3 POD Design Method

The POD controller in this study is based on a lead-lag structure that comprises a washout, a

filter, phase compensations blocks, a gain, and a limiter [104, 105]. Figure 3.3 demonstrates

the structure of the POD controller.

τω = 10 seconds is the washout time constant, and the transfer function of the filter is

defined as [104, 9]:
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Figure 3.3: Block diagram of the POD controller.
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Kf (s) =

ωn

Q
s

s2 + ωn

Q
s+ ω2

n

(3.5)

where Q is the quality factor, typically set to 1, and ωn is the targeted mode’s oscillation

frequency.

A controller’s performance is primarily determined by its compensation phase and gain,

which should be carefully designed. When modulating the reactive power or the active power

of HVDC links, the phase compensation can be computed with the control gain based on

the power system model’s transfer function. The transfer function can be transformed as a

sum of partial fractions in the following manner [9, 101]:

gij (s) =
n∑

k=1

Rk

s− λk

(3.6)

where Rk is the residue corresponding to mode λk. The residue Rk reflects how the input

ui affects the mode λk and how mode λk is observable from the output yj.

Rk is the residue corresponds to the dominant oscillation mode λk, and the POD’s

compensation angle is [9]:

∠K (jωd) + ∠Rk = −180◦ (3.7)

and the amplitude satisfies

|K (jωd)| · |Rk| = |−(ζ∗ − ζk)ωd| (3.8)

where ωd and ζk are the frequency and damping ratio of the dominant inter-area oscillation

mode and ζ∗ is the expected damping ratio.

The following formulas are used to compute the value of the parameters of K(s) [9, 106]:

α =
1 + sinθmax

1− sinθmax

, θmax = ∠K (jωd) /2 (3.9)
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T1 = T3 = αT2 (3.10)

T2 = T4 =
1√
αωd

(3.11)

Kw =
|K (jωd)|

(
∣∣∣1+T1s
1+T2s

∣∣∣
s=jωd

)2
(3.12)

3.3 VSC-HVDC Setup in TSAT-RTDS

One of the main challenges in RTDS is to simulate a large scale power system due to the

limited hardware resources of the RTDS. One of the solutions for this issue is to represent

a large portion of the power system with an equivalent machine or source. However, this

will affect the system’s behavior and neglect the dynamic of a large part of the system. A

more accurate and cost-effective solution is to use the TSAT-RTDS Hybrid simulation. The

system will be divided into two parts, where the small part of the system that needs to be

modeled in detail, such as HVDC or FACT devices, is modeled in RTDS. The rest of the

system is simulated in TSAT to save computational resources [98, 107, 108, 99].

Figure 3.4 shows the procedure of setting up the VSC-HVDC model in the hybrid TSAT-

RTDS. The setup procedure can be described in the following steps:

1. Split the System into TSAT and RTDS Parts

The method for dividing the system into RTDS and TSAT parts can be summarized as

follows:

• Create two PSS/e files for the RTDS and the TSAT part.

• For the RTDS part, delete all the buses and components in the TSAT part.

• For the TSAT part, delete all the buses and components in the RTDS part.

• The interface or boundary buses are kept in both RTDA and TSAT.
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Figure 3.4: The procedure for setting up the VSC-HVDC model in the hybrid TSAT-
RTDS.
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In the hybrid TSAT-RTDS simulation, a small portion of the system is represented in

RTDS, and the rest of the system is simulated in TSAT. The GB model is represented in

PSS/e with the load flow description file with the extension (.raw) and the dynamic data file

with the extension (.dyr). The West Coast 3 VSC-HVDC (actuator) is connected between

the bus at zone 28 and zone 32, and the optimal observation signal as an input to the POD

controller is the frequency signal of zone 1 and zone 32 (f1-f32). Therefore, PSS/e raw file

is created, which only includes the bus at zone 28 and 32 that connect the VSC-HVDC

and a bus from zone 1. The information on the three buses is the same as in the original

PSS/e raw file. The dynamic file (.dyr) can be created if the PSS/e part converted to RTDS

includes devices with dynamic representation. For example, If one of the buses represented

in RTDS includes a synchronous generator with dynamic representation, then the .dyr file

can be created, including the information of the generator dynamic model.

2. Convert PSS/e .raw File to RTDS Format

RTDS software contains a PSS/e Import utility tool, which imports data from PSS/e format

files and transforms it to RSCAD/Draft-compatible format. The PSS/e conversion software

accepts as input the load flow description (.raw), dynamic data (.dyr), and sequence data

(.seq) files utilized by the PSS/e program. The. raw, .dyr, and .seq are in text format that

describes the interconnection of the system buses and provides data for the power system’s

components [109, 110].

To convert the PSS/e raw file to a readable RSCAD/Draft file, first, click the convert

icon on the graphical user interface (GUI) of RSCAD software, as seen in Figure 3.5.

Then, from the RSCAD conversion utility window, select PSS/e to RSCAD as shown in

Figure 3.6; the PSS/e conversion GUI’s main window will pop up, as shown in Figure 3.7.

The PSS/e conversion window includes multiple tabs, and before applying the conversion

process, multiple inputs and selections must be set. The input includes the PSS/e raw file

(mandatory), dyr file (optional), seq file (optional), and some of the main selections include

selecting the PSS/e version, load model, system frequency and network allocation. After

setting the input data and selections, the proceed bottom is selected to start the conversion

process.
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Figure 3.5: Launching the PSS/e Conversion GUI .

Figure 3.6: RSCAD conversion utility window.

Figure 3.7: PSS/e conversion GUI’s main window
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If the conversion is successful, the following message appears in the message area

“Conversion from PSS/e to RTDS completed successfully”. After the conversion is

completed, a couple of files will be generated, including the RSCAD/draft file (.sft) and

RSCAD/ runtime file (.sib). The RSCAD draft file includes the layout of the components

and parameters of the converted PSS/e file. The RSCAD draft file also has a library that

contains power system, electronic, and control components. The RSCAD runtime file is

used for multiple tasks such as running simulations, triggering events, monitoring signals

and exporting data [109].

3. Connect the VSC-HVDC Model to the Assigned Buses

In this step, the VSC-HVDC model built in RTDS is added to the draft file and is connected

between the zone 28 bus and the zone 32 bus.

4. Add TSAT-RTDS Interface to the RSCAD Draft File

TSAT-RTDS interface (TRI) is a tool that enables co-simulation between TSAT and RTDS.

TRI is implemented using an FPGA installed in the user’s PC’s PCIe slot. This will

allow RTDS and TSAT to exchange results at the end of every TSAT time step [111, 99].

Figure 3.8 shows the FPGA board, processing assignment, and TSAT Start signal. All

three components are added to the RSCAD draft file. Figure 3.9 shows the TSAT interface

connected to all the interface (boundary) buses between TSAT and RTDS.

5. Compile the Draft Case

After the system schematic is completed and all required components are added to the draft

file, the draft file must be compiled. The compiling process checks if there are errors in the

component parameters or connections and generate the executable code necessary to run the

RTDS simulation [109].

6. Set Up the TSAT Case and Include the Boundary

This step is to set up the TSAT model and boundary. It is to be noted that the TSAT

boundary should match the boundary in the RTDS.
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Figure 3.8: (a) FPGA board, (b) processing assignment, and (c) TSATStart signal.

Figure 3.9: TSAT interface.
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7. Start the Hybrid TSAT-RTDS Simulation and Run the Simulation if the

Boundary Mismatch < ϵ

The procedure to start and run the TSAT-RTDS hybrid simulation is summarized as follows:

• Open the RSCAD runtime and add the signal to be monitored and the switches,

including the TSATStart switch. Make sure the TSATStart switch is set to off (0).

• Start the RTDS simulation by clicking the run case icon.

• In TSAT, run the hybrid simulation after clicking the “Run Hybrid Simulation” and

then click start.

• When the boundary mismatch is small enough, switch TSATStart in the RSCAD

runtime to on (1).

Figure 3.10 shows an example of the TSAT boundary mismatch window, and Figure 3.11

shows the RSCAD runtime window, including the TSATStart switch and Run case icon.

8. Monitor and Save Data

The last step is to monitor the signals and meters for bus frequency, voltage and power during

and after disturbance. Also, it is possible to export the data from the RSCAD runtime.

Challenges in TSAT-RTDS Hybrid Model Development

• The number of buses and the type and quantity of models are limited to the capacity

of the available RTDS hardware.

• High magnitude bus voltages fluctuation is observed after adding the VSC-HVDC.

The cause of the voltage fluctuation is the absence of a high pass filter and reactor at

the converter’s terminal. The high pass filter, together with the reactor, filter out the

switching harmonics. Also, when measuring the bus voltage in RTDS, a low pass filter

is designed to further filter out the high-frequency harmonics.
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Figure 3.10: TSAT boundary mismatch window.

Figure 3.11: RSCAD runtime window.
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3.4 Hybrid TSAT-RTDS Software Model Development

The dynamic response of the TSAT-RTDS hybrid model was compared with the reduced

GB model in PSS/e and TSAT under a temporary three-phase fault on line 26-27W. Figure

3.12 to Figure 3.16 show the bus frequency response of the pump storage unit at zone 32, gas

unit at zone 11 and 4, and nuclear unit at zone 27E and 1, respectively. The TSAT-RTDS

hybrid model response is reasonably close to the pure PSS/e and TSAT models.

The dominant oscillation mode is calculated using Prony analysis in Table 3.2, where the

oscillation frequency and damping ratio are close between the TSAT-RTDS hybrid model

and pure PSS/e and TSAT models.

3.5 Software POD on TSAT-RTDS Hybrid Model

3.5.1 POD Structure

The POD structure via P modulation is designed in RTDS, as shown in Figure 3.17. The

bus frequency difference of zone 1 and zone 32 is chosen as the input signal to the POD, and

the POD output is added to the Pref of the VSC-HVDC active power controller.

The POD’s parameters via P modulation of the VSC-HVDC are listed in Table 3.3. The

output of the POD control is limited to ±10%. The phase shift block is bypassed because

the phase shift angle of damping control of parallel HVDC links is close to zero [9, 101].

3.5.2 POD performance

Due to the limited capacity of the RTDS rack in UTK, the VSC-HVDC’s total capacity of

5000 MVA or 3000 MVA cannot be accommodated. Therefore, a scaled-down VSC-HVDC

model with a capacity of 800 MVA was used to test the POD controller performance.

The RTDS part, including the VSC-HVDC and POD controller, is shown in Figure 3.18.

The performance of the POD controller via West Coast 3 VSC-HVDC has been validated

for a temporary three-phase fault on bus 26-27W. The bus frequency deviations (f1 − f32)
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Figure 3.12: The bus frequency response of pump storage unit at zone 32 under temporary
three-phase fault at line 26-27W.

Figure 3.13: The bus frequency response of gas unit at zone 11 under temporary three-
phase fault at line 26-27W.
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Figure 3.14: The bus frequency response of gas unit at zone 4 under temporary three-phase
fault at line 26-27W.

Figure 3.15: The bus frequency response of nuclear unit at zone 27E under temporary
three-phase fault at line 26-27W.
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Figure 3.16: The bus frequency response of nuclear unit at zone 1 under temporary three-
phase fault at line 26-27W.
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Table 3.2: Prony analysis of the three models

Model Frequency oscillation (Hz) Damping ration (%)

PSS/e 0.886 2.8

TSAT 0.876 1.71

TSAT-RTDST hybrid 0.855 2.58

Figure 3.17: POD structure via P modulation.

Table 3.3: Parameters of POD via P modulation in RTDS

Tw

(washout)

Wn

(filter)

Q

(filter)

K

(control gain)

10 5.372 1 -150
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Figure 3.18: Screenshot of RTDS Part.



with and without POD via the West Coast 3 HVDC are given in Figure 3.19. It can be seen

that POD, through active power modulation of the VSC-HVDC, can damp the oscillations.

Using Prony analysis, the oscillation frequency and damping ratio are calculated and

shown in Table 3.4. After the implementation of the POD controller, the damping ratio

increased from 2.58% to 7.57%. Figure 3.20 illustrates the POD output. It can be noted

that the POD output hit the limit of ±10% from t=2 sec to t=10 sec, and this is reflected

in the HVDC active power output as shown in figure 3.21, where the active power did not

exceed the limit of ±10% or ± 80MW. Figure 3.22 depicts the HVDC DC voltage with and

without POD.

3.6 Summary

The description of the GB model and the VSC-HVDC model setup in TSAT-RTDS were

discussed. The dynamic response of the TSAT-RTDS hybrid model including the VSC-

HVDC full model in RTDS was compared with the pure PSS/e and TSAT model under

three-phase fault on line 26-27W. The result shows that the TSAT-RTDS hybrid model

response is reasonably close to the pure PSS/e and TSATmodel. Also, the performance of the

wide-area POD controller through active power modulation of VSC-HVDC was investigated

under a temporary three phase fault on line 26-27W. The simulation result shows that the

POD via active power modulation of VSC-HVDC can effectively damp the oscillation and

improve the damping ratio of the targeted oscillation mode.
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Figure 3.19: Frequency deviation of bus f1-f32 with and without POD.

Table 3.4: Oscillation frequency and damping ratio without POD and with POD with limit
of ± 0.1

Test scenario
Frequency deviation

(Hz)
Damping ratio

(%)
Without POD 0.855 2.58
With POD

± 80 MW limit (± 0.1 p.u.)
0.887 7.57
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Figure 3.20: POD output with and without POD.

Figure 3.21: HVDC DC voltage with and without POD.
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Figure 3.22: HVDC active power with and without POD.

40



Chapter 4

Hybrid TSAT-RTDS

Hardware-In-the-Loop for UK system

4.1 POD implementation on CompactRio

The wide-area POD was employed on the National Instrument (NI) CompactRio real-time

controller. The control is programmed using the LabVIEW programming environment. This

section describes the function blocks of the cRIO-9035 [112].

4.1.1 Overview of Controller Structure

The wide-area POD controller structure is depicted in Figure 4.1. A brief description of each

function block in Figure 1 is given below:

• The PMU data receiver utilizes BabelFish, a real-time data mediator. It includes

features for receiving and processing numerical data in packages that comply with

IEEE Standard C37.118.2-2011 for synchrophasor data transfer [113]. Because the

damping controller needs to update the measurement in a timely manner and can

tolerate occasional data loss, the BabelFish receiver was modified to support the User

Datagram Protocol (UDP). As a result, the controller will not wait for lost packages

and will proceed to the most recent accessible packages.
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Figure 4.1: Overall structure of the controller.
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• The GPS model, NI-9467, is utilized on the compactRIO to precisely monitor the

communication delay between PMU and POD controller. The NI-9467 extension board

is capable of generating a pulse-per-second (PPS) signal [114]. However, the wide-area

POD controller needs a more precise step than the PPS. Therefore, to produce precise

timestamps for the POD controller, an FPGA module is utilized to divide the PPS.

• The delay detector is utilized to measure the actual delay between the time the

measurement is obtained from the PMU and the time the controller utilizes it.

It is expected that a random delay to be introduced by the communication links

during the HIL test or field test. Therefore, if the time delay is not appropriately

compensated, it may cause a phase shift in the control output, resulting in degraded

control performance. The actual delay can be determined by comparing the PMU and

controller’s timestamps as follow:

tactual−delay = tPMU + tCompactRIO (4.1)

• The missing data handling module handles the data loss resulting from data drop or

congestion in the communication network.

• The supervisory control constantly observes the communication delay across all PMU

channels and determines which channels are used for control.

• The lead-lag structure is an implementation of the transfer function.

• The delay compensator is responsible for monitoring the actual delay of the packages

that are being utilized and selects the most effective parameters for the delay

compensation.

• The oscillation detector is used to monitor and detect the oscillation in the grid and

determine when to activate and deactivate the controller.

• The Digital to Analog conversion module is used to convert the controller output signal

from digital to analog and send it to the RTDS.
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4.2 Hybrid TSAT-RTDS Model Development

The GB model is divided into an internal and external system connected through boundary

branches. The internal system is simulated in RTDS, and it consists of the VSC-HVDC

detailed model for (W. Coast HVDC 3) and a bus from zone 1. The external system is

the rest of the GB power system, and it is simulated in TSAT. The HIL test setup based

on the hybrid TSAT-RTDS is given in Figure 4.2. As shown in Figure 4.2, the RTDS

transmits a 10V analog signal to the amplifier, which then amplifies the signal to 120V before

transmitting it to the PMU. The signal is then converted to a digital signal and forwarded to

the network impairment simulator through a network switch. The communication network

impairment simulator is utilized to evaluate the controller’s performance under realistic

conditions, including delay and data loss. The signal is then sent to the POD controller, and

the POD controller’s output is converted to analog before being sent back to the RTDS.

4.3 HIL Test Without Communication Impairment

In this section, the results of the hybrid RTDS-TSAT HIL test without communication

impairment are presented. The communication network impairment simulator was bypassed

to not introduce additional time delay and data drop. A temporary three-phase fault at

line 26-27W is used as the disturbance. The performance of POD via P-modulation was

investigated. The dynamic responses after the temporary three-phase fault at line 26-27W

are shown in Figure 4.3 to Figure 4.6. Three cases are shown in in Figure 4.3 to Figure 4.6:

no POD (blue), POD with limit +/- 80 MW via P-modulation on RTDS (red), and POD

with limit +/- 80 MW P-modulation on CompactRIO (yellow). Using POD can improve

the damping of the targeted oscillation. Furthermore, when POD is implemented on RTDS

(software controller) or CompactRIO (hardware controller), the control effects are consistent.
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Figure 4.2: HIL test setup based on hybrid TSAT-RTDS simulation [115].

Figure 4.3: Frequency deviation of zone1 – zone 32 when POD with +/-80 MW limit via
P-modulation is applied after a fault at line 26-27W.
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Figure 4.4: HVDC active power when POD with +/-80 MW limit via P-modulation is
applied after a fault at line 26-27W.

Figure 4.5: POD output when POD with +/-80 MW limit via P-modulation is applied
after a fault at line 26-27W.
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Figure 4.6: HVDC DC voltage when POD with +/-80 MW limit via P-modulation is
applied after a fault at line 26-27W.
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4.4 HIL Test with Communication Impairment

In this section, the POD was tested under different communication impairments. A POD

with P-modulation during a temporary three-phase fault at line 26-27W was tested in all

the communication impairment scenarios.

4.4.1 Constant Time Delay

The POD via P-modulation during a temporary three-phase fault at line 26-27W was tested

when a constant time delay is applied to the communication impairment simulator without

delay compensation in the controller. The test results are shown in Figure 4.7, in which four

cases are compared: No POD (blue), POD via P-modulation without delay (red), POD via

P-modulation with 400 ms delay (yellow), and POD via P-modulation with 600 ms delay

(purple). When the time delay (e.g., 400ms, 600 ms) is not compensated, it could reduce

the damping and excite the oscillation.

One method to determine the time delay that leads to instability is through the small

signal stability analysis. The authors in [116] incorporated the wide-area damping control

with the time delay in driving the small signal stability model. Moreover, by using the small

signal state space model to perform eigenvalue analysis and by varying the time delay, the

time delay that causes that dominant eigenvalue to cross the imaginary axis is the time delay

that causes the system to be unstable.

The detrimental effects of time delay, on the other hand, can be mitigated by using delay

compensation. As shown in Figure 4.8, the POD can provide sufficient damping after the

delay compensator is applied. The control effect is similar to POD without time delay. The

delay compensator parameters were set for 400 ms or 600 ms accordingly.

4.4.2 Random Time Delay

The POD was further evaluated when a random time delay is introduced. The buffer-based

delay compensator was used, and the buffer size is 400 ms. The test results are shown in

Figure 4.9, in which three cases are compared: No POD (blue), POD via P-modulation
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Figure 4.7: Control effect of POD via P-modulation with constant delay.

Figure 4.8: Control effect of POD via P-modulation with constant delay and delay
compensation.
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Figure 4.9: Control effect of POD via P-modulation with random time delay.
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without delay (red), and POD via P-modulation with a time delay of (250-350) ms (yellow).

Under the random time delay, the control effect can be guaranteed if the time delay is less

than the buffer size of 400 ms.

4.4.3 Random Time Delay and Occasional Data Drop

The POD was evaluated under random time delay, and occasional data drop. The buffer-

based delay compensator was used, and the buffer size is 400 ms. The test results are

shown in Figure 4.10. When the data drop rate is 50%, the POD can still provide sufficient

damping. In the other case, the POD was verified under the random delay (250-350) ms and

data drop rate of 50%. The POD can function well to provide sufficient damping to suppress

the oscillation mode, as shown in Figure 4.11.

4.4.4 Intolerable Time Delay with Supervisory Control

When the delay is larger than the buffer size, the controller cannot fully compensate for the

time delay resulting in a poor control effect. In this situation, the developed supervisory

control module can switch the primary PMU to a backup PMU, allowing the controller to

generate control commands based on the PMU measurements with better data quality. The

test results are shown in Figure 4.12. When the random time delay is (600 to 1000) ms,

if there is no supervisory control module, an oscillation with poor damping could appear.

However, if the supervisory control module can switch to a backup PMU, the oscillation can

be suppressed, and the control effect is similar to the no time delay case.

4.4.5 Consecutive Data Drop with Supervisory Control

Similarly, when consecutive data drop occurs in the primary PMU, it is necessary to switch

to a backup PMU to guarantee the control effect. The test results under consecutive data

loss with and without the supervisory control module are compared in Figure 4.13. With

the supervisory control module, the control effect is guaranteed. It should be noted that the

case with consecutive data drop and supervisory control (purple) is slightly better than the
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Figure 4.10: Control effect of POD via P-modulation with occasional data drop.

Figure 4.11: Control effect of POD via P-modulation with random time delay and
occasional data drop.
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Figure 4.12: Control effect of POD via P-modulation with random time delay and
supervisory control.

Figure 4.13: Control effect of POD via P-modulation under consecutive data loss with
supervisory control.
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base case without consecutive data drop (red). The reason is that the case with consecutive

data drop and supervisory control (purple) uses the backup virtual PMU, which has better

data quality than the primary PMU. In addition, it should be noted that the consecutive

data loss from 1s to 20 sec. It is also to be noted that the POD controller output limit is

increased in this case.

4.5 Summary

The developed POD controller via VSC-HVDC was implemented on a general-purpose

hardware platform CompactRIO and tested on a HIL test setup based on the TSAT-RTDS

interface with actual PMU devices and a communication network impairment simulator.

Realistic operating conditions are considered in the HIL tests, including measurement

error/noise, occasional/consecutive data package losses, constant/random time delays, and

multiple backups PMUs. The results indicate that the POD controller is capable of providing

adequate damping to suppress the targeted oscillation mode.
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Chapter 5

Forced Oscillation Vulnerability

Analysis and Mitigation

5.1 Introduction

This chapter proposes a general method for forced oscillation grid vulnerability analysis and

mitigation through IBRs in large-scale power grids [15]. To reduce the forced oscillation effect

in the entire system, a forced oscillation damping controller at an effective IBR actuator

can be activated before the exact forced source is identified and removed. First, critical

areas/zones under different specified forced oscillation frequencies that can excite the most

severe forced oscillation across a large-scale power system can be identified by using a detailed

location and frequency scanning method. These identified critical areas/zones under the

specified forced oscillation frequencies are also effective locations as the actuators of forced

oscillation damping controllers when the forced oscillation sources are narrowed down inside

or close to the critical areas/zones. Secondly, a forced oscillation damping controller through

active power modulation control via IBRs is designed to reduce the impact of the forced

oscillation event before the forced source is removed.
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5.2 Framework of the Algorithm

Figure 5.1 shows the framework of the proposed method to identify the critical areas/zones

under different forced oscillation frequency events and the damping control of the forced

oscillation.

To mimic the forced oscillation events in the simulation model, a sinusoidal signal with

a specified frequency can be added to the active power set point of the governor model

or to the voltage set point of the exciter model at a synchronous generator. In addition,

forced oscillation can also be mimicked in simulation by modulating the active or reactive

power of the load with a specified frequency. A two-dimensional (frequency and location)

scanning method is utilized for the forced oscillation vulnerability analysis to identify the

critical areas/zones and the oscillation frequencies that could excite the most severe forced

oscillation. The frequency dimension scanning is performed by changing the forced oscillation

frequency in a specific range (e.g., from 0.1 Hz to 1.5 Hz) at a fixed source location. A high-

voltage bus frequency deviation in each area/zone is used as the indicator of the forced

oscillation energy in each area/zone. The location dimension scanning is performed by

changing the forced oscillation source location across the system under different specified

forced oscillation frequencies. The critical frequency and critical locations that can excite

the maximum bus frequency deviation are determined through frequency dimension scanning

and location dimension scanning.

Once the critical areas/zones under different forced oscillation frequencies are identified,

a local forced oscillation damping controller can be designed and implemented at IBRs

in these areas as candidates to mitigate the forced oscillation event. The ideal location

of the damping controller/actuator would be the same as the external source to reduce

the forced oscillation energy. However, when the forced source location can be quickly

narrowed down in the relative area that is inside or close to the critical areas/zones with

the forced damping controller, the damping controller can be activated to reduce the forced

oscillation impact before the accurate forced source is identified and removed. In other
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Figure 5.1: Framework of the forced oscillation identification and mitigation procedure.
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words, the identified critical areas/zones are the effective locations of the actuator with a

forced oscillation damping controller.

5.3 Two-dimensional scanning

The two-dimensional scanning grid vulnerability method is used to identify the critical

areas/zones and frequencies to forced oscillation in a power grid. The two-dimensional

scanning method comprises of frequency dimension scanning and location dimension

scanning. This section presents an explanation of the frequency and location dimension

scanning.

5.3.1 Forced Oscillation Frequency Scanning

The frequency dimension scanning is performed by changing the forced oscillation frequency

with a small, fixed step size in a specified range of frequencies at a fixed source location. For

each specified oscillation frequency, the bus frequency signals at the high voltage substations

in each zone/area are recorded to calculate their peak–to–peak frequency deviation. The

maximum peak–to–peak bus frequency deviation in each zone is used as an indicator of

the severity of a forced event impact in each zone. By comparing the peak–to–peak

bus frequency deviation in all these zones/areas, the maximum value will be chosen to

represent the peak–to–peak frequency deviation under this specified oscillation frequency.

The peak–to–peak frequency deviations for the different frequencies are sorted in ascending

order, and the frequency with the largest frequency deviation is determined as the most

critical forced oscillation frequency at this fixed source location.

5.3.2 Forced Oscillation Location Scanning

Location dimension scanning is conducted by changing the source location through the

entire grid with the same forced energy. The peak–to–peak frequency deviations under

different forced sources are then compared to identify the critical location to the forced

oscillation event. The largest synchronous generator at each zone or a load added at the
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bus of the largest synchronous generator at each zone is selected as the forced source.

The above-mentioned frequency dimension scanning procedure is repeated at each selected

generator. For each selected forced oscillation source, the maximum peak–to–peak bus

frequency deviation under each specified forced oscillation frequency can be obtained. After

the location dimension scanning, the peak–to–peak frequency deviations under each specified

forced oscillation frequency at different forced oscillation sources are sorted in ascending

order, and the source location with the largest frequency deviation is identified as the most

critical location for the forced oscillation event with the specified forced oscillation frequency

in the power system.

5.4 Forced Oscillation Generation in Simulation

This section presents how the forced oscillation can be excited in simulation through the

generator’s or load’s active or reactive power disturbance. To fairly compare the bus

frequency deviation in the frequency and location dimension scanning, the forced oscillation

disturbance energy is modified to the same peak-to-peak amplitude for all forced sources. In

this study, the peak-to-peak forced oscillation disturbance energy is set to 100 MW or 100

Mvar to excite a severe forced oscillation in the system.

5.4.1 Forced Oscillation Generation through Active Power Mod-

ulation of Generator

Forced oscillation in simulation is mimicked by changing the active power set point of the

generator’s governor. Figure 5.2 shows TGOV1, the steam-turbine governor model, with a

sinusoidal waveform applied to the active power set point of the governor. The sine signal

is described as:

∆P (t) = A sin(2πft) (5.1)

59



Figure 5.2: Sinusoidal signal added to governor turbine model TGOV1.
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Where A is the amplitude of the sinusoidal signal, f is the forced oscillation frequency,

and ∆P(t) is the active power that is applied to the governor active power set point.

Figure 5.3 illustrates an example of the generator’s active power output at 0.4 Hz forced

oscillation frequency and 100 MW peak-to-peak forced oscillation energy.

5.4.2 Forced Oscillation Generation through Active Power Mod-

ulation of Load

In this study, a load is added at the bus of the largest generator in each area/zone during

the simulation of the forced oscillation event. The active and reactive power is set to zero,

and when the forced event starts, the active power of the load is modulated with a specified

frequency to mimic the force oscillation event. The peak-to-peak forced oscillation energy is

set to 100 MW. Figure 5.4 illustrates an example of the active power output of the added

load when the forced oscillation frequency is 0.67 Hz, and the peak-to-peak forced oscillation

energy is 100 MW. It is to be noted that the reason for adding the load at the bus of

the synchronous generator with the largest capacity in each area/zone is to create a close

system frequency response to when the forced oscillation disturbance is through active power

modulation of the generator.

5.4.3 Forced Oscillation Generation through Reactive Power Mod-

ulation of Generator

Forced oscillation through reactive power modulation of the generator can be excited in

simulation by varying the voltage set point of the exciter model. A sinusoidal signal is

applied to the exciter voltage set point, as shown in Figure 5.5. Figure 5.6 illustrates an

example of the generator’s active power output at 0.4 Hz forced oscillation frequency and

100 Mvar peak-to-peak forced oscillation energy.
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Figure 5.3: A generator’s active power output in MW oscillates with a 0.4 Hz forced
oscillation frequency.

Figure 5.4: Active power output in MW of an added load with a 0.67 Hz oscillation
frequency.
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Figure 5.5: Sinusoidal signal added to exciter model ESST4B. [117].

Figure 5.6: A generator’s reactive power output in Mvar oscillates with a 0.95 Hz forced
oscillation frequency.
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5.4.4 Forced Oscillation Generation through Reactive Power Mod-

ulation of Load

In this study, forced oscillation is excited through reactive power modulation of load by

adding a load added at the bus of the largest generator in each area/zone during the

simulation of the forced oscillation event. The active and reactive power is set to zero, and

when the forced event starts, the reactive power of the load is modulated with a specified

frequency to mimic the force oscillation event. The peak-to-peak forced oscillation energy is

adjusted to 100 Mvar.

5.5 Actuator Selection of Forced Oscillation Controller

via IBRs

Based on the above two-dimension scanning results, the critical locations to the forced

oscillation event under different specified oscillation frequencies can be further considered

as the candidate effective actuator location of the oscillation damping controller to reduce

the critical forced oscillation impact in the whole system.

Since the oscillation frequency and the relatively large area with the forced source can be

quickly estimated, the effective candidate actuators (IBRs) that are close to or in the forced

source areas can be activated to reduce the forced source impact before the accurate forced

source is located and removed.

5.6 Forced Oscillation Damping Controller Design

through IBR

This section presents the design of the forced oscillation damping control through active

and reactive power modulation of IBR. The proposed forced oscillation damping control

is through a utility-scale inverter-based wind/solar model. The IBRs are modeled using
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dynamic models developed by the Western Electricity Coordinating Council (WECC)

Renewable Energy Modeling Task Force [118].

Figure 5.7 shows the proposed controller, which is a droop controller with the frequency

deviation of its local high voltage bus as input. The dynamic models of IBR consist of the

generator/converter model (REGCAU2) and the electrical control model (REECCU1). For

active power modulation of IBR, the controller’s output is added at Paux to modulate the

active current of the IBR, as shown in Figure 5.8. For reactive power modulation of IBR,

the controller’s output is added at pfaref to modulate the reactive current of the IBR, as

shown in Figure 5.9. Variables PfFlag, VFlag, and QFlag are set to be 1.
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Figure 5.7: Controller structure.

Figure 5.8: Diagram of active power modulation of IBRs [117].
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Figure 5.9: Diagram of reactive power modulation of IBRs [117].
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Chapter 6

Grid Vulnerability Analysis of Active

power Forced Disturbance through

Generator: Texas Case Study

In this chapter, the proposed method for forced oscillation grid vulnerability analysis and

mitigation is implemented and validated in the 2000-bus synthetic Texas power grid model

when the forced disturbance is excited by changing the active power set point of the

generator’s governor [15].

6.1 Synthetic Texas Power System Model Description

The 2000-bus synthetic Texas, power grid PSS/e model, was used in this work. The model

has been built from publicly available information by Texas A&M University [119]. The

model consists of 432 in-service machines with a maximum generation capacity of 84.1 GW

that partially supply a total load of 67.1 GW. In these 432 machines, there are 81 renewable

resources with a maximum capacity of 11.83 GW and an actual generation of 8.9 GW. In

addition, there are 2345 transmission lines and four high voltage levels: 500, 230, 161, and

115 kV. Each synchronous generator is equipped with a PSS, a governor, and an exciter.

The generic models developed by WECC, specifically the generator/converter model and the
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electrical control model, were utilized for the dynamic models of renewables. As shown in

Figure 6.1, The system is divided into 8 areas, each of which has one or more zones, for a

total of 28 zones. Area 5 is the load center. The red arrows indicate the power flow directions

among these areas. There is a large power transfer from Area 7 (Coast) and Area 8 (East)

to Area 5 (North Central) [120]. The renewables are placed in Areas 1 to 5, with a 13.92%

renewable penetration level based on the system’s maximum MW capacity.

Small-signal stability analysis using the DSAtools/SSAT tool shows that there are two

dominant oscillation modes, as shown in Table 6.1. The first oscillation model is 0.67 Hz

with a damping ratio of 5.31% between Area 4 and Area 7, as illustrated in Figure 6.2. The

other oscillation mode is 0.6 Hz with a damping ratio of 6.31% between Areas 1, 2, 3, 4, 5,

and parts of Area 8 and Area 7.

The generators with a high participation factor of the two dominant oscillation modes

are shown in Table 6.2. It can be seen that Area 4 has the highest participation factor in

the 0.67 Hz oscillation mode.

6.2 Grid Vulnerability Analysis - Active Power Forced

Disturbance through Generator

This section presents the grid vulnerability analysis in the Texas system using the proposed

two-dimensional scanning method. The purpose of the scanning is to compare the forced

oscillation energy at different frequencies and forced source locations in order to identify the

areas that can excite the largest frequency deviation. In this study, the forced oscillation

starts at t = 2 sec and is simulated for 20 sec. The conventional generator (coal, oil, nuclear,

and hydro) with the maximum capacity at each zone in the Texas system was selected as

the source of the forced oscillation. To excite sufficient frequency deviations in the system,

the oscillation energy at each source location was set to 100 MW peak-to-peak for all the

events.
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Figure 6.1: Area map of synthetic Texas power grid model [120].
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Table 6.1: Dominant oscillation mode

Mode Frequency (Hz) Damping ratio (%)

Mode 1 0.67 5.31

Mode 2 0.60 6.31

Figure 6.2: Mode shape of the two dominant modes.
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Table 6.2: Dominant oscillation mode

Generator

Location
Generator Bus NO.

Participation

Factor (0.67 Hz)

Participation

Factor (0.60 Hz)

Area 4 Zone 19 4192 1.00 0.14

Area 4 Zone 21 4058 0.72 0.01

Area 4 Zone 20 4115 0.40 0.22

Area 8 Zone 8 8080 0.19 0.77

Area 1 Zone 9 1051 0.18 1.00

Area 5 Zone 12 5063 0.18 0.01

Area 2 Zone 11 2023 0.18 0.76

Area 5 Zone 18 5319 0.17 0.73
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6.2.1 Frequency Dimension Scanning

The frequency dimension scanning procedure involves changing the forced oscillation

frequency at a fixed source location. In this study, the oscillation frequency ranges from

0.1 Hz to 1.5 Hz with a step size of 0.05 Hz. A high voltage bus frequency response at each

zone was selected to calculate its peak-to-peak bus frequency deviation by using its last 1.5

oscillation cycles. By comparing the peak-to-peak bus frequency deviation among the buses

in different zones, the maximum peak-to-peak bus frequency deviation under each specified

forced oscillation frequency was identified.

Figure 6.3 shows the maximum peak-to-peak bus frequency deviation under different

frequencies when the forced oscillation source was located at Area 4 Zone 19. Figure 6.4

illustrates the frequency response of the selected high voltage buses at each zone in the

Texas system when the 0.67 Hz oscillation source was located at Area 4 Zone 19. As shown

in Figure 6.3, when the oscillation frequency goes to around 0.67 Hz (the natural oscillation

frequency), the most severe oscillation deviation can be observed in the system than other

forced oscillation frequencies.

6.2.2 Location Dimension Scanning

The location dimension scanning is to vary the location of the forced oscillation source

across the system with different forced oscillation frequencies. Figure 6.5 shows the location

scanning results of the forced oscillation source with the top five frequency deviations.

Regardless of the forced source location, compared to other forced oscillation frequency

ranges, the maximum frequency deviation can always be observed in the Texas synthetic

system when the forced oscillation frequency is equal or close to the natural oscillation

at 0.67 Hz. This proves that the forced oscillation impact on the power system stability

is magnified when the forced oscillation frequency coincides with the natural oscillation

frequency. What’s more, when the forced oscillation source was located at zones that have

high participation of the natural 0.67 Hz oscillation, a larger frequency deviation can be

observed in the system than other forced oscillation sources.
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Figure 6.3: Frequency dimension scanning results when the forced source at Area 4 Zone
19.

Figure 6.4: Bus frequency of selected high voltage buses at each zone in response to 0.67
Hz forced oscillation from a source located at Area Zone 19.
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Figure 6.5: Location dimension scanning results of the forced oscillation source with the
top five zones with generators that has high participation factor to the natural mode of 0.67
Hz.
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Table 6.3 shows an example of the location dimension scanning results under the critical

0.67 Hz forced oscillation. It can be observed that Area 4 Zone 19 is the critical source

location that can excite the maximum peak-to-peak bus frequency deviation in the system.

This is consistent with the participation factor sorting of 0.67 Hz natural oscillation in Table

6.2.

6.3 Actuator Selection of Forced Oscillation Controller

via IBR

Based on the two-dimension scanning, the critical areas/zones under different frequency

range are summarized in Table 6.4. This table is useful for selecting the effective actuators

to install the oscillation damping controller and reduce the forced oscillation in the power

system. Based on Table 4, IBRs in Area 1 Zone 9 were effective in suppressing oscillations

from 0.10 Hz to 0.35 Hz; IBRs in Area 4 Zone 19 were effective in suppressing oscillations

around 0.4 Hz and from 0.5 Hz to 0.85 Hz and 1.10 Hz to 1.3 Hz; and IBRs in Area 3 Zone

28 were effective in suppressing oscillations around 0.45 Hz and from 0.90 Hz to 1.05 Hz

and 1.35 Hz to 1.50 Hz. The IBRs with a large capacity in these areas are recommended to

implement forced oscillation damping controllers.

When the forced oscillation frequency is monitored, the actuators that are effective to

damp the oscillations can be identified from Table 6.4. Once the forced source is narrowed

down within a relatively large area, the effective actuators (IBRs) that are close to or in

the forced source areas can be activated to reduce the impact of the forced source energies

before the accurate forced source is located.

6.4 Forced Oscillation Control via IBR

This section demonstrates the performance of the forced oscillation damping controller. The

aim of the controller is to reduce the impact of the forced oscillation until the forced oscillation

source is located and removed. The controller performance is validated under the most
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Table 6.3: Location dimension scanning results when the critical forced oscillation frequency
is 0.67 Hz

Source Location
Area—Zone with

Largest Bus
Frequency Deviation

Peak-to-Peak Bus
Frequency Deviation (mHz)

Area 4 Zone 19 Area 4 Zone 19 140.090

Area 1 Zone 9 Area 4 Zone 19 43.622

Area 4 Zone 20 Area 4 Zone 19 37.798

Area 4 Zone 21 Area 4 Zone 19 34.996

Area 8 Zone 8 Area 4 Zone 19 30.780

Area 5 Zone 12 Area 4 Zone 19 27.221

Area 7 Zone 4 Area 4 Zone 19 27.125

Area 2 Zone 11 Area 4 Zone 19 26.910

Area 7 Zone 3 Area 4 Zone 19 25.536

Area 5 Zone 18 Area 4 Zone 19 24.451

Area 7 Zone 2 Area 4 Zone 19 23.359

Area 3 Zone 28 Area 3 Zone 28 23.172

Area 8 Zone 7 Area 4 Zone 19 19.345

Area 7 Zone 5 Area 4 Zone 19 18.532

Area 5 Zone 14 Area 4 Zone 19 18.099

Area 5 Zone 16 Area 4 Zone 19 17.938

Area 6 Zone 22 Area 4 Zone 19 17.764

Area 5 Zone 13 Area 4 Zone 19 17.663

Area 5 Zone 17 Area 4 Zone 19 15.185

Area 6 Zone 26 Area 4 Zone 19 13.886

Area 7 Zone 6 Area 4 Zone 19 12.948

Area 6 Zone 25 Area 4 Zone 19 11.598

Area 6 Zone 23 Area 4 Zone 19 9.652

Area 7 Zone 1 Area 7 Zone 4 9.191
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Table 6.4: The critical areas/zones under different frequency range based on two-
dimensional scanning.

Source Location
Oscillation

Frequency (Hz)

Area—Zone with
Largest Bus

Frequency Deviation

Peak-to-Peak
Bus Frequency

Deviation
(mHz)

Area 1 Zone 9 0.1 Area 7 Zone 4 8.00

Area 1 Zone 9 0.15 Area 7 Zone 4 10.53

Area 1 Zone 9 0.2 Area 7 Zone 4 14.67

Area 1 Zone 9 0.25 Area 7 Zone 4 17.33

Area 1 Zone 9 0.3 Area 7 Zone 4 18.35

Area 1 Zone 9 0.35 Area 7 Zone 4 18.00

Area 4 Zone 19 0.4 Area 4 Zone 19 19.19

Area 3 Zone 28 0.45 Area 3 Zone 28 25.22

Area 4 Zone 19 0.5 Area 4 Zone 19 32.63

Area 4 Zone 19 0.55 Area 4 Zone 19 45.95

Area 4 Zone 19 0.6 Area 4 Zone 19 71.88

Area 4 Zone 19 0.65 Area 4 Zone 19 122.30

Area 4 Zone 19 0.67 Area 4 Zone 19 140.09

Area 4 Zone 19 0.7 Area 4 Zone 19 122.58

Area 4 Zone 19 0.75 Area 4 Zone 19 59.45

Area 4 Zone 19 0.8 Area 4 Zone 21 39.37

Area 4 Zone 19 0.85 Area 4 Zone 21 30.16

Area 3 Zone 28 0.9 Area 3 Zone 28 30.35

Area 3 Zone 28 0.95 Area 3 Zone 28 31.79

Area 3 Zone 28 1 Area 3 Zone 28 31.78

Area 3 Zone 28 1.05 Area 3 Zone 28 33.20

Area 4 Zone 19 1.1 Area 4 Zone 19 40.93

Area 4 Zone 19 1.15 Area 4 Zone 19 54.10

Area 4 Zone 19 1.2 Area 4 Zone 19 57.49

Area 4 Zone 19 1.25 Area 4 Zone 19 51.09

Area 4 Zone 19 1.3 Area 4 Zone 19 44.23

Area 3 Zone 28 1.35 Area 3 Zone 28 46.49

Area 3 Zone 28 1.4 Area 3 Zone 28 48.79

Area 3 Zone 28 1.45 Area 3 Zone 28 51.21

Area 3 Zone 28 1.5 Area 3 Zone 28 53.53
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serious resonance case, i.e., when the forced source is at Area 4 Zone 19 with the forced

oscillation frequency coinciding with the natural oscillation mode 1 (0.67 Hz). Based on the

results in Tables 6.3 and 6.4, the effective location for a forced oscillation damping controller

is at Area 4 Zone 19. The 243.6 MVA IBR at bus 4183 in Area 4 Zone 19 is then selected as

the actuator and the feedback signal is the 230 kV bus 4070 that is located in Area 4 Zone

19.

In this study, the droop controller gain was set to be -190. Figure 6.6 depicts the Area 4

Zone 19 frequency deviation improvement and the active power output of the actuator when

the forced source at Area 4 Zone 19 before and after implementing the control. Table 6.5

illustrates the peak-to-peak frequency deviation improvement of the selected high voltage

buses at each zone in the Texas system after implementing the controller. The largest

deviation of the entire system can be reduced to less than ±36 mHz (66.6 mHz) with -190

control gain and 17% limiter. The peak-to-peak actuator output is 50.05 MW which is

around ±16.44% of the actual active power of the actuator of 152.25 MW. Table 6.5 shows

when the actuator is at the same zones of the forced source, the peak-to-peak bus frequency

deviation is reduced at all the zones in the system.

Considering that the governors in the system have a ±36 m Hz deadband before being

activated, the forced oscillation damping controller is helpful to ensure the system response

is limited in the deadband of governors and reduces the forced oscillation impact on the

entire system.

The frequency deviation of Area 4 Zone 19 in Figure 6.6 (a) can be reduced further if

the actuator has a higher capacity or the controller limit is set to a high value. Figure 6.7

shows Area 4 Zone 19 frequency deviation improvement when the forced source and actuator

at Area 4 Zone 19 and the peak-to-peak active actuator power is 50MW and 85MW. The

frequency deviation in Area 4 Zone 19 can be reduced from 140.09 mHz to 13.67 mHz with

a peak-to-peak actuator active power output of 85MW.

When the controller is far from the forced source, the forced oscillation may not be

mitigated at all the zones in the system. Figure 6.8 illustrates Area 4 Zone 19 frequency

deviation and the active power output of the actuator when the forced source at Area 4
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Figure 6.6: (a) Area 4 Zone 19 frequency deviation improvement. (b) Active power output
of the actuator at Area 4 Zone 19 when the forced source is at Area 4 Zone 19.
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Table 6.5: The peak-to-peak bus frequency deviation improvement before and after
implementing the forced oscillation damping controller.

Area-Zone
Peak-to-Peak Bus

Frequency Deviation (mHz)
Bus Frequency

Deviation Reduction
(mHz)No Control With Control

Area 1 Zone 9 13.00 5.99 7.01
Area 2 Zone 11 18.41 8.53 9.88
Area 2 Zone 10 14.74 6.76 7.98
Area 3 Zone 27 13.44 6.19 7.25
Area 3 Zone 28 7.83 3.62 4.21
Area 4 Zone 19 140.09 66.60 73.49
Area 4 Zone 20 51.11 23.64 27.47
Area 4 Zone 21 101.95 47.10 54.85
Area 5 Zone 12 16.07 7.43 8.65
Area 5 Zone 13 12.95 5.99 6.95
Area 5 Zone 14 15.29 7.08 8.21
Area 5 Zone 15 12.01 5.55 6.46
Area 5 Zone 16 18.39 8.52 9.87
Area 5 Zone 17 17.52 8.11 9.41
Area 5 Zone 18 16.24 7.51 8.72
Area 6 Zone 22 13.46 6.24 7.22
Area 6 Zone 23 8.19 3.78 4.40
Area 6 Zone 24 25.01 11.57 13.44
Area 6 Zone 25 7.85 3.63 4.23
Area 6 Zone 26 13.53 6.27 7.26
Area 7 Zone 1 1.27 0.54 0.73
Area 7 Zone 2 14.98 6.94 8.03
Area 7 Zone 3 13.10 6.07 7.03
Area 7 Zone 4 15.47 7.17 8.30
Area 7 Zone 5 13.27 6.15 7.12
Area 7 Zone 6 11.20 5.19 6.01
Area 8 Zone 7 11.97 5.54 6.43
Area 8 Zone 8 19.28 8.93 10.35
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Figure 6.7: Area 4 Zone 19 frequency deviation improvement when the forced source and
actuator is at Area 4 Zone 19.

Figure 6.8: (a) Area 4 Zone 19 frequency deviation improvement. (b) Active power output
of the actuator at Area 2 Zone 11 when the forced source is at Area 4 Zone 19.
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Zone 19 and the actuator at Area 2 Zone 11. When the actuator is at Area 2 Zone 11, far

from the forced source, the frequency deviation at Area 4 Zone 19 reduces by only 1.3 mHz.

In addition, the frequency deviation did not reduce at all the zones in the system, and the

frequency deviation increased slightly at some zones.

Figure 6.9 illustrates Area 4 Zone 19 frequency deviation improvement and the active

power output of the actuator when the forced source at Area 4 Zone 20 before and after

implementing the control. In this case, the peak-to-peak forced oscillation energy is increased

to 160 MW in order for the peak-to-peak bus frequency deviation to exceed the deadband of

the governor (±36 mHz). Area 4 Zone 19 had the largest peak-to-peak frequency deviation,

and it can be reduced to 40.51 mHz. The peak-to-peak actuator output was 30.73 MW

which is around ±10.1% of the actual active power of the actuator of 152.25 MW

6.5 Summary

A two-dimension scanning forced oscillation grid vulnerability analysis method in large-scale

power grids was proposed. Based on the grid vulnerability analysis results, the effective

location for forced oscillation damping controller can be selected. Active power modulation

control through IBRs at the effective location with local measurement was also designed

to mitigate forced oscillation under serious forced oscillation cases. The key findings are

summarized below:

• Based on frequency dimension scanning, forced oscillation at or close to the natural

oscillation excites the largest peak-to-peak frequency deviation in the entire system.

• When the forced oscillation source is located at the areas that have high participation

of the natural oscillations, the forced oscillation will be further magnified throughout

the system and significantly impact the system stability.

• Active power modulation control through IBRs with local measurement was effective

in reducing the frequency deviation that was caused by the forced oscillation. This will

allow the operator to have sufficient time to locate and disconnect the forced source.
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Figure 6.9: (a) Area 4 Zone 19 frequency deviation improvement. (b) Active power output
of the actuator at Area 4 Zone 19 when the forced source is at Area 4 Zone 20.
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• The proposed forced oscillation controller can reduce all the zones’ frequency deviation

to a safety level in the synthetic Texas power grid when the actuator is close to the

forced source. The largest peak–peak bus frequency deviation can be reduced by more

than 50%, to 66.6 mHz (in the range of governor deadband ±36 mH) with appropriate

control gain.
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Chapter 7

Grid Vulnerability Analysis of Active

and Reactive Power Forced

Disturbance through Load: Texas

Case Study

In this chapter, the system frequency response of selected high voltage buses is compared

when the forced source is a synchronous generator and a load is added at the same bus of

these generators. The comparison is made through active and reactive power modulation of

the generator and the load with oscillation energy of 100 MW and 100 Mvar, respectively.

Furthermore, the proposed two-dimension scanning forced oscillation grid vulnerability

analysis method is demonstrated in the synthetic Texas power grid model when the forced

disturbance is through the active and reactive power of the load. The performance of

the damping control is assessed when the forced disturbance is through the active and

reactive power of the load. A control damping comparison between active and reactive

power modulation of the IBR is discussed.
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7.1 Different Types of Forced Source Comparison

7.1.1 Comparison of Active Power Forced Oscillation Disturbance

at Generator and Load

The main objective of this part is to compare the system frequency response between the

force source at the largest synchronous generator of the selected zones and the load added

at the same bus. The forced oscillation frequency and energy are kept the same. Table 7.1

shows the Area/Zone of the largest frequency deviation and the value of the peak-to-peak

frequency deviation when the forced source is the generator and the added load at the same

bus of the generator at selected zones and different oscillation frequencies. In the three cases,

the location of the largest frequency deviation of the system is the same for the generator

and load at the same bus. The largest frequency deviation is also close to each other when

a generator and a load are at the same bus.

Figures 7.1, 7.2, and 7.3 compare the peak-to-peak frequency deviation of selected high

voltage buses at each zone in the Texas grid when the forced source at the generator and the

load. The forced source locations are Area 1 Zone 9, Area 4 Zone 19, and Area 6 Zone 22,

and oscillation frequencies are 0.3 Hz, 0.67 Hz, and 0.95 Hz, respectively. In Figure 7.1, the

force source location is at Area 1 Zone 9, and the oscillation frequency is 0.3 Hz. Moreover,

the largest frequency deviation is observed at Area 7 Zone 4, and the generator as a forced

source can excite a higher frequency deviation than the load. In Figure 7.2, the force source

location is at Area 4 Zone 19, the oscillation frequency is at the resonance of 0.67 Hz, and

the largest frequency deviation is observed at Area 4 Zone 19. The force source location in

Figure 7.3 is at Area 6 Zone 22, the oscillation frequency is 0.95 Hz, and the largest frequency

deviation is observed at Area 6 Zone 22. It can be observed in both Figures 7.2 and 7.3 that

the load as a forced source can excite a higher frequency deviation than the generator.
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Table 7.1: Comparison of active power forced oscillation disturbance at generator and load
at selected Areas/Zones.

Case

#

Forced Source

Area/Zone

Oscillation

Frequency

(Hz)

Comparing Between Different Forced Sources

Generator with Largest

Capacity

Added Load at Generator

with the Largest Capacity

Bus

Largest

Deviation

Location

Freq.Dev

(mHz)
Bus

Largest

Deviation

Location

Freq.Dev

(mHz)

1 Area 1 Zone 9 0.3 1072 A7 Z4 18.35 1072 A7 Z4 15.64

2 Area 4 Zone 19 0.67 4192 A4 Z19 140.09 4192 A4 Z19 163.13

3 Area 6 Zone 22 0.95 6147 A6 Z22 16.55 6147 A6 Z22 22.96

Figure 7.1: Comparison of the peak-to-peak frequency deviation of selected high voltage
buses at each zone in the Texas grid when the forced source perturbation is through active
power modulation of the largest generator and a load at Area 1 Zone 9 and oscillation
frequency of 0.3 Hz.
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Figure 7.2: Comparison of the peak-to-peak frequency deviation of selected high voltage
buses at each zone in the Texas grid when the forced source perturbation is through active
power modulation of the largest generator and a load at Area 4 Zone 19 and oscillation
frequency of 0.67 Hz.

Figure 7.3: Comparison of the peak-to-peak frequency deviation of selected high voltage
buses at each zone in the Texas grid when the forced source perturbation is through active
power modulation of the largest generator and a load at Area 6 Zone 22 and oscillation
frequency of 0.95 Hz.
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7.1.2 Comparison of Reactive Power Forced Oscillation Distur-

bance at Generator and Load

The system frequency response was also compared when the forced source is through reactive

power perturbation of the largest generator and an added load at the same bus of the

generator at selected zones in the system. Table 7.2 illustrates the largest frequency deviation

caused by forced event excited through reactive power perturbation of the largest generator

and load at a selected Area/Zone under different oscillation frequencies. The oscillation

energy is set to a peak-to-peak of 100 Mvar. Similar as the active power disturbances, when

the forced source is at a generator or a load of the same bus, the location of the largest

frequency deviation is the same in the three cases.

Figure 7.4, 7.5 and 7.6 show the system frequency response when the forced source is

through reactive power perturbation of the generator and load at Area 1 Zone 9, Area 4

Zone 19, and Area 6 Zone 22 with an oscillation frequency of 0.3 Hz, 0.67 Hz and 0.95 Hz,

respectively. In the three cases, the generator as a forced source causes a higher frequency

deviation than the load.

7.2 Grid Vulnerability Analysis - Active Forced Dis-

turbance through Load

7.2.1 Frequency Dimension Scanning

The frequency dimension scanning process is implemented by fixing the forced source location

and varying the forced oscillation frequency. The forced oscillation frequency varies from 0.1

to 1.5 Hz with a step size of 0.05 Hz, and the dominant natural oscillation mode of 0.67 Hz

is also included. The frequency response of selected high voltage buses from each zone was

recorded to compute the bus peak-to-peak frequency deviation using the last 1.5 oscillation

cycles. For each forced oscillation frequency, the largest peak-to-peak frequency deviation

was computed by comparing the peak-to-peak frequency deviation in all zones.
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Table 7.2: Comparison of reactive power forced oscillation disturbance at generator and
load at selected Areas/Zones.

Case

#

Forced Source

Area/Zone

Oscillation

Frequency

(Hz)

Comparing Between Different Forced Sources

Generator with Largest

Capacity

Added Load at Generator

with the Largest Capacity

Bus

Largest

Deviation

Location

Freq.Dev

(mHz)
Bus

Largest

Deviation

Location

Freq.Dev

(mHz)

1 Area 1 Zone 9 0.3 1072 A7 Z4 10.75 1072 A7 Z4 9.19

2 Area 4 Zone 19 0.67 4192 A4 Z19 89.60 4192 A4 Z19 72.49

3 Area 6 Zone 22 0.95 6147 A6 Z22 12.29 6147 A6 Z22 5.00

Figure 7.4: Peak-to-peak frequency responses comparison between forced source through
reactive power perturbation of the generator and load at Area 1 Zone 9 and oscillation
frequency of 0.3 Hz.
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Figure 7.5: Peak-to-peak frequency responses comparison between forced source through
reactive power perturbation of the generator and load at Area 4 Zone 19 and oscillation
frequency of 0.67 Hz.

Figure 7.6: Peak-to-peak frequency responses comparison between forced source through
reactive power perturbation of the generator and load at Area 6 Zone 22 and oscillation
frequency of 0.95 Hz.
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Figure 7.7 depicts the largest peak-to-peak bus frequency variation when the forced source

at Area 4 Zone 19 under different oscillation frequency ranges. Figure 7.8 depicts the bus

frequency of selected high voltage buses at each zone in response to 0.67 Hz forced oscillation

from a source located at Area Zone 19. Figure 7.7 illustrates that the most severe frequency

deviation occurs when the forced oscillation frequency coincides with the system’s dominant

natural mode of 0.67 Hz.

7.2.2 Location Dimension Scanning

The location dimension scanning is to change the forced source location across the system

under different forced oscillation frequencies. Figure 7.9 shows the location scanning

results of the forced oscillation source with the top five zones with generators with a high

participation factor to the natural mode of 0.67 Hz. In the synthetic Texas grid model,

despite the location of the forced source, the largest peak-to-peak bus frequency deviation

is always observed when the forced oscillation frequency is equal to or near to the system’s

natural mode of 0.67 Hz. This demonstrates that when the forced oscillation frequency

is close to the system’s natural oscillation frequency, the negative effect on power system

stability is amplified. Furthermore, a severe frequency deviation can be observed when the

location of the forced source is at a zone with a high participation factor to the system’s

natural oscillation frequency of 0.67 Hz (see Table 6.2).

The location dimension scanning result at the most critical forced oscillation frequency

of 0.67 Hz is shown in Table 7.3. It can be noted that the largest peak-to-peak bus frequency

deviation is observed when the forced source is at the critical location of Area 4 Zone 19.

This corresponds with the 0.67 Hz natural oscillation participation factor sorted in Table

6.2.
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Figure 7.7: Frequency dimension scanning results when the forced source at Area 4 Zone
19.

Figure 7.8: Bus frequency of selected high voltage buses at each zone in response to 0.67
Hz forced oscillation from a source located at Area Zone 19.
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Figure 7.9: Location dimension scanning results of the forced oscillation source with the
top five zones with generators that has a high participation factor to the natural mode of
0.67 Hz.
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Table 7.3: Location dimension scanning results when the critical forced oscillation frequency
is 0.67 Hz.

Source Location
Area—Zone with

Largest Bus
Frequency Deviation

Peak-to-Peak Bus
Frequency Deviation (mHz)

Area 4 Zone 19 Area 4 Zone 19 163.13

Area 4 Zone 21 Area 4 Zone 19 37.90

Area 4 Zone 20 Area 4 Zone 19 37.07

Area 1 Zone 9 Area 4 Zone 19 33.80

Area 2 Zone 11 Area 4 Zone 19 31.13

Area 7 Zone 4 Area 4 Zone 19 28.86

Area 7 Zone 3 Area 4 Zone 19 27.02

Area 5 Zone 12 Area 4 Zone 19 26.99

Area 8 Zone 8 Area 4 Zone 19 26.01

Area 7 Zone 2 Area 4 Zone 19 24.53

Area 5 Zone 18 Area 4 Zone 19 23.88

Area 6 Zone 22 Area 4 Zone 19 22.02

Area 8 Zone 7 Area 4 Zone 19 21.91

Area 5 Zone 16 Area 4 Zone 19 21.43

Area 5 Zone 17 Area 4 Zone 19 20.30

Area 7 Zone 5 Area 4 Zone 19 18.21

Area 5 Zone 14 Area 4 Zone 19 18.09

Area 5 Zone 13 Area 4 Zone 19 18.00

Area 6 Zone 26 Area 4 Zone 19 16.24

Area 3 Zone 28 Area 4 Zone 19 14.53

Area 7 Zone 6 Area 4 Zone 19 13.12

Area 6 Zone 25 Area 4 Zone 19 12.19

Area 6 Zone 23 Area 4 Zone 19 10.86

Area 7 Zone 1 Area 7 Zone 4 10.76
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7.3 Grid Vulnerability Analysis - Reactive Forced Dis-

turbance through Load

7.3.1 Frequency Dimension Scanning

The frequency dimension scanning procedure mentioned earlier when the forced disturbance

through active power of the load was implanted in this section but using the reactive power

of the load as a forced disturbance. Figure 7.10 shows the maximum peak-to-peak bus

frequency deviation under different frequencies when the forced oscillation source was located

at Area 4 Zone 19. The largest frequency deviation is observed when the oscillation frequency

coincides with the dominant oscillation mode of 0.67 Hz. Figure 7.11 shows the frequency

response of the selected high voltage buses at each zone in the Texas system when the 0.67

Hz oscillation source was located at Area 4 Zone 19. Comparing Figure 7.11 with Figure 7.8,

at the beginning of the forced event, the bus frequency drops below 60 Hz when the forced

disturbance is through the active power of the load, while the bus frequency increases when

the forced disturbance is through the reactive power of the load.

7.3.2 Location Dimension Scanning

Figure 7.12 shows the location scanning results of the forced oscillation source with the top

five zones with generators with a high participation factor to the natural mode of 0.67 Hz.

As in active power disturbance, the maximum frequency deviation is observed when the

oscillation frequency is close to the natural domination mode of 0.67 Hz. Table 7.4 shows

an example of the location dimension scanning results under the critical 0.67 Hz forced

oscillation. The most server peak-to-peak frequency deviation is observed at Area 4 Zone

19, where a generator at this zone (see Table 6.2) has the highest participation factor to the

natural mode of 0.67 Hz.
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Figure 7.10: Frequency dimension scanning results when the forced source at Area 4 Zone
19.

Figure 7.11: Bus frequency of selected high voltage buses at each zone in response to 0.67
Hz forced oscillation from a source located at Area Zone 19.
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Figure 7.12: Location dimension scanning results of the forced oscillation source with the
top five zones with generators that has a high participation factor to the natural mode of
0.67 Hz.
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Table 7.4: Location dimension scanning results when the critical forced oscillation frequency
is 0.67 Hz.

Source Location
Area—Zone with

Largest Bus
Frequency Deviation

Peak-to-Peak Bus
Frequency Deviation (mHz)

Area 4 Zone 19 Area 4 Zone 19 72.49

Area 1 Zone 9 Area 4 Zone 19 18.69

Area 4 Zone 20 Area 4 Zone 19 18.27

Area 8 Zone 8 Area 4 Zone 19 17.78

Area 5 Zone 12 Area 4 Zone 19 16.60

Area 4 Zone 21 Area 4 Zone 19 15.84

Area 2 Zone 11 Area 4 Zone 19 15.67

Area 5 Zone 17 Area 4 Zone 19 15.42

Area 5 Zone 14 Area 4 Zone 19 15.16

Area 5 Zone 16 Area 4 Zone 19 14.67

Area 5 Zone 18 Area 4 Zone 19 14.18

Area 7 Zone 5 Area 4 Zone 19 13.88

Area 3 Zone 28 Area 3 Zone 28 12.36

Area 7 Zone 4 Area 4 Zone 19 10.59

Area 7 Zone 2 Area 4 Zone 19 10.33

Area 8 Zone 7 Area 4 Zone 19 9.93

Area 6 Zone 26 Area 4 Zone 19 8.70

Area 7 Zone 3 Area 4 Zone 19 8.38

Area 6 Zone 23 Area 4 Zone 19 5.61

Area 5 Zone 13 Area 4 Zone 19 5.11

Area 6 Zone 22 Area 4 Zone 19 5.08

Area 6 Zone 25 Area 4 Zone 19 4.47

Area 7 Zone 1 Area 7 Zone 4 2.98

Area 7 Zone 6 Area 7 Zone 4 2.83
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7.4 Grid Vulnerability Analysis Comparison between

Active and Reactive Forced Disturbance

Two-dimension scanning compression between forced disturbance through active and reactive

power of the load is presented in Table 7.5. The table shows the location of the forced source

and the area/zone with the largest peak-to-peak frequency deviation under 30 scenarios

when the oscillation frequency ranges from 0.1 Hz to 1.5 Hz with a step size of 0.05 Hz,

including the 0.67Hz oscillation frequency. When the forced disturbance is through active or

reactive power of the load, the most critical location that excites the most severe frequency

deviation is at Area 4 Zone 19, when the oscillation frequency is 0.67 Hz. It also can be

observed from Table 7.5 that in each of the 30 oscillation frequency scenarios, the largest

peak-to-peak frequency deviation caused by forced source through active power of the load

is higher than the reactive power of the load.

When comparing the two-dimensional scanning result in Table 7.5 between forced

disturbance through active and reactive power of the load, four categories can be observed

based on the location of the forced source and the area of the largest frequency deviation,

and these categories are as follow:

• Category 1: the area with the largest deviation through active power forced disturbance

is the same as the reactive power forced disturbance, and the forced source area

triggered the largest deviation is the same.

• Category 2: the area with the largest deviation through active power forced disturbance

is the same as the reactive power forced disturbance; however, the forced source area

that triggered the largest deviation is different.

• Category 3: the area with the largest deviation through active power forced disturbance

is different from the reactive power forced disturbance, and the forced source area that

triggered the largest deviation is the same.
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Table 7.5: Two-dimensional scanning comparison between forced disturbance through active and reactive.

Oscillation
freq (Hz)

Area - Zone
with Largest
Deviation

(P modulation)

Deviation
(mHz)

(P modulation)

Area - Zone
with Largest
Deviation

(Q modulation)

Deviation (mHz)
(Q modulation)

Largest Deviation
(P VS Q)

Forced source location
(P modulation)

Forced location source
(Q modulation)

Forced location
source

0.1 Area 7 Zone 4 7.49 Area 7 Zone 4 2.27
Same zone

Dev P>Dev Q
Area 1 Zone 9 Area 8 Zone 7 Not the same area

0.15 Area 7 Zone 4 9.16 Area 7 Zone 4 3.54 Area 1 Zone 9 Area 1 Zone 9
0.2 Area 7 Zone 4 12.09 Area 7 Zone 4 6.28 Area 1 Zone 9 Area 1 Zone 9
0.25 Area 7 Zone 4 14.37 Area 7 Zone 4 8.20 Area 1 Zone 9 Area 1 Zone 9
0.3 Area 7 Zone 4 15.64 Area 7 Zone 4 9.19

Same zone
Dev P>Dev Q

Area 1 Zone 9 Area 1 Zone 9

Same zone

0.35 Area 4 Zone 19 16.95 Area 7 Zone 4 9.33 Not the same area Area 4 Zone 19 Area 1 Zone 9 Not the same area
0.4 Area 4 Zone 19 21.44 Area 4 Zone 19 9.19 Area 4 Zone 19 Area 4 Zone 19
0.45 Area 4 Zone 19 27.99 Area 4 Zone 19 12.01 Area 4 Zone 19 Area 4 Zone 19
0.5 Area 4 Zone 19 37.91 Area 4 Zone 19 16.32 Area 4 Zone 19 Area 4 Zone 19
0.55 Area 4 Zone 19 55.26 Area 4 Zone 19 23.85 Area 4 Zone 19 Area 4 Zone 19
0.6 Area 4 Zone 19 91.26 Area 4 Zone 19 39.80 Area 4 Zone 19 Area 4 Zone 19
0.65 Area 4 Zone 19 156.45 Area 4 Zone 19 69.02 Area 4 Zone 19 Area 4 Zone 19
0.67 Area 4 Zone 19 163.13 Area 4 Zone 19 72.49 Area 4 Zone 19 Area 4 Zone 19
0.7 Area 4 Zone 19 124.67 Area 4 Zone 19 56.28 Area 4 Zone 19 Area 4 Zone 19
0.75 Area 4 Zone 19 63.73 Area 4 Zone 19 29.70

Same zone
Dev P>Dev Q

Area 4 Zone 19 Area 4 Zone 19

Same zone

0.8 Area 4 Zone 21 41.56 Area 4 Zone 19 17.87
Same area

Dev P>Dev Q
Area 4 Zone 19 Area 4 Zone 19 Same zone

0.85 Area 4 Zone 21 32.82 Area 4 Zone 21 13.25
Same zone

Dev P>Dev Q
Area 4 Zone 19 Area 4 Zone 19 Same zone

0.9 Area 4 Zone 21 28.17 Area 4 Zone 19 13.11
Same area

Dev P>Dev Q
Area 4 Zone 19 Area 4 Zone 20 Same area

0.95 Area 4 Zone 21 27.01 Area 6 Zone 24 16.93 Area 4 Zone 19 Area 4 Zone 20
1 Area 4 Zone 21 28.16 Area 6 Zone 22 16.62

Not the same area
Area 4 Zone 19 Area 4 Zone 20

Same area

1.05 Area 4 Zone 21 28.83 Area 3 Zone 28 15.96 Area 4 Zone 19 Area 3 Zone 28
1.1 Area 4 Zone 19 42.54 Area 3 Zone 28 18.85 Area 4 Zone 19 Area 3 Zone 28
1.15 Area 4 Zone 19 57.05 Area 3 Zone 28 22.84 Area 4 Zone 19 Area 3 Zone 28
1.2 Area 4 Zone 19 57.64 Area 3 Zone 28 27.94

Not the same area

Area 4 Zone 19 Area 3 Zone 28

Not the same area

1.25 Area 7 Zone 1 64.32 Area 3 Zone 28 33.20 Not the same area Area 7 Zone 1 Area 3 Zone 28 Not the same area

1.3 Area 3 Zone 28 77.84 Area 3 Zone 28 36.39
Same zone

Dev P>Dev Q
Area 3 Zone 28 Area 3 Zone 28 Same zone

1.35 Area 3 Zone 28 74.64 Area 6 Zone 24 37.14 Area 3 Zone 28 Area 4 Zone 20
1.4 Area 3 Zone 28 62.68 Area 6 Zone 24 40.08

Not the same area
Area 3 Zone 28 Area 4 Zone 20

Not the same area

1.45 Area 6 Zone 24 50.47 Area 6 Zone 24 38.64 Area 4 Zone 20 Area 4 Zone 20
1.5 Area 6 Zone 24 42.08 Area 6 Zone 24 33.85

Same zone
Dev P>Dev Q Area 4 Zone 20 Area 4 Zone 20

Same zone



• Category 4: the area with the largest deviation through active power forced disturbance

is different from the reactive power forced disturbance, and the forced source area that

triggered the largest deviation is different.

Table 7.6 provides a summary of the four categories. More than 60% of the cases in

Table 7.5 show that the areas of the largest frequency deviation and the corresponding

forced source that triggered the largest deviation through either active or reactive forced

energy are the same. Moreover, around 27% of the cases show that the areas of the largest

frequency deviation and the corresponding forced source location that triggered the largest

deviation through active or reactive forced energy are all different.

7.5 Controller Performance Validation

The purpose of the forced oscillation damping controller is to mitigate the impact of

the forced event until the forced source is located and removed. The POD performance

comparison between active and reactive power modulation of IBR in mitigating the forced

oscillation through active power and reactive power disturbance of the load is discussed.

7.5.1 Damping Control Performance Comparison between Active

and Reactive Power Modulation of IBR When the Forced

Disturbance through Reactive Power of the Load

This section presents the damping control performance comparison between active and

reactive power modulation of the IBR when the forced disturbance through reactive power of

the load. Three cases are discussed to active and reactive power modulation of the IBR. The

location of the forced source and actuator is the same for the three cases, and the locations

are Area 4 Zone 19, Area 1 Zone 9, and Area 2 Zone 11, respectively. Table 7.7 shows

the three cases of damping control performance comparison between active and reactive

power modulation of the IBR. In the three cases, the forced oscillation frequency is 0.67 Hz,

and the peak-to-peak forced oscillation energy is 100 MVar. As shown in Table 7.7, active
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Table 7.6: Summary of the four categories two-dimensional scanning result based on the
location of the forced source and the area of the largest frequency deviation.

Scenario #
The Largest

Deviation Location
(P VS Q)

Forced Source
Location that

Triggered Largest
Deviation
(P VS Q)

Number
of cases

Percentage

Scenario 1 Same Same 19 63.33%
Scenario 2 Same Different 1 3.33%
Scenario 3 Different Same 2 6.67%
Scenario 4 Different Different 8 26.67%

Total 30 100%

Table 7.7: Summary of the forced oscillation damping control performance when forced
disturbance through reactive power of the load.

Case
#

Forced Source
Area/Zone

No Control
Frequency
Deviation
(mHz)

P Modulation
of Actuator

Q Modulation
of Actuator

P&Q Modulation
of Actuator

Peak to Peak
Actuator
Output
(MW)

Freq.Dev
(mHz)

Actuator
Output
(MVar)

Freq.Dev
(mHz)

Actuator
Output

(MW)+(MVar)

Freq.Dev
(mHz)

1 Area 1 Zone 9 72.49 20 44.11 20 55.64 20+20 26.54
2 Area 4 Zone 19 18.69 15 14.47 15 16.47 15+15 12.18
3 Area 2 Zone 11 15.67 15 11.78 15 13.42 15+15 9.17
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power modulation of the IBR can improve frequency deviation better than reactive power

modulation of the IBR. When combining the active and reactive power modulation of the

IBR, the frequency deviation could improve significantly, as shown in case 1. In some cases,

the actuator’s active or reactive power may have a limit, and combining them could provide

more damping.

Figures 7.13, 7.14, and 7.15 show the frequency deviation improvement at Area 4 Zone

19 and the active and reactive power output of the actuator before and after implementing

the controller for the three cases when the forced source and actuator is at Area 4 Zone 19,

Area 1 Zone 9, and Area 2 Zone 11 respectively.

7.5.2 Damping Control Performance Comparison between Active

and Reactive Power Modulation of IBR When the Forced

Disturbance through Active Power of the Load

This section presents the damping control performance comparison between active and

reactive power modulation of the IBR when the forced disturbance through active power

of the load. Three cases are discussed to active and reactive power modulation of the IBR.

The location of the forced source and actuator is the same for the three cases, and the

locations are Area 4 Zone 19, Area 1 Zone 9, and Area 2 Zone 11, respectively. Table

7.8 shows the three cases of damping control performance comparison between active and

reactive power modulation of the IBR. In the three cases, the forced oscillation frequency is

0.67 Hz, and the peak-to-peak forced oscillation energy is 100 MW. As shown in Table 7.8,

active power modulation of the IBR can improve frequency deviation better than reactive

power modulation of the IBR. When combining the active and reactive power modulation

of the IBR, the frequency deviation could further improve, as shown in case 1.

Figures 7.16, 7.17, and 7.18 show the frequency deviation improvement at Area 4 Zone

19 and the active and reactive power output of the actuator before and after implementing

the controller for the three cases when the forced source and actuator is at Area 4 Zone 19,

Area 1 Zone 9, and Area 2 Zone 11 respectively.
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Figure 7.13: Forced source at Area 4 Zone 19 (a) Frequency deviation improvement at
Area 4 Zone 19 (b) Actuator active power at Area 4 Zone 19 (c) Actuator reactive power at
Area 4 Zone 19
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Figure 7.14: Forced source at Area 1 Zone 9 (a) Frequency deviation improvement at Area
4 Zone 19 (b) Actuator active power at Area 1 Zone 9 (c) Actuator reactive power at Area
1 Zone 9
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Figure 7.15: Forced source at Area 2 Zone 11 (a) Frequency deviation improvement at
Area 4 Zone 19 (b) Actuator active power at Area 2 Zone 11 (c) Actuator reactive power at
Area 2 Zone 11
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Table 7.8: Summary of the forced oscillation damping control performance when forced
disturbance through active power of the load.

Case
#

Forced Source
Area/Zone

No Control
Frequency
Deviation
(mHz)

P Modulation
of Actuator

Q Modulation
of Actuator

P&Q Modulation
of Actuator

Peak to Peak
Actuator
Output
(MW)

Freq.Dev
(mHz)

Actuator
Output
(MVar)

Freq.Dev
(mHz)

Actuator
Output

(MW)+(MVar)

Freq.Dev
(mHz)

1 Area 1 Zone 9 163.13 20 134.96 20 144.74 20+20 115.72
2 Area 4 Zone 19 33.80 15 29.55 15 31.00 15+15 26.86
3 Area 2 Zone 11 31.13 15 27.26 15 28.66 15+15 24.62

Figure 7.16: Forced source at Area 4 Zone 19 (a) Frequency deviation improvement at
Area 4 Zone 19 (b) Actuator active power at Area 4 Zone 19 (c) Actuator reactive power at
Area 4 Zone 19
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Figure 7.17: Forced source at Area 1 Zone 9 (a) Frequency deviation improvement at Area
4 Zone 19 (b) Actuator active power at Area 1 Zone 9 (c) Actuator reactive power at Area
1 Zone 9
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Figure 7.18: Forced source at Area 2 Zone 11 (a) Frequency deviation improvement at
Area 4 Zone 19 (b) Actuator active power at Area 2 Zone 11 (c) Actuator reactive power at
Area 2 Zone 11
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7.6 Grid Vulnerability Analysis - Active and Reactive

Forced Disturbance through Load

In this section, the forced oscillation is excited through both the active and reactive power

disturbance of the load. In sections 7.2 and 7.3, the forced oscillation is excited through the

active and reactive power disturbance of the load, respectively. In addition, the peak-to-peak

forced oscillation energies were 100 MW and 100 Mar, respectively, which are equivalent to

100 MVA. To compare the results of this section with those of sections 7.2 and 7.3, the

apparent power energy of forced oscillation will be set to 100 MVA. Three cases are tested

at the resonance when the forced oscillation frequency coincides with the dominant mode of

0.67 Hz. The peak-to-peak active and reactive forced oscillation energies of the three cases

are 70.7 MW and -70.7 Mvar, 85 MW and -52.67 Mvar, and 52.67 MW and -85 Mvar, which

are equivalent to 100 MVA.

In sections 7.2 and 7.3, the most severe frequency deviation was observed at Area 4

Zone 19 when the forced source was located at Area 4 Zone 19. Figure 7.19 illustrates the

bus frequency deviation at Area 4 Zone 19 when the forced source located at Area 4 Zone

19 is either excited by active power disturbance of the load or reactive power disturbance

of the load. Moreover, the peak-to-peak oscillation energies are 70.7 MW, 70.7 Mvar, and

-70.7 Mvar. When the forced oscillation energy is either 70.7 MW or -70.7 Mvar, the bus

frequency deviation at the beginning of the event will decrease. In contracts, when the forced

oscillation energy is 70.7 Mvar, the bus frequency deviation at the beginning of the event

will increase. Therefore, when the forced source is at Area 4 Zone 19, and forced oscillation

disturbance is excited through both active and reactive power of the load, there would be

two scenarios for the frequency deviation at Area 4 Zone 19 as follows:

• If both the reactive and active power oscillation energy is positive or negative, they act

against each other, and the frequency deviation caused by the forced oscillation will

be partially damped, as seen in Figure 7.20 (red).
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Figure 7.19: Bus frequency deviation at Area 4 Zone 19 when the forced source located at
Area 4 Zone 19 is either excited by active or reactive power disturbance of the load

Figure 7.20: Bus frequency deviation at Area 4 Zone 19 when the forced source located at
Area 4 Zone 19 is excited by both active and reactive power disturbance of the load
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• If both the reactive and active power oscillation energy have opposite signs, the

frequency deviation caused by the forced oscillation event will propagate, as seen in

Figure 7.20 (blue).

Figures 7.21 and 7.22 show the result from sections 7.2 and 7.3 of the location dimension

scanning when the oscillation frequency is set at 0.67 Hz, and the forced oscillation energy

is 100 MW and 100 Mar, respectively. The filled circles represent the zone’s location of the

forced source on the map, and the circle’s color represents the value of the largest peak-

to-peak bus frequency deviation in mHz caused by each forced source. It can be noted in

Figures 7.21 and 7.22 that the largest peak-to-peak frequency deviations are 163.49 mHz and

72.49 mHz, respectively, and they occur when the forced source is at Area 4 Zone 19. Figures

7.23, 7.24, and 7.25 depict the location dimension scanning when the oscillation frequency

is set at 0.67Hz, and the forced oscillation energy is (70.7 MW and -70.7 Mvar), (85 MW

and -52.67 Mvar), and (52.67 MW and -85 Mvar), which are equivalent to 100 MVA. In the

three figures, the forced source at Area 4 Zone 19 excites the largest peak-to-peak frequency

deviation observed at Area 4 Zone 19 with a frequency deviation of 165.58 mHz, 176.21 mHz,

and 146.85 mHz, respectively. Table 7.9 shows the largest peak-to-peak frequency deviation

at different forced oscillation energies that are equivalent to 100 MVA, and the oscillation

frequency is 0.67 Hz.

During a forced oscillation event, the frequency deviation at some locations in the system

may be impacted by a forced disturbance through active power of the load more than reactive

power of the load and vice versa. When the forced oscillation disturbance is through both

active and reactive power of the load and if the frequency deviation of a location in the

system is impacted more by active power disturbance than reactive power disturbance of the

load, then increasing the active power forced oscillation energy would result in a more severe

impact in that location than increasing the reactive power forced oscillation energy. This is

true given that the frequency deviation caused by the active and reactive power disturbance

deviate in the same direction as shown in the red and blue bus frequency signal in Figure

7.19. For example, from Table 7.9, when the forced source at Area 4 Zone 19, 100 MW

forced disturbance causes a higher frequency deviation than 100 Mvar forced disturbance.
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Figure 7.21: Bus frequency deviation at Area 4 Zone 19 when the forced source is excited
by both active and reactive power disturbance of the load

Figure 7.22: Bus frequency deviation at Area 4 Zone 19 when the forced source is excited
by both active and reactive power disturbance of the load
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Figure 7.23: Bus frequency deviation at Area 4 Zone 19 when the forced source is excited
by both active and reactive power disturbance of the load

Figure 7.24: Bus frequency deviation at Area 4 Zone 19 when the forced source is excited
by both active and reactive power disturbance of the load
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Figure 7.25: Bus frequency deviation at Area 4 Zone 19 when the forced source is excited
by both active and reactive power disturbance of the load

Table 7.9: Summary of the forced oscillation damping control performance when forced
disturbance through active power of the load.

Peak-to-peak
forced oscillation energy

Forced Source
Location

Area—Zone with
Largest

Bus Frequency
Deviation

Peak-to-Peak
Bus Frequency

Deviation
(mHz)

100 MW Area 4 Zone 19 Area 4 Zone 19 163.13
100 Mvar Area 4 Zone 19 Area 4 Zone 19 72.49

70.7 MW and 70.7 Mvar Area 4 Zone 19 Area 4 Zone 19 165.58
85 MW and -52.67 Mvar Area 4 Zone 19 Area 4 Zone 19 176.21
52.67 MW and -85 Mvar Area 4 Zone 19 Area 4 Zone 19 146.85
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Therefore, when the forced source is at Area 4 Zone 19 and the disturbance is through both

active and reactive power disturbance of the load, increasing the active power disturbance

causes a higher frequency deviation than increasing the reactive power disturbance. This

can be observed when the forced oscillation energy is (85 MW and -52.67 Mvar) and (52.67

MW and -85 Mvar), where the former excites a higher frequency deviation than the latter

when the forced source is at Area 4 Zone 19.

7.7 Summary

A two-dimensional scanning grid vulnerability analysis method is implemented to identify

the critical areas/zones to forced oscillation in the synthetic Texas grid model. The result of

the two-dimensional scanning method is assessed and compared when the forced disturbance

through active and reactive power of the load. An effective actuator location is determined

based on the two-dimensional scanning result to mitigate the forced oscillation in the most

severe cases. The performance of the forced oscillation damping control through active and

reactive modulation of the IBR is discussed and compared. A summary of the finding is

listed below:

• The two-dimensional scanning result shows when the forced oscillation frequency is

close to the system’s dominant natural mode of 0.67 Hz, the largest peak-to-peak

frequency deviation is observed. This observation is valid for both the active and

reactive power forced disturbance through the load.

• When the forced oscillation source is located in a zone with a high participation factor

to the natural oscillation mode, the amplitude of frequency deviation is amplified across

the system and could significantly impact the system stability.

• In each of the 30 scenarios, the largest peak-to-peak frequency deviation caused by a

forced source through the active power of the load is higher than the reactive power of

the load.
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• Forced oscillation damping control through both active and reactive power modulation

of IBR is effective in mitigating the impact of force disturbance.

• Active power modulation of the IBR can reduce frequency deviation better than

reactive power modulation of the IBR.

• The proposed forced oscillation damping control can reduce the frequency deviation

at all the zones in the system in the synthetic Texas grid model when the actuator is

close to the forced source.

• When active and reactive power modulation of IBR are combined, they can coordinate

and provide a better damping performance.
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Chapter 8

Impact of Increasing Renewable

Penetration on Oscillation Frequency

- Texas Case Study

8.1 Renewable Penetration Scenarios and modeling

In this chapter, the 2000-bus synthetic Texas power grid model is used for this study. The

base case has an actual generation of 68747.86 MW, and around 13% of the actual generation

comes from renewables. The dynamic models of the renewables in the base case are the

generator/converter model (REGCAU2) and the electrical control model (REECCU1). The

oscillation frequency and damping ratio are investigated under five renewable penetration

levels of 13% (base case), 30%, 50%, 70%, and 82%. When increasing the renewable

penetration in the Texas system, the renewable penetration level is increased in each area

of the system by approximately the same percentage. Moreover, the synchronous generators

that have low capacity are replaced first in each area. The nuclear and hydro generators have

an actual capacity of 7262.9 MW and are not replaced by renewable. In this case study, the

renewable generators above 13% (base case) are modeled by reducing the inertia constant

of the generator to be replaced by renewable to 75% of the original value and removing the

governer and PSS models. Moreover, the exciter model gain is reduced to a small value.
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Figure 8.1 illustrates the 23-bus system. The 23-bus has 6 synchronous generators, and

the exciter models for the generators are IEEET1, SCRX, and SEXS. The actual generation

is 3258.6 MW. The penetration level in the system has increased to 30% and 49.4%. The

system frequency response under generation trip when the renewables are modeled by the

generator/converter model (REGCAU2) and the electrical control model (REECCU1) are

compared when modeling the renewable by the following:

1- Reducing the synchronous generator inertia and removing the governer and PSS

models.

2- Reducing the synchronous generator inertia, removing the governer and PSS, and

reducing the regulator gain of exciter models to a small value.

3- Reducing the synchronous generator inertia and removing the governer, PSS, and

exciter models.

It is to be noted that the REGCAU2 and REECCU1 renewable models have the same

parameters as in the base case of the Texas system. In this study, generators at buses 3011

and 101 are replaced by renewable in the 31% penetration level, and generators at buses

3011, 101, and 211 are replaced by renewable in the 49% penetration level. In addition, the

generator at bus 3018 with an actual generation of 100 MW is the tripped generator. Figures

8.2 and 8.3 illustrate bus 151 frequency response due to a 100 MW generation trip when

the renewable penetration levels are 31% and 49%, respectively. It can be seen that under

generation trip when representing the renewable by reducing the synchronous generator

inertia, removing the governer and PSS, and reducing the regulator gain of exciter models

to a small value (green), it has the closest response as when representing the renewable

by grid following model (REGCAU2 and REECCU1) (black). Table 8.1 shows the exciter

models in the 23-bus system and the original gains, and the value of the reduced gains for

the generators that are to be replaced by renewable. Table 8.2 shows the exciter models in

the 2000-bus synthetic Texas model and the symbol of the gains, and the new reduced values

for the generators that are to be replaced by renewable.
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Figure 8.1: 23-bus power system.

Figure 8.2: Bus 151 frequency response due to a 100 MW generation trip with a renewable
penetration level of 31% .
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Figure 8.3: Bus 151 frequency response due to a 100 MW generation trip with a renewable
penetration level of 49% .
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Table 8.1: Exciter models in the 2000-bus synthetic Texas model, the symbol of the gains,
and the value of the reduced gain for the generators that are to be replaced by renewable.

Generator
bus number

Exciter model Gain
Original
Value

Reduced
Value

101 IEEET1 KA 400 2
211 SCRX K 200 2
3011 SEXS K 100 2

Table 8.2: Exciter models in the 23-bus system and the original gains, and the value of the
reduced gain for the generators that are to be replaced by renewable.

Exciter Model Variable Value
ESAC1A, ESAC6A, ESDC1A, EXAC1, EXAC2, IEEET1 KA 2

SCRX, SEX K 2
ESDC2A KA 0.2
EXPIC1 KA 0.01
ESST4B KPR, KIR 0.1, 0
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8.2 Impact of Increasing Renewable Penetration on

Texas Oscillation Frequency

This section investigates the impact of increasing renewable penetration on oscillation

frequency and damping ratio in the synthetic Texas power system. In this study, the

oscillation is excited using a temporary three-phase fault applied at the line between bus

4040 and bus 4079. This disturbance can excite the dominant oscillation mode of 0.67 Hz

in the synthetic Texas power system in the base case with 13% renewable penetration [120].

The renewable penetration levels are increased with the following percentages: 30%, 50%,

70%, and 82%. Table 8.3 shows the actual generation of renewables at each penetration

level.

Figure 8.4 shows the frequency response of Area 4 Zone 19 when tripping the largest two

generators in the synthetic Texas system. The two tripped generators are nuclear generators

located at Area 7 (Coast) with an actual generation of 2590 MW. It is to be noted under the

two nuclear generation trip, the scenario with 82% renewable penetration is the maximum

renewable penetration level that the system can reach and still be stable. Table 8.4 shows

the frequency nadir for all penetration scenarios when tripping the largest two generators in

the synthetic Texas system.

In the PSS/e simulation, in the base case of the Texas synthetic power system, the

dominant oscillation mode of 0.67 Hz can be observed during a temporary three-phase fault

between the line at bus 4040 and bus 4079. The frequency of a high voltage bus at Area 4 Zone

19 is observed during the temporary three-phase fault applied at the line between bus 4040

and bus 4079 under each renewable penetration level. Figure 8.5 depicts the bus frequency

response at Area 4 Zone 19 during the disturbance under each renewable penetration level.

Table 8.5 shows the Prony analysis of bus frequency in Figure 8.5 under each renewable

penetration scenario. Figure 8.6 illustrates the oscillation frequency and damping ratio

trend as the renewable penetration level increases. It can be noted in the synthetic Texas

power system, the oscillation frequency increases as the renewable penetration increases,

whereas the damping ratio reduces as the renewable penetration reduces until the 70%
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Table 8.3: Summary of the forced oscillation damping control performance when forced
disturbance through active power of the load.

Scenario
Percentage of renewable

penetration (%)
Renewable actual
generation (MW)

1 13 (base case) 8962.38
2 30 20618.01
3 50 34363.35
4 70 48108.69
5 82 56373.25

Figure 8.4: Bus frequency response of Area 4 Zone 19 when tripping the largest two
generators in the synthetic Texas system.
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Table 8.4: frequency nadir for all penetration scenarios when tripping the largest two
generators in the synthetic Texas system.

Scenario
Percentage of

renewable penetration
(%)

Frequency
nadir (Hz)

1 13 (base case) 59.78
2 30 59.72
3 50 59.63
4 70 59.43
5 82 59.07

Figure 8.5: Bus frequency response of Area 4 Zone 19 under temporary three-phase fault
at the line between bus 4040 and bus 4079 under different renewable penetration levels.
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Table 8.5: Summary of the oscillation frequency and damping ratio under different
renewable penetration levels.

Scenario
Percentage of renewable

penetration (%)
Mode 1

Oscillation
Freq (Hz)

Damping
ration (%)

1 13 (base case) 0.67 6.38
2 30 0.747 5.52
3 50 0.867 3.23
4 70 1.07 2.82
5 82 1.169 2.86

Figure 8.6: Oscillation frequency and damping ratio trend as the renewable penetration
level increases.
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penetration level and then slightly increases at the 82% penetration level. The damping

ratio may be impacted by the synchronous generators being replaced by renewable because

some generators may have more impact on the oscillation than other generators. In this

study, the generators on buses 4026 and 4082 in Area 4 were converted to renewables

when the percentage of renewable penetration increased from 70% to 82%. Suppose these

two generators are not replaced with renewable and instead replace other generators with

approximately the same capacity in other areas in the Texas system. In that case, the

damping ratio of 82% renewable penetration can be lower than 70% penetration. Thus, the

relationship between the increased renewable penetration level and the damping ratio level

is unclear. Figure 8.7 illustrates the bus frequency response at Area 4 Zone 19 during a

temporary three-phase fault between the line at bus 4040 and bus 4079 when the renewable

penetration level is 82% with and without converting the generators on buses 4026 and 4082

to renewables. Table 8.6 shows the oscillation frequency and damping ratio under two 82%

renewable penetration scenarios.

8.3 Impact of POD Control on Damping Oscillation at

High Renewable Penetration

The POD through active power modulation of IBR in Figure 8.8 is tested under the five

renewable penetration levels. The IBR at bus 4153 is chosen as the actuator, and the

controller’s input is the frequency of a local high-voltage bus. The controller gain is set to

-200, and the controller limit is set to 20% of the actuator’s active power output. Tw is set

to 10 and Q is set to 1, and the phase compensation is zero.

POD control performance at 13% renewable penetration level:

Figure 8.9 (a and b) illustrates the bus frequency in Area 4 Zone 19 with and without POD,

as well as the actuator active power output at bus 4153, during a temporary three-phase

line fault between buses 4040 and 4079. The damping ratio increases from 6.38% to 13.82%,

and the oscillation frequency increases from 0.67 Hz to 0.702 Hz. The POD control can

effectively suppress the oscillation.
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Figure 8.7: Bus frequency response of Area 4 Zone 19 under temporary three-phase fault
at the line between bus 4040 and bus 4079 under two cases of 82% renewable penetration
level.

Table 8.6: The oscillation frequency and damping ratio under two 82% renewable
penetration scenarios.

Renewable

penetration (%)

Generator at

bus 4026 and 4082

Oscillation

Freq (Hz)
Damping (%)

82 Replaced to renewable 1.169 2.86

82 Not replaced to renewable 1.088 2.52
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Figure 8.8: POD control structure.

Figure 8.9: (a) Area 4 Zone 19 bus frequency with and without POD when the renewable
penetration level is 13%. (b) Actuator active power output at bus 4153.
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POD control performance at 30% renewable penetration level:

Figure 8.10 (a and b) depicts the bus frequency in Area 4 Zone 19 with and without POD,

as well as the actuator active power output at bus 4153 after a temporary three-phase line

fault between buses 4040 and 4079. The damping ratio increases from 5.52% to 12.37%,

and the oscillation frequency is around 0.747 Hz. The POD control can dampen oscillations

effectively.

POD control performance at 50% renewable penetration level:

Following a temporary three-phase line fault between buses 4040 and 4079, Figure 8.11 (a

and b) demonstrates the bus frequency in Area 4 Zone 19 with and without POD as well

as the actuator active power output at bus 4153. The damping ratio increases from 3.23%

to 11.46%, and the oscillation frequency increases from 0.867 Hz to 0.887 Hz. As seen in

Figure 8.11 (a), the oscillation can be dampened after implementing the damping control.

POD control performance at 70% renewable penetration level:

Figure 8.12 (a and b) shows the bus frequency in Area 4 Zone 19 with and without POD,

as well as the actuator active power output at bus 4153 after a temporary three-phase line

fault between buses 4040 and 4079. The damping ratio increases from 2.82% to 10.31%, and

the oscillation frequency increases from 1.07 Hz to 1.117 Hz. After employing the damping

control, the oscillation can be suppressed, as shown in Figure 8.12 (a).

POD control performance at 82% renewable penetration level:

Following a temporary three-phase line fault between buses 4040 and 4079, Figure 8.13 (a

and b) demonstrates the bus frequency in Area 4 Zone 19 with and without POD as well as

the actuator active power output at bus 4153. The damping ratio increases from 2.86% to

10.41%, and the oscillation frequency increases from 1.169 Hz to 1.197 Hz. The POD control

can effectively suppress the oscillation.

Table 8.7 illustrates a summary of the oscillation frequency and damping ratio calculated

using Prony analysis at each renewable penetration scenario after implementing the local

POD control.
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Figure 8.10: (a) Area 4 Zone 19 bus frequency with and without POD when the renewable
penetration level is 30%. (b) Actuator active power output at bus 4153.

Figure 8.11: (a) Area 4 Zone 19 bus frequency with and without POD when the renewable
penetration level is 50%. (b) Actuator active power output at bus 4153.
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Figure 8.12: (a) Area 4 Zone 19 bus frequency with and without POD when the renewable
penetration level is 70%. (b) Actuator active power output at bus 4153.

Figure 8.13: (a) Area 4 Zone 19 bus frequency with and without POD when the renewable
penetration level is 82%. (b) Actuator active power output at bus 4153.
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Table 8.7: Summary of the oscillation frequency and damping ratio with POD control
under different renewable penetration levels.

Scenario
Percentage of renewable

penetration (%)

Mode 1

Oscillation

Freq (Hz)

Damping

ratio (%)

1 13 (base case) 0.702 13.82

2 30 0.746 12.37

3 50 0.887 11.46

4 70 1.117 10.31

5 89 1.197 10.41
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8.4 Summary

The impact of increasing renewable penetration on oscillation frequency and damping ratio

was investigated using the 2000-bus synthetic Texas power grid. The oscillation frequency

was observed at Area 4 Zone 19 under a temporary three-phase fault applied at the line

between bus 4040 and bus 4079. The renewable generators above the base case of 13% were

represented by reducing the synchronous generator inertia by 75%, removing the governer

and PSS, and reducing the gain of exciter models to a small value. It was observed that as the

renewable penetration increases in the synthetic Texas power grid, the oscillation frequency

increases. On the other hand, the damping ratio reduces until the system reaches a 70%

renewable penetration level and slightly increases at the 82% renewable penetration level.

Therefore, the correlation is unclear between the impact of increased renewable penetration

and the damping ratio level in the synthetic Texas power grid. The POD control with a

local measurement was tested under different renewable penetration levels. It was observed

that POD control can effectively dampen the oscillation under high renewable penetration

levels.
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Chapter 9

Conclusion and Future Work

In general, the dissertation investigated the impact of wide-area POD control to dampen low-

frequency oscillation. In addition, the identification of critical areas and frequency to force

oscillation events was investigated using the proposed forced oscillation grid vulnerability

analysis and mitigation method. The POD control with local measurement was applied to

mitigate the forced oscillation. The impact of high renewable penetration on the synthetic

Texas system’s oscillation frequency and damping ratio was studied. The dissertation’s

conclusions and summary include the following:

• The wide-area POD controller through active power modulation of VSC-HVDC was

utilized to dampen the low-frequency oscillation in the UK grid. The developed POD

controller was implemented on a general-purpose hardware platform CompactRIO

and tested on a HIL test setup with actual PMU devices and a communication

network impairment simulator. Realistic operating conditions are considered in the

HIL tests, including measurement error/noise, occasional/consecutive data package

losses, constant/random time delays, and multiple backups PMUs. The results show

that the POD controller can suppress the targeted oscillation mode.

• A forced oscillation grid vulnerability Analysis and mitigation method were used to

identify the critical areas and frequency to forced oscillation based on a two-dimensional

frequency and location scanning approach. The critical areas/zones can be effective
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locations to deploy forced oscillation damping control. In this dissertation, a forced

disturbance was investigated by injecting a sinusoidal wave to the governor model’s

active power set point and modulating the added load’s active and reactive power.

The forced oscillation grid vulnerability method was tested and validated using the

2000-bus synthetic Texas power grid model.

• Forced oscillation event with forced oscillation frequency at or close to the dominant

natural mode can excite the most severe peak-to-peak frequency deviation in the entire

Texas system. In addition, when the forced source is located in an Area with a high

participation factor to the dominant natural mode, the frequency deviation amplitude

is amplified throughout the system and could significantly impact the system stability.

• In each of the studied 30 scenarios, when the oscillation frequency ranges from 0.1 Hz

to 1.5 Hz with a step size of 0.05 Hz, including the 0.67 Hz oscillation frequency, the

largest peak-to-peak frequency deviation caused by forced oscillation through active

power disturbance of the load is larger than reactive power disturbance of the load.

• Forced oscillation controller through active power modulation of IBR with local

measurement effectively reduced the frequency deviation caused by forced oscillation.

In the most severe forced oscillation case, the forced oscillation controller can reduce all

the zones’ frequency deviation in the synthetic Texas power grid below the governor

Deadband of ±36 mH when the forced oscillation controller is located close to the

forced source.

• Active power modulation of IBR can reduce the frequency deviation more than

reactive power modulation of IBR when forced oscillation disturbance is through

active or reactive power of the load. Damping performance will improve further when

modulating both the active and reactive power of the IBR.

• The impact of high renewable penetration on the oscillation frequency and daping ratio

in the synthetic Texas power grid was investigated. The renewable above the base case

was modeled by reducing the inertia of the synchronous generator by 75%, reducing
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the exciter gain, and removing the governor and PSS model. The oscillation frequency

was excited by a temporary line fault at Area 4, and it was observed using the bus

frequency at Area 4 Zone 19. The result shows that the oscillation frequency increases

as the renewable increases. However, there was no clear trend between the damping

ratio and the increase in the renewable penetration level. POD with local measures

effectively damped the oscillation at different renewable penetration levels.

Future work will include forced oscillation damping controller performance validation

through Hardware-in-the-loop (HIL) test. In addition, a methodology to calculate an

effective droop gain of the damping controller will also be investigated. Furthermore, the

impact of forced oscillation in the system as the renewable penetration level increases will

be investigated.
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