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ABSTRACT 

 

Viral infection is widespread in natural microbial communities, with extensive study 

in aquatic ecosystems demonstrating direct influence on host physiology, functional 

activity, and mortality.  While similar dynamics are assumed to occur across ecosystems, 

soils are distinct microbial habitats where soil physiochemical structure and water 

availability constrain resource availability. These unique environmental conditions have 

been widely demonstrated to affect microbial distribution, diversity, and functional 

activity in bulk soil, while their influence on virus-microbe interactions and free viral 

abundance remains limited. To address this knowledge gap, this research had three broad 

aims: i) to investigate variability in microbial responses to drying-rewetting cycles at the 

scale of aggregate size fractions, ii) to explore potential for aggregate-scale variability in 

free viral abundance and net virus production rates over time, and iii) to study the 

influence of dynamic soil drying and rewetting processes on microbial stress responses 

relative to free viral abundance. Three multifactorial incubation experiments were 

conducted testing treatment effects of soil aggregate size (Large Macro, Small Macro, 

and Micro), induction of viral lysis using Mitomycin C (MMC), drying-rewetting 

processes (i.e., drought length, rewetting frequency), and time. Microbial activity was 

monitored by repeated sampling of respiration rates with destructive sampling was 

performed for analysis of dissolved organic carbon, inorganic nitrogen, aggregate 

stability, activities of hydrolytic extracellular microbial enzymes, and viral particles and 

bacterial cell abundances. Results from multivariate statistical analysis indicate 
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overarching control of time and water availability on microbial activities, as well as viral 

abundance and net production rates, across aggregates and in response to induction of 

viral lysis. In bulk soil, free viral abundance was negatively affected by soil drying and 

sharply decreased with drying beyond 20% gravimetric water content. Rewetting of dry 

soil was associated with a burst of microbial activity along with a spike in lytic viral 

reproduction that increased viral abundance up to 40-fold within 24 h. Together, these 

findings illustrate the dynamic nature of the responses of soil microbial and viral 

processes to soil-specific environmental factors at lesser studied spatial and temporal 

scales.  
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CHAPTER ONE  

INTRODUCTION  

1.1 Background Information 

On a global scale, soils store an estimated 1417 Pg of carbon (C), greater than that 

of atmosphere and land vegetation pools combined (Scharlemann et al., 2014; 

Hiederer and Kochy, 2011). The majority (67%) of soil C is associated with the soil 

organic matter (SOM) pool (Scharlemann et al., 2014), which is broadly defined to 

include all living organisms and non-living organic residues at varying stage of 

decomposition present in a soil. While living soil microbes occupy a small proportion 

of total SOM, their activity directly mediates critical biogeochemical processes of 

terrestrial ecosystems associated with OM decomposition, nutrient transformations, 

and C stabilization.  

In terrestrial and aquatic ecosystems alike, it is currently estimated that up to 40-

90% of microbes can be classified as lysogens (i.e., bacterial cells that have at least 

one prophage (i.e., viral, or phage, genome) integrated into their chromosome) 

(Howard-Varona et al., 2017; Marsh and Wellington, 1994). Data from culture studies 

and marine ecosystems were first used to develop understanding of virus-microbe 

interactions in the environment, with the preliminary goal to explain consistent 

observations of high viral abundances in the oceans (Fuhrman, 1999; Proctor and 

Fuhrman, 1990; Bergh et al., 1989). For example, phage-mediated lysis of bacterial 

hosts is responsible for an estimated 20-60% of daily bacterial morality in oceanic 

surface waters (Suttle, 2005; Fuhrman and Noble, 1995). Viral lysis functions as a 
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direct control on microbial populations, having downstream effects on microbial 

community structure and energy transfer to higher trophic levels (Wommack and 

Colwell, 2000). While data from a limited number of studies in soils suggest that 

viruses are equally if not more abundant on a volumetric basis than in water samples, 

current knowledge viral ecology in soils remains limited (Williamson et al., 2017).  

Soils are distinct from aquatic systems with the added influence of a three-

dimensional, physically structured, and chemically reactive matrix. Soil 

physicochemical structure influences distribution of soil water, which is a key 

physiological driver of microbial metabolism. Within the soil physicochemical 

structure water also functions as a transport medium that controls spatiotemporal 

contact between microbes, enzymes, and dissolved substrates. While interactions 

between soil structure and water function as an inherently coupled control on 

microbial activity, it is unknown how soil physical structure and wetting influence 

virus production and survival. This is a fundamental barrier to the incorporation of 

viral processes and virus-microbe dynamics into soil biogeochemical process models.  

In an effort to explore this important knowledge gap, the goal for this dissertation 

research is to improve mechanistic understanding of how soil structure and wetting 

affect microbial processes and virus-microbe interactions across time. Four extended 

incubation experiments are proposed that will combine measurement of common 

biogeochemical properties (e.g., C, N, P pools, extracellular enzymes, microbial 

biomass, aggregate stability) with bacterial cell and viral particle enumeration by 

epifluorescence microscopy. Multivariate statistical analyses will be performed to 
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investigate temporal trends across and within aggregate fractions within each dataset.  

The proposed studies will represent the first effort to place viral ecology within the 

context of soil physical structure and wetting using direct observations of microbial 

processes and viral abundance, which will ultimately lay a foundation for 

understanding how viruses affect biogeochemical cycling in terrestrial ecosystems.  

Current models of microbial decomposition processes in soil 

Whereas biochemical complexity or recalcitrance of substrate has traditionally 

been viewed as a principal control of soil organic matter (OM) decomposition, the past 

decade has seen the development of new models of soil C cycling and stabilization 

processes that focus on the role of abiotic ‘ecosystem’ properties (precipitation, 

temperature, biotic communities) as controls on microbial accessibility to OM 

(Lehman and Kleber, 2015; Cotrufo et al., 2011; Schmidt et al., 2011). This shift in 

focus has increased interest in understanding how interactions between multiple 

environmental drivers influence key microbial processes across spatiotemporal scales 

(Schmidt et al., 2011).  

Organic residues must be biochemically degraded from complex organic polymers 

into simple substrates before assimilation through microbial cell walls. Extracellular 

enzymes mediate the transformation of particulate OM (POM) into dissolved OM 

(DOM). Microbes produce and release extracellular enzymes to balance nutrient and 

energy supply with demand (Burns et al., 2013; Schimel and Schaeffer, 2012).  

Decomposition of complex OM inputs requires the combined activities of many 

different types of enzymes, ultimately achieved by the microbial community rather 
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than a single microbe (Burns et al., 2013). Enzymatic decomposition requires contact 

between enzyme and substrate, with mineralization of liberated monomers dependent 

upon diffusion back to active cells. Interactions with the soil physicochemical matrix 

can promote the persistence of otherwise decomposable OM in soils via 

spatiotemporal isolation (e.g., physical occlusion) and/or chemical association (e.g., 

sorption/desorption) with reactive clay minerals and/or SOM (Bailey et al., 2019; 

Lehman and Kleber, 2015; Schmidt et al., 2011; von Lutzow et al, 2006). Leading 

evidence suggests that long-lived, stable pools of SOC are dominated by microbially 

processed OM, linking microbial activity to long-term C stabilization in soil (Liang et 

al., 2019; Liang et al., 2017; Miltner et al., 2012; Cotrufo et al., 2011).  

Viral ecology: knowns and unknowns 

Viruses are unique biological, yet non-living, entities that have a range of effects 

on microbial ecology in aquatic ecosystems. Two generally recognized reproductive 

strategies have evolved in viruses, which each has its own consequences for microbial 

hosts. Lysogeny is a baseline, non-productive state where the prophage replicates as 

the host proliferates without production of viral progeny (Howard-Varona et al., 2017; 

Wommack and Colwell, 2000). Virulent lytic infection is induced from a lysogenic 

state in response to poorly understood factors including host cell damage and stressful 

environmental conditions (Wommack and Colwell, 2000). During lytic reproduction, 

host cell metabolism is rerouted towards the production of viral progeny and lytic 

enzymes that lyses the host cell. Lysis releases active phages in addition to nutrient-

rich cytoplasmic components (e.g., nucleic acids, enzymes, dissolved and free amino 
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acids) and complex cell wall material (e.g., lipid bilayers, large proteins, 

peptidoglycan) (Middelboe and Jørgensen, 2006; Wilhelm and Suttle, 1999). Readily 

available lysis products can be rapidly recycled within the pool of microbial biomass, 

whereas more complex cell wall materials degrade more slowly over time aided by 

extracellular enzymes (Wommack and Colwell, 2000; Wilhelm and Suttle, 1999). 

Biogeochemical effects of lysis are represented in models of marine C cycles as the 

viral shunt, a distinct component of the microbial C pump describing internal cycling 

of C and nutrients among viruses, hosts, and dissolved OM (DOM) pools (Weitz and 

Wilhelm, 2012; Jiao et al., 2010; Wilhelm and Suttle, 1999; Fuhrman, 1999). Through 

the viral shunt, viral lysis functions as top-down (predatory) control on microbial 

populations as well as a bottom-up control on substrate availability for newly growing 

microbes. The viral shunt diverts C away from higher trophic levels, instead 

promoting production of microbially processed C and retention of C in dissolved form 

(Jiao et al., 2010; Fuhrman, 1999).  

Study of viral ecology in aquatic ecosystems has traditionally included 

measurement of virus and bacteria abundances, calculation of Virus-to-Bacteria Ratio 

(VBR) (i.e., number of viruses per bacteria), and assay of Inducible Fraction (IF) (i.e., 

the proportion of the total bacterial population harboring an experimentally inducible 

prophage) (Weinbauer, 2004; Paul and Jiang, 2001). Since the early 2000s, single 

timepoint measurement of the same properties in a limited number of studies report 

virus abundance in bulk soil ranging from 103-109 virus particles per g soil dry weight, 

VBR as high as 8200, and IF ranging from 4-85% (Liang et al., 2020; Ghosh et al., 
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2008; Williamson et al., 2007). Across studies, current data suggest i) the existence of 

weak positive correlations between soil virus abundance and bacteria abundance, soil 

type, and soil water content (Williamson, 2011; Kimura et al., 2008; Williamson et al., 

2005) and ii) a lack of correlation between IF and bulk soil properties (pH, water 

content, percent organic matter (OM), and particle size distribution) except possibly 

soil depth (Liang et al., 2020; Williamson et al., 2007). While the presence of free 

viruses and lysogens in soil ecosystems has been documented in recent decades, 

knowledge of the underlying mechanisms controlling the distribution, abundance, and 

lytic activities of viruses in soil remain unknown.   

Soil as a physically structured microbial habitat 

The size and arrangement of soil solids and pore spaces is defined as soil physical 

structure, for which the aggregate is a fundamental unit (Oades, 1984). Aggregates 

form when organic and inorganic soil components mix and become physiochemically 

stabilized into a roughly spherical structure.  In the currently accepted model, soil 

aggregate structure develops as a hierarchy where large macroaggregates are 

composed of many smaller microaggregates and primary particles (<53 µm) stabilized 

by microbial residues and inorganic cementing agents (Totsche et al., 2018; Six et al., 

2004; Tisdall and Oades, 1982). Aggregation of soil solids creates a complex network 

of soil pore spaces, with a wider distribution of pore sizes (i.e., micro- plus macro-

pores) associated with larger aggregates. Reflecting these differences in 

physicochemical character, two principal aggregate size fractions are generally 

recognized: i) microaggregates (53-250 µm diameter) and ii) macroaggregates (250-
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2000 µm diameter), with macroaggregates commonly divided further into large (1000-

2000 µm) and small (250-1000 µm) (Totsche et al., 2018; Six et al., 2004).  

The physicochemical properties of aggregate fractions represent differing 

biogeochemical habitats. While larger aggregates have a greater proportion of newly 

deposited, labile plant derived particulate substrate relative to microaggregates, most 

microbes are thought to reside in micropores that are more physically stable, retentive 

of water, and exclusive towards higher predators (Totsche et al., 2018; Six et al., 2004; 

Angers and Giroux, 1996; Elliot, 1986). This comes at a tradeoff of lower substrate 

availability, as OM in the microaggregate fraction features increased chemical 

complexity and greater predominance of organo-mineral associated OM (Totsche et 

al., 2018; Six et al., 2004; Six et al., 2000). These differences in substrate quality and 

accessibility have been shown to impact OM mineralization and turnover rates, which 

are generally faster in larger aggregates (Gupta and Germida, 1988; 2015). 

At the pore scale, microbial biogeography is driven by physical transport processes 

combined with ecological interactions. Aggregates provide spatial protection of OM 

by reducing access of enzymes and microorganisms to substrate, slowing diffusion of 

enzymes and substrate into intra-aggregate spaces, and limiting the supply of oxygen 

for aerobic respiration within aggregates (von Lutzow et al., 2006). Intra-aggregate 

spaces can serve as key anaerobic microsites in bulk soil where anerobic processes 

dominate despite the presence of oxygen (Keiluweit et al., 2017). Observed higher 

bacterial abundance and diversity in micro- vs. macro-aggregates reflects these factors 

along with additional physical protection afforded to microaggregate-associated 



 

8 

  

bacteria against predation (Upton et al., 2019; Trivedi et al., 2015; Zhang et al., 2013; 

Ranjard et al., 2000). For example, bacterivores (e.g., protozoa, nematodes) are 

physically excluded by size from micropores with pore neck sizes less than 6 µm 

(Wright et al., 1995). Distinct microbial communities have been observed in aggregate 

microhabitats when comparing whole macro- and microaggregates (Trivedi et al., 

2015; Smith et al., 2014; Davinic et al., 2012; Väisänen et al., 2005) and 

microaggregate surfaces and interiors (Mummey and Stahl, 2004; Ranjard et al., 

2000). Such findings support the idea that soil aggregates function as distinct 

microhabitats with increased ecological niche space relative to unaggregated soil.  

Soil water availability as a control on microbial activity 

Microbes depend upon the availability of water to complete biochemical reactions, 

but also for transport processes that influence the spatial distribution of organisms, 

extracellular enzymes, and solutes in soil (Schimel, 2018; Manzoni et al., 2012a). 

While often expressed on a gravimetric or volumetric basis (e.g., g water g soil-1), 

expression of soil water as a potential describes the strength of force by which the soil 

holds water relative to gravity. For example, fully saturated soil has a water potential 

of 0 MPa that becomes increasingly negative as the soil progressively dries. Water 

potential accounts for within soil heterogeneity in water distribution related to texture 

and structure, better describing water availability to microbes at the pore scale where 

they reside (Moyano et al., 2013; Manzoni et al., 2012a). Microbial processes in soil 

are affected by the absolute value of soil water potential (i.e., how wet a soil is at a 
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given time) as well as the rate and magnitude of changes in water potential (e.g., upon 

rewetting of dry soil) (Kieft et al., 1987).  

At maximal soil dryness (i.e., highly negative matric potential), microbial 

respiration and mineralization processes practically cease (Manzoni and Katul, 2014; 

Moyano et al., 2013; Moyano et al., 2012; Hueso et al., 2012). This is generally 

attributed to the combined effects of resource limitation and dehydration stress 

(Manzoni and Katul, 2014; Manzoni et al., 2014; Schimel et al., 2007). Current 

evidence suggests that accessibility limits microbial activity before soil becomes dry 

enough to cause physiological stress arising from cell dehydration (estimated below a 

water potential of -0.6 MPa; Herron et al., 2009; Stark and Firestone, 1994) and death 

under extreme conditions (estimated below a water potential of -15 MPa; Manzoni and 

Katul, 2014). Soil microbial community responses to drought stress remain a subject 

of active investigation, with increasing evidence suggesting influence of adaptation 

strategies such as dormancy, altered C allocation (e.g., towards production of cell wall 

mucilage, phospholipids, and extracellular polymeric substances), osmolyte 

accumulation, and/or mass cell death (Warren, 2020; Preece et al., 2019; Schimel, 

2018; Manzoni et al., 2014; Meisner et al., 2013; Kakumanu et al., 2012). Effects of 

drought on microbial biomass C (MBC) are unclear, as some studies report negative 

effects (Liang et al., 2021; Hueso et al., 2012; Baldrian et al., 2010) while others 

observed neutral or positive influence (Singh et al. 2021; Schindlbacher et al., 2012). 

These differences could be related to methodology as well as a shift towards fungal 

dominance and/or changes in active rather than total MBC (Singh et al., 2021; Liang et 
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al., 2021; Bastida et al., 2016; Barnard et al., 2013). Drought can also impact 

expression of traits within populations and the relative abundance of microbial taxa; 

for example, Actinobacteria have been shown to be more tolerant to soil dryness 

(Barnard et al., 2013).  

Extended soil dryness limits microbial activity including both C and N 

mineralization processes. Unfavorable conditions for microbial growth could 

downregulate extracellular enzyme production, resulting in a net decline in potential 

activities of soil enzymes over time (Singh et al., 2021; Alster et al., 2013; Steinweg et 

al., 2013; Hueso et al., 2012; Geissler et al., 2011). Depressed microbial growth, along 

with the continued degradative activity of extracellular enzymes, leads to a net 

accumulation of dissolved soil OC (Tiwari et al., 2022; Deng et al., 2021; Singh et al., 

2021; Schaeffer et al., 2017; Sowerby et al., 2010).   

In contrast to dry soils, where substrate accessibility due to hydrologic 

discontinuity limits microbial activity, slow gas diffusion and low oxygen availability 

are the predominant constraints experienced by soil microbes under saturated 

conditions (Moyano et al., 2013). Over time, anaerobic conditions can prompt a shift 

in microbial community structure and a decrease in the rate and efficiency of OM 

decomposition (Zheng et al., 2019; Manzoni et al., 2012b; Šantrůčková et al., 2004). 

At the community level, microbial activity is greatest at intermediate soil water 

contents with a balance between water- and air-filled pore spaces (Moyano et al., 

2013; Franzluebbers et al., 1999).  



 

11 

  

Fluctuations in soil moisture content are common at the pore scale of soil 

microbial habitats, with perhaps the most well studied flux being rewetting of dry soil. 

Rewetting of dry soil is associated with a characteristic rapid burst of C and N 

mineralization, most often observed in field and laboratory experiments as a spike of 

CO2 production, known as the ‘Birch’ effect (Birch, 1958). A large proportion of soil 

CO2 and nitrous oxide export is associated the Birch effect, and despite substantial 

research the source of substrate fueling this pulse of microbial activity remains unclear 

(Rousk and Brankgari, 2022; Barnard et al., 2020; Ruser et al., 2006).  Current 

hypotheses of underlying mechanisms for the Birch effect include a combination of 

physicochemical (e.g., aggregate slaking, OM desorption) and microbial responses 

(Barnard et al., 2020; Schimel, 2018; Navarro-Garcia et al., 2011). For example, 

microbial mortality and subsequent release of accumulated intracellular osmolytes 

have long been suggested to fuel the pulse of microbial growth upon rewetting (Kieft 

et al., 1987). Respiration pulses upon rewetting of soil have been observed to decrease 

with increasing drought intensity (Li et al., 2018), increasing soil moisture (Shi and 

Marschner, 2018), increasing number and frequency of drying-rewetting cycles 

(Meisner et al., 2017; Baumann and Marschner, 2013), and increasing SOM content 

and coarse texture (Canarini et al., 2017; Harrison-Kirk et al., 2013). Legacy effects 

arising from land use and prior drought history have also been demonstrated to 

influence the magnitude of the CO2 pulse upon rewetting (Patel et al., 2020; Schimel, 

2018; Evans and Wallenstein, 2012).  
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1.2 Research questions, hypotheses, and approach 

Research questions 

The following overarching research questions will be addressed by this 

dissertation:  

1. Do responses of microbial C allocation processes to rewetting vary across 

aggregate size fractions?  

2. Do soil viral abundance and virus-microbe interactions vary across aggregate 

size fractions? 

3. How does length of soil drought influence microbial C allocation processes and 

virus-microbe interactions upon rewetting?  

Hypotheses and rationale 

Hypothesis 1. Sensitivity of microbial responses to rewetting will be positively 

related to aggregate size but only at low frequency of rewetting. Macroaggregates 

have greater structural sensitivity to physical disturbance relative to microaggregates. 

Slaking of dry macroaggregates upon rewetting will release aggregate-occluded OM 

for microbial decomposition. The extent of physical slaking will be positively related 

to aggregate size, but only at low-to-intermediate frequency of rewetting. 

Microaggregates have greater physical stability and higher water potential, so the 

microbial habitat will be less affected by rewetting-drying treatments relative to 

macroaggregates.  
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Hypothesis 2. Larger aggregates will have higher microbial activity and viral 

abundances relative to microaggregates. Differences in substrate quality and 

quantity across aggregate fractions will affect microbial growth and C allocation 

processes. Larger aggregates have greater OM availability to support greater microbial 

activity and higher microbial density, which will then increase rates of lytic viral 

production. Free viruses in macroaggregates will be subject to organic-organic 

sorption reactions, whereas microaggregates will include additional virus-mineral 

associations. Viral abundances measured at single timepoints represent the balance of 

production and destruction processes; virus particle interactions with soil components 

can promote virus persistence (e.g., decreased destruction). Microaggregates will tend 

to favor viral particle stabilization vs. production processes, decreasing net viral 

abundance over time.  

Hypothesis 3. Microbial activity, viral abundance, and net lytic production 

rates will be positively correlated with length of soil drought.  Low levels of 

microbial activity and viral lysis under dry conditions will decrease viral abundance 

over time. Longer drought will increase the proportion of the microbial community 

experiencing drought stress, which will increase microbial activity along with net lytic 

viral production upon rewetting. Limits on spatiotemporal contact for enzyme-

substrate-microbe and virus-host systems in dry soil will limit microbial activity and 

viral infection processes. Rewetting will reestablish spatiotemporal contact as water 

potential becomes less negative, redistributing dissolved substrates and viral particles 

out of fine pores that exclude larger microbial hosts.  
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Research approach 

The primary research objective is to investigate how interactions between soil 

aggregate size and wetting influence microbial C allocation processes and virus-

microbe dynamics over time. These important but lesser known controls on soil 

microbial activity and C cycling in soils will be studied using a series of controlled, 

fully factorial incubation experiments. Soils will be collected from select research sites 

in eastern Tennessee, with the goal of investigating within soil mechanisms controlling 

microbial activity rather than drawing comparisons across soils or, for example, 

related to landscape scale management. Furthermore, it is likely that observed 

influences of soil moisture dynamics are dependent on matrix physical composition 

(e.g., microaggregates existing within the unfractionated soil matrix might not behave 

the same when incubated independently as a physically isolated fraction).   

The proposed studies will measure treatment effects related to drying-rewetting, 

soil aggregate size fraction, and/or increased viral lysis. Viral lysis will be induced by 

direct application of Mitomycin C, a widely used experimental induction agent (Otsuji 

et al., 1959), to bulk soil and aggregate fractions. This research will use a combination 

of analytical techniques including measurement of common soil biogeochemical 

properties (i.e., respiration, microbial biomass C, total and dissolved organic C, 

inorganic N, extracellular enzyme activities, permanganate- and peroxide-oxidizable 

C), physical stability of aggregate size fractions, and epifluorescence microscopy for 

enumeration of bacterial and viral particles. Datasets for each incubation will be 
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analyzed for statistical significance of treatment effects using Analysis of Variance 

(ANOVA) and multivariate trends using Principal Components Analysis (PCA). 

1.3 Significance and expected outcomes 

This research advances knowledge of how soil physicochemical properties interact 

with dynamic wetting processes to control microbial functions in soil. Findings from 

these studies will contribute to understanding of fundamental responses of terrestrial 

ecosystems to changing precipitation regimes associated with climate change. Such 

work has potential to improve computational models of microbially-mediated 

processes across soils while contributing to the evolving conceptual views of soil 

organic matter formation and persistence. 

Despite growing evidence of the great abundance and diversity of viruses in soils, 

the underlying soil-specific mechanisms affecting viral production and residence time 

remain unexplored. This dissertation research is a preliminary step towards the 

incorporation of viral ecology into current models of soil decomposition processes, as 

proposed conceptually in Figure 1.1. Viruses are overlooked as potential controllers of 

microbial activity and C cycling in soils, such that the unique interactions between soil 

physicochemical structure, wetting, and virus-microbe dynamics remain unaddressed. 

The goal of the proposed experiments is to improve mechanistic understanding of how 

soil aggregate structure and wetting influence microbial processes and to shed light on 

the unique ecological controls of virus-microbe interactions in soil.   
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Figure 1.1 Conceptual diagram displaying updated soil decomposition model to 

reflect the proposed role of viruses in microbial decomposition processes. 

Dashed arrows refer to biotic consumption processes, and red arrows highlight the pathways 

that would be stimulated by viral lysis. Plant residues are increasingly decomposed from 

particulate OM (POM) into dissolved OM (DOM), largely by the action of extracellular 

microbial enzymes. Small biopolymers (< 600 Da) and monomers are assimilated by the 

microbial biomass, producing CO2. Free viruses exist as a component of the DOM pool where 

they infect susceptible microbial hosts. While viral lysis causes host mortality, it also increases 

local substrate availability that can fuel growth of new microbial biomass. Spatiotemporal 

contact is necessary for both enzymatic OM decomposition (i.e., between microbes, substrates, 

and enzymes) and viral infection (i.e., between virus and host) processes, but can be hindered 

by OM (including viruses) stabilization with the soil matrix (e.g., via aggregate occlusion, 

mineral sorption). Soil water, as intercepted by physical soil matrix, functions as an 

overarching control on microbial physiology, dissolution reactions, and transport processes 

that drive physicochemical OM (de)stabilization processes. Diagram is revised from the Soil 

Continuum Model of Lehmann and Kleber (2015).  
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CHAPTER TWO  

SOIL AGGREGATE SIZE INFLUENCES MICROBIAL FUNCTIONAL 

ACTIVITY UPON REWETTING AND IS DEPENDENT UPON DROUGHT 

INTENSITY 
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Abstract 

The effects of drought on soil physical, biological, and chemical properties remain 

unclear, but have important implications for soil carbon (C) storage. In this study, we 

investigated how soil aggregate size mediates the microbial transformation of soil C 

and nitrogen (N) pools in response to varying intensity of drought. Agricultural soil 

from eastern Tennessee USA was dry sieved into three aggregate fractions (large 

macro-, small macro-, and micro-aggregates) that were subsequently incubated for 42 

d. Aggregates were re-wetted to 50% water holding capacity at varying frequency, 

such that dry days in between wetting events also varied; after each moisture pulse, 24 

h respiration was measured. Post-incubation, aggregate fractions were subsampled for 

wet aggregate stability, dissolved organic C (DOC), permanganate oxidizable C 

(POXC), inorganic N pools, and activities of seven major microbial hydrolytic 

extracellular enzymes. Significant effects (p < .05) for re-wetting frequency and 

aggregate size were observed for aggregate stability, with large macroaggregates 

having the lowest stability. Effects of number of dry days between re-wetting events 

were consistent across aggregate fractions, with wetting every five days producing a 

peak in cumulative respiration greater than a daily-wetted control. DOC decreased 

with one wetting event, while the opposite was observed for POXC; no correlation 

was observed between these two measures of labile C. Extractable nitrate and net 

nitrification and N mineralization increased as wetting frequency increased, with the 

magnitude of increase proportional to aggregate size. Most enzyme activities 

decreased with increasing wetting and were always lowest in the microaggregate 
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fraction. Our data indicate that slaking of macroaggregates had been maximized by 

treatment application, such that no differences in post-wetting respiration (day 42) 

were observed among aggregate fractions. Low drought intensity (i.e., high frequency 

of wetting) resulted in the highest microbial net C and N transformations and an 

increase in POXC relative to longer-term drought treatments. These findings suggest a 

decreased ability of soils to accumulate stable, microbially processed C under 

intensive drought regardless of initial aggregate size distribution. Furthermore, it is 

demonstrated that soils from the southeastern USA, although not traditionally 

considered especially prone to drought, are susceptible to deleterious effects on soil 

microbes associated with prolonged declines in soil water availability. 

2.1 Introduction 

Climate change is projected to increase the frequency and magnitude of extreme 

weather events including flooding and drought across the globe (Frank et al., 2015; 

Trenberth, 2011). Shifts in climate patterns have the potential to alter key terrestrial 

ecosystem functions ranging from net primary production to microbial decomposition. 

Soil microorganisms mediate the biochemical transformation of plant residues into 

stable forms of microbially processed soil organic matter (SOM), representing a major 

mechanism of soil carbon (C) accumulation. Microbial processes in soil directly rely 

on available water to meet physiological requirements, but also to physically access 

organic residues within the soil physicochemical matrix. Ecosystem scale shifts in 

precipitation patterns have the potential to alter microscale habitat characteristics 
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within the soil pore network, with unknown consequences for microbial growth and 

SOM formation.  

Soil microbes exist in a three-dimensional matrix that is a dynamic mixture of 

solid, liquid, and gas phases. Soil texture (i.e., distribution of sand, silt, clay) and 

physical structure (e.g., aggregation), with the resulting network of soil pores, largely 

control the distribution of microbes and water within the soil over time and in response 

to wetting events (Kravchenko et al., 2015; Ruamps et al., 2011). Intermediate soil 

water contents generally provide an ideal balance between oxygen and water 

availability that supports efficient aerobic microbial activity and hydraulic 

connectivity among soil pores (Moyano et al., 2013).  When the soil dries, matric 

potential decreases as water becomes increasingly unavailable and concentrated in 

micropores (Yan et al., 2016; Borken and Matzner, 2008).  Concentration of water in 

discreet patches as films on soil particles minimizes diffusive transport of microbes, 

extracellular enzymes, and substrates, ultimately imposing a stress on living organisms 

that increases with time (Moyano et al., 2013; Manzoni et al., 2012a). Evidence 

suggests that microbes differ in their tolerance to drought stress (Manzoni et al., 

2012a), but the functional response of whole soil microbial communities to varying 

intensity (i.e., length) of drought across ecosystem types remains unclear (Boot et al., 

2013).     

In agroecosystems, soil aggregation has been identified as a key process that can 

increase soil C storage over intermediate-to-long terms (Six et al., 2000). Soil 

aggregates occur in a dynamic hierarchy, with larger aggregates being composed of 
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smaller sized aggregates bound together by organic residues (Six et al., 2004; Tisdall 

and Oades, 1982). Soil aggregates differ in their mode of formation and stability in the 

soil depending on size, where larger aggregates are generally considered to be the 

result of more recent microbial (especially fungal) processes and are less physically 

stable (i.e., more susceptible to slaking and faster turnover) (Six and Paustian, 2014; 

Denef et al., 2001). There remain large knowledge gaps in the interactive effects of 

soil aggregation and climate on microbial processes. For example, it is unknown how 

microbial drought stress affects production of biomass and extracellular products such 

as enzymes and polysaccharides that contribute to macroaggregate formation. While 

studies into effects of drought have justifiably focused on the most drought-prone 

ecosystems (e.g., deserts, Mediterranean climates), it is increasingly clear that climate 

change will alter precipitation patterns in agriculturally important regions across the 

globe including the southeastern United States that also experience soil water stress.  

This study was conducted to investigate how microbial C and N cycling processes 

within aggregate size fractions are affected by varying intensity of drought in a silt 

loam agricultural soil of eastern Tennessee, USA. Specifically, we sought to address 

how varying wetting frequency affects wet stability of aggregate fractions and the 

release of aggregate-occluded OM upon re-wetting. We broadly hypothesized that 

microbial processes would be sensitive to wetting treatments and that these effects 

would scale positively with aggregate size.  
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2.2 Materials and Methods 

Soil collection and processing 

Soils were collected in May 2018 from the East Tennessee Research and 

Education Center, Plant Sciences Farm owned by the University of Tennessee. Soils of 

this site are classified as Fine, Mixed, Semiactive, Thermic Typic Hapludults that 

formed in a clayey residuum weathered from shale parent material (Soil Survey Staff, 

2019). Soil cores (2.5 cm diameter) were randomly collected (0-10 cm depth) and 

composited to a total mass of 2 kg (approximately 40 individual cores). Soil was 

transported back to the laboratory and laid out to air dry the same day. Once dried to a 

constant weight (approximately 0.01 g water g dry soil-1), soil was sieved using a 

series of stacked soil sieves to isolate three fractions for experimentation: large 

macroaggregates (1000-2000 µm; Large Macro), small macroaggregates (250-1000 

µm; Small Macro), and microaggregates (53-250 µm; Micro) (Six et al., 2000). 

Aggregate fractions were initially analyzed for soil pH (1 part soil-to-2 parts deionized 

water), 33 mM potassium sulfate (K2SO4) extractable dissolved OC (DOC) and 

microbial biomass C (MBC), and water holding capacity (WHC). For MBC, the 

chloroform slurry method was used (paired extractions in 33 mM K2SO4 (10 g soil in 

40 mL), with one being treated with ethanol-free chloroform to lyse microbial cells. 

Increase in DOC resulting from chloroform addition was used to calculated MBC 

(Gregorich et al., 1990; Vance et al., 1987). Water holding capacity (WHC) was 

determined by saturating aggregates (~10 cm3) inside a filter funnel with deionized 

water and determining water retained by soil after drainage from gravity after 6 h.  



 

33 

  

Incubation of aggregate fractions 

Aggregate fractions were weighed (40 g) into pint-sized glass jars with n=4 

replicates per treatment combination (3 aggregate fractions * 6 wetting frequency 

treatments * 4 replicates = 72 jars). Three LM samples (one each for F0, F1, and F2 

treatments) were lost over the incubation period, providing a total count of n = 69 jars. 

During re-wetting events, aggregate fractions were wetted with deionized water using 

a spray bottle until reaching 50% of measured WHC by mass (0.49 g water g dry soil-1 

for Large Macro, 0.44 g water g dry soil-1 for Small Macro, and 0.33 g water g dry 

soil-1 for Micro). Immediately following wetting, jars were sealed with a screw cap lid 

fitted with a rubber septum for headspace gas sampling. At time t = 0, headspace CO2 

concentration was measured using an infrared gas analyzer (IRGA) (LI-850, Licor 

Inc., Lincoln, NE USA). Sealed jars were incubated for 24 h, at which time headspace 

CO2 was again measured to assess CO2 production rates. Headspace production of 

CO2 was calculated using the ideal gas law. After measuring t = 24 h CO2, jars were 

opened to the atmosphere and left to dry under ambient incubator conditions (i.e., jars 

were only sealed during 24 h respiration incubation to allow for dry-down between 

wetting events). All samples (except for no wetting (F0) controls) were subjected to a 

first wetting event (day 1; InitialResp) as well as a final re-wetting event (day 42; 

FinalResp), with varying frequency of rewetting performed depending on assigned 

rewetting treatment (Table 2.1 and Figure 2.1; all Tables and Figures for Chapter 2 are 

available in Appendix A).  All incubations were carried out inside an incubator at 25 

°C.  
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Post-incubation soil analyses 

After the final respiration measurement (day 42), samples were left open and 

allowed to air dry inside the incubator. After one week, soils were gently mixed using 

a spatula and then sub-sampled for wet aggregate stability (WAS), extracellular 

enzyme activity assays, and soil C and inorganic N and P pools. Wet aggregate 

stability (WAS) was measured by spreading aggregates (5-10 g) on a wet sieve, 

allowing aggregates to draw up water from the sieve for 30 seconds, then lowering the 

sieve into a tub filled with 5 cm deionized water. The sieve was raised to right below 

the water surface, and the submersion process was repeated sixty times over two 

minutes (Elliot, 1986). Stability of large macroaggregates (1000-2000 µm) was 

determined using a 250 µm sieve, and for small macro- and micro-aggregates a 53 µm 

sieve was used. With a target sieve size for stability measurement that is 25% of the 

low end of the aggregate size range, microaggregates would have ideally been sieved 

past a 13 µm sieve which was not available. The water stable fraction retained on the 

sieve after dunking was rinsed into an aluminum pan then dried overnight (80 °C) 

before determining dry mass. To correct for sand content, the water-stable fraction was 

subjected to dispersion using five percent sodium hexametaphosphate treatment 

followed by sieving past 53 µm to isolate sand particles (Six et al., 2000). The mass of 

oven-dried sand was subtracted from total water stable fraction dry mass then 

multiplied by 100% to determine sand-corrected WAS (Kemper and Rosenau, 1986). 

The size range of sand particles overlaps with the size range used to classify soil 

aggregates, so percent aggregate-associated sand (i.e., proportion of total sample mass 
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attributed to the sand-sized fraction retained on 53 µm sieve post-chemical dispersion) 

was also calculated.  

Incubated soil (5.0 g) was extracted using 20 mL of 33 mM K2SO4. Extracts were 

filtered through glass microfiber filters with 1.0 µm pore size (Whatman GF/B) and 

frozen at 4 °C until analysis. Extractable dissolved OC (DOC) was quantified by 

reacting extracts with a potassium persulfate reagent (Doyle et al., 2004) to oxidize 

soil organic C to gaseous CO2. A series of potassium hydrogen phthalate standards 

was included in each analysis to use for calculation of persulfate-oxidized organic C. 

Samples and standards were reacted overnight (80 °C) in sealed glass vials equipped 

with rubber septa for headspace gas sampling, which was conducted after samples had 

cooled to room temperature using an IRGA.  

Salt extracts were carried through three colorimetric assays to measure extractable 

nitrate (NO3
-), ammonium (NH4

+), and phosphate (PO4
3-) concentrations. Nitrate was 

determined using a vanadium (III) chloride reagent (Doane and Horwath, 2003). 

Ammonium was quantified using the Berthelot reaction (Rhine et al., 1998). Inorganic 

phosphate was measured using the Malachite Green assay (D’Angelo et al., 2001). All 

N and P assays were conducted using colorimetric protocols modified for a 96-well 

microplate reader (Synergy H1 Hybrid Reader, Biotek Inc., Winooski, VT USA).  

The method of Weil et al. (2003) was used to extract and quantify POXC for 

aggregate fractions. Briefly, 2.5 g was reacted with 20 mL 0.02 M potassium 

permanganate (KMnO4) + 0.1 M calcium chloride solution with shaking at 120 rpm 

for 2 minutes. After settling, extracts were diluted x100 then measured for absorbance 
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at 550 nm wavelength using a microplate spectrophotometer. Standards of known 

concentration KMnO4 were included with each plate and used to determine moles of 

KMnO4 oxidized upon reaction with soil OC. Assuming 9000 mg C oxidized per mole 

KMnO4 (Weil et al., 2003), the amount of POXC was corrected for soil water content 

and reported in µg POXC g dry soil-1.  

Maximum potential activities for seven major C, N, and P hydrolytic enzymes 

were assayed using fluorometric methods (Saiya-Cork et al., 2002; Bell et al., 2013) 

(Table 2.2). Air-dried soils (2.75 g) were pre-incubated for 24 h after wetting to 50% 

WHC (25 °C). After 24 h, samples were immediately extracted with 91 mL 50 mM 

sodium acetate buffer (pH 6.3, matching mean soil pH) using high-speed blending. 

Variability in soil matrix effects was accounted for with standard additions of 

fluorescent labels-MUC (7-amino-4-methylcoumarin) and MUB (4-

methylumbelliferone) made to each soil slurry. Soil slurries were incubated with MUC 

and MUB standards and labeled substrates (200 µl of 200 µM solution) at 25 °C in the 

dark for 3 hours. Fluorescence was measured using a microplate reader with 365 nm 

excitation wavelength and 450 nm emission wavelength set at optimal gain. Enzyme 

activity was calculated in nmol g dry soil-1 h-1, with higher activities indicating a 

greater amount of fluorescently labeled substrate that was degraded under the ideal 

conditions of incubation. Enzyme stoichiometric ratios were calculated by summing 

the individual EE activities for C (AG, BG, XYL, CB), N (NAG, LAP), and P (PHOS) 

degrading enzymes and calculating activity ratios for C:N, C:P, and N:P (Sinsabaugh 

and Follstad Shah, 2012).  
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Statistical analyses 

This experiment was set up with a factorial treatment arrangement. Two-way 

analysis of variance (ANOVA) was conducted using both factors and Wetting * 

Aggregate interaction as fixed effects. Final respiration (FinalResp; day 42) was 

compared with initial respiration (InitialResp; day 1) by including time as a repeated 

measure sub-plot factor in the ANOVA model. A separate one-way ANOVA was 

conducted using respiration data collected across rewetting events 1 through 9 and 

within each aggregate fraction with the goal of identifying significant changes in mean 

CO2 production rates between successive rewetting events. For all ANOVAs, 

significant effects were identified with a 95% confidence level (p < .05), then 

computed using least squares means and separated using Tukey’s least significant 

difference (LSD). Linear relationships between all pairs of variables were evaluated by 

calculating Pearson product-moment correlation coefficients. Principal component 

analysis (PCA) was conducted on the correlation matrix to examine multivariate 

relationships (n = 69). All statistical analyses were conducted in SAS 9.4 (Cary, NC 

USA).  

2.3 Results 

Heterotrophic respiration 

Respiration (i.e., CO2 production) rates measured post-wetting to 50 % WHC were 

i) highest in Large Macro aggregates for both InitialResp and FinalResp and ii) 

positively related to aggregate size (Large Macro > Small Macro > Micro; p < .05). 
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(Table 2.3 and Figure 2.2). Initial (t = 0) microbial biomass C (MBC) of aggregate 

fractions were 0.84 ± 0.07 mg MBC g dry soil-1 for Large Macro, 0.26 ± 0.03 mg 

MBC g dry soil-1 for Small Macro, and 0.45 ± 0.04 mg MBC g dry soil-1 for Micro. 

MBC was only measured at t = 0).  Based on measured respiration rates of the first re-

wetting pulse (InitialResp), Small Macro had the largest amount of CO2 produced per 

unit MBC. The ratio of FinalResp to InitialResp increased as length of drought 

increased (or as wetting frequency decreased) and was inversely related to aggregate 

size (Figure 2.2). By the last re-wetting pulse (FinalResp), there were no differences 

among aggregate fractions in respiration rates (p < .0001).  

Aggregate C, N, and P pools 

Across aggregate fractions, mean DOC was significantly affected by both 

rewetting frequency and aggregate treatments (Table 2.4 and Figure 2.3a). Lack of 

two-way interaction indicates consistent effects of rewetting frequency across 

aggregates, with Large Macro having significantly more DOC on average than both 

Small Macro and Micro (p = 0.0006) for all rewetting treatments. One rewetting event 

significantly decreased DOC (p < .0001). POXC was significantly affected by 

rewetting frequency (p < .0001) but not aggregate size (Table 2.4). The high frequency 

of rewetting treatments (F4, F8, F32) had higher POXC than F0 and all low frequency 

rewetting treatments (F1, F2) (Figure 2.3b).  

Nitrate, ammonium, and phosphate were all significantly affected by Aggregate 

and Wetting Frequency treatments (p < .05) but with significant two-way Aggregate * 

Rewetting Frequency interactions (p < .01)  (Table 2.4). Total extractable inorganic N 
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increased as wetting frequency increased, with NH4 greater than NO3 at low-to-mid 

frequency of rewetting (Figure 2.3c, d). The highest NH4 concentration was observed 

for F1 across aggregates (2.47 ± 0.03 µg NH4-N g dry soil-1). Nitrate increased as 

Wetting Frequency increased (p < .0001), with maximal values for F8 (32.1 ± 0.76 µg 

NO4-N g dry soil-1) and F32 (34.98 ± 0.76 µg NO4-N g dry soil-1). Nitrate was the 

predominant form of extractable inorganic N for these samples, a trend which is 

indicative of increasing relative net nitrification as incubation proceeded. Across 

rewetting treatments, phosphate significantly increased with decreasing aggregate size 

(p = 0.0002; Large Macro < Small Macro < Micro) and was greatest with F0 (no 

rewetted control) (0.058 ± 0.003 µg PO4-P g dry soil-1) (Figure 2.4e). 

Wet aggregate stability 

Wet aggregate stability increased as aggregate size decreased (p < .0001) (15.5 ± 

0.4 % for Large Macro, 31.0 ± 0.4 % for Small Macro, and 32.4 ± 0.4 % for Micro) 

(Table 2.4 and Figure 2.3f). Significant effects of rewetting frequency were only 

observed for Large Macro (p = 0.0162) (Table 2.4). A loss of macroaggregate 

structure was visibly apparent as re-wetting frequency increased, especially for large 

macroaggregates (Figure 2.4). Aggregate-associated sand content significantly 

increased as aggregate size decreased. Large Macro had less than 50% aggregate-

associated sand content relative to Small Macro and Micro which were similar (60-

70% by weight of stable aggregates) (Table 2.5). 
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Extracellular enzyme activities and stoichiometric ratios 

Enzyme activities that were significantly (p < .05) affected by Freq and Agg 

treatments with meaningful two-way interaction include: AG, LAP, and NAG; without 

interaction, BG, PHOS, and XYL were significantly affected by both Freq and Agg 

while CB was only affected by Freq (Table 2.6). Rewetting effect on activities of AG, 

CB, and XYL was significant (p < .05) only in Small Macro and Micro aggregates 

which both decreased in activity as rewetting frequency increased (Figure 2.5). Of the 

four C-degrading enzymes assayed, BG had greater activity than the other three (AG, 

CB, and XYL) combined (Figure 2.5Figure 2.5). Activities of LAP were drastically 

lowered with one wetting event (F1) for all aggregate fractions, with the lowest 

activity observed in Micro (Figure 2.6a). Activities of NAG reached a maximum after 

one-to-two wetting events (F1 for Large Macro, F1 and F2 for Small Macro, F2 for 

Micro) (Figure 2.7b). With high frequency of wetting, activities of NAG decreased 

across aggregate fractions. Activities of PHOS were highest with F0 (not rewetted 

Control; 27.6 nmole g dry soil-1 h-1) and lowest with F32 (24.7 ± 0.6 nmole g dry soil-1 

h-1). Across all rewetting frequency treatments, Small Macro and Micro had just over 

twice the PHOS activity of Large Macro.  

Calculated enzyme stoichiometric ratios for C:N indicated effects of wetting as 

well as aggregate size but with a significant two-way interaction (Table 2.7). Relative 

to F0 control, soils that received re-wetting treatments all had significantly higher 

extracellular enzyme C:N ratios (Figure 2.7a). This ratio was similar between Large 

and Small Macro aggregates (excluding F0, which was lower in Small Macro), both of 
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which were lower than C:N ratio calculated for Micro (EE C:N = 1.1 ± 0.03). Large 

Macro had the greatest enzyme C:P ratio, and there was a slight decrease in C:P with 

increasing frequency of wetting observed in all aggregate fractions (mean EE C:P for 

F0 was 0.64 ± 0.01 and for F32 was 0.37 ± 0.01 (Figure 2.7b). Stoichiometry of 

enzyme N:P had opposite trends as C:N, with F0 having a greater N:P (1.3 ± 0.02) that 

decreased with increasing wetting frequency (F8 and F32 had EE N:P of 0.46 ± 0.02 

(Figure 2.7c).  

Multivariate statistical relationships 

InitialResp had significant (p < .05) moderate positive correlation with NO3, NH4, 

phosphatase activity (PHOS), and enzyme C:N ratio (in addition to FinalResp); 

moderate negative correlations were observed with DOC, PO4, WAS, and all enzyme 

activities except CB, NAG, and PHOS (Tables 2.8 and 2.9). FinalResp had high 

positive correlation with NH4 (r = 0.88) and N-acetyl glucosamine activity (NAG) (r = 

0.75) and moderate negative correlation with POXC (r = -0.58) and NO3 (r = -0.50). 

POXC was negatively correlated with NH4 (r = -0.62) and NAG (r = -0.45) and 

positively correlated with NO3 (r = 0.54).  

Nitrate (NO3) had moderate positive correlation with PHOS (r = 0.43) and 

negative correlation with NH4, PO4, WAS, and all enzyme activities (Tables 2.8 and 

2.9). Ammonium showed less correlation with other variables than NO3 but was highly 

correlated with NAG activity (r = 0.73). DOC had high positive correlation with LAP 

(r = 0.71). Moderate-to-high positive correlation was observed among pairs of enzyme 

activities that excluded PHOS, with the highest correlations between AG and LAP (r = 



 

42 

  

0.75), AG and XYL (r = 0.73), and BG and CB (r = 0.69). Activity of PHOS had low 

negative correlation with PO4 (r = -0.28). 

Four principal components (PCs) accounted for 82.3 % of the total variance in the 

dataset and fulfilled criteria outlined by Jolliffe (2002) of having eigenvalues greater 

than one and a cumulative fraction of total variance of at least 70 % (Table 2.10). PC1 

explained 34.5 % of the variance, with relatively high positive loadings for NH4, Wet 

Aggregate Stability, and activities of C- and P- degrading enzymes (AG, BG, CB, 

PHOS, and XYL); high negative loadings were found for InitialResp and POXC. PC2 

had a variance contribution of 25.8 % (cumulative for first two PCs of 60.3 %), with 

the highest loadings associated with FinalResp, NO3, and LAP (positive loadings) and 

DOC (negative loading). For PC3 (13.3 % variability), loading scores show primary 

influence of PO4 and for PC4 (8.7 % of variability) of NAG activity.  

The PCA loading plot of PCs 1 and 2 (Figure 2.8a) displays distribution of 

variables across all four quadrants consistent with findings from the correlation 

analysis. Score plots with observations coded by Aggregate size (Figure 2.8b) and 

Rewetting Frequency (Figure 2.8c) shows the following trends: i) a separate cluster for 

F1 Microaggregates sand F2 Large Macroaggregates was formed apart from other 

samples pointing towards influence of WAS, DOC, PO4, and activities of AG and 

LAP, ii) Large Macroaggregates tend to cluster together with high scores for PC1, 

whereas Small Macro and Micro are similarly distributed in PC space, and iii) 

excluding F0, clustering by Rewetting Frequency was observed representing a shift 

from positive to negative PC1 and PC2 values.  
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2.4 Discussion 

Shifts in climate patterns have important implications not only for water quality 

but also for soil health and C storage. Changes in precipitation frequency with 

flooding or drought, for example, result in fundamental alterations to the habitat of soil 

microorganisms.  Extended dry conditions in soil impart direct physiological stress on 

microbial communities while also limiting diffusion and transport of assimilable 

substrates to microbial cells (Schimel, 2018; Manzoni et al., 2014).  

In this study, we measured soil microbial processes and wet aggregate stability in 

response to varying frequency of soil rewetting. Inherent in this experimental design, 

wetting treatments increased in frequency as the number of dry (i.e., drought) days 

between wetting events decreased. Furthermore, aggregates subsampled at the end of 

incubation formed a gradient of moisture contents, with the F0 and F1 treatments 

representing the longest-term (42 d) drought (i.e., greatest number of days since 

wetting) and the driest conditions (i.e., most negative water potential). The driest 

aggregates had moisture contents below the reported threshold for mineral soils of -

13.8 MPa where microbial physiology (e.g., efficiency and growth) is negatively 

impacted (Schimel, 2018; Manzoni and Katul, 2014; Manzoni et al., 2012a). 

Aggregates receiving greater frequency of wetting (F2-F32) did not dry down to this 

extreme between rewetting events, representing a decrease in drought stress on 

microbes (Schimel, 2018; Meisner et al., 2017). Assuming there was adequate water 

available for microbes in these treatments, substrate limitations associated with 

spatiotemporal accessibility would have been the major constraint on microbial 
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activity and growth (Schimel, 2018; Manzoni et al., 2012a; Stark and Firestone, 1995). 

Soil wet aggregate stability data indicate that large macroaggregates were most 

responsive to effects of soil re-wetting. Stability of this fraction was low (11-18%), 

which reflects the low SOC of these soils that likely limited macro-aggregation. Wet 

stability of Small Macro and Microaggregates were similarly unaffected by wetting 

treatments, as it has been shown that aggregate structure is more stable as size 

decreases (Totsche et al., 2018; Trivedi et al., 2015; Denef et al., 2001).  

The microbial burst of CO2 post-wetting of dry soil (i.e., the Birch effect; Birch, 

1958) showed significant (p < .05) initial differences among aggregate fractions with 

greater initial respiration rates associated with larger aggregates. With a lack of new C 

inputs during incubation, 24 h respiration rates decreased with each subsequent re-

wetting pulse, and differences in respiration rates among aggregate fractions were 

negligible after a single wetting event. While physical slaking would increase 

microbial accessibility to previously aggregate-occluded substrate (e.g., as particulate 

organic matter (POM)), especially in the larger, POM-rich macroaggregates (Six et al., 

2000), the lack of DOC accumulation and consistent decrease in microbial activity 

with incubation suggests increased substrate made available by slaking was quickly 

consumed by the actively growing microbial community (likely during the first 

wetting event) (Denef et al., 2001a; Denef et al., 2001b). 

Permanganate oxidizable C (POXC) has been proposed as a standard soil health 

indicator based on data of sensitivity to sustainable land management in agricultural 

systems (Fine et al., 2017; Hurisso et al., 2016; Culman et al., 2013; Culman et al., 
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2012; Plaza-Bonilla et al., 2014). This pool of C is thought to have a faster turnover 

time than the total SOC pool, but detailed studies on temporal responses of POXC 

using laboratory incubations have not been conducted to our knowledge. In this study, 

we observed changes in POXC on a 42-day timescale as the result of soil rewetting 

treatments. Low frequency wetting appears to decrease POXC relative to no-wetting 

control, but with high wetting frequency treatments an increase in POXC relative to F0 

(no wet control) was observed. While the precise chemical composition of the POXC 

pool remains unclear, in the absence of new C inputs the observed increase is likely 

attributable to an increase in microbial-residue C from biomass turnover. This idea is 

consistent with findings of Romero et al. (2018) who used electrospray ionization 

Fourier transform ion cyclotron resonance mass spectrometry (ESI FT-ICR MS) to 

show that the KMnO4-oxidation resistant fraction had a strongly reduced chemical 

character (O/C ratio less than 0.4) and higher condensed aromaticity and hydrogen 

saturation relative to unoxidized samples. POXC showed no effect of aggregate size, 

whereas DOC was lower in smaller aggregates. The lack of any correlative 

relationship between POXC and extractable DOC (r = 0.11, p = 0.48) suggests that the 

two measurements target different C pools; however, several authors have reported 

significant positive correlations between POXC and total soil organic C (Culman et 

al., 2012; Weil et al., 2003).  

Soil inorganic N dynamics indicate that an increase in C mineralization with 

increasing frequency of re-wetting was accompanied by an increase in net N 

mineralization in the macroaggregate fraction (Large Macro and Small Macro). 
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Measured inorganic N pools were more sensitive to soil aggregate size than organic C 

pools, with the microaggregate fraction driving most of this sensitivity.  Observed 

trends of low inorganic N in microaggregates could be related to an increase in soil 

organic N and a decrease in C:N ratio with decreasing aggregate size (Totsche et al., 

2018; Nie et al., 2014; Six et al., 2004). Observations of nitrogen-degrading enzymes 

may support this idea because activities of both N-degrading enzymes (NAG, LAP) 

decreased with decreasing aggregate size. This could reflect a shift in soil organic N 

character among aggregate size classes with an increase in microbially processed 

and/or recalcitrant N with decreasing aggregate size (Totsche et al., 2018).   

Extracellular enzyme activity assays measure maximum potential activity when 

substrate limitations and constraints on physical accessibility between enzyme and 

substrates are removed. Activities also represent the net balance between microbial 

production and consumption (Burns et al., 2014; Allison et al., 2011). With a lack of 

new substrate inputs to the system over the course of 42-day incubation, we expect a 

gradual decrease in activity and metabolic efficiency as microbes are increasingly C 

and nutrient limited (Manzoni et al., 2014). Extracellular enzyme production rates, 

therefore, would have been minimal (i.e., produced at low constitutive levels) (Burns 

et al., 2014; Manzoni et al., 2012b; Schimel and Schaeffer, 2012) and it is possible that 

N-rich enzymes themselves served as microbial substrate under these conditions 

(Geisseler et al., 2010). While we did not observe long-lasting effects (e.g., via 

increased respiration) of intra-aggregate released C (e.g., POM) made available upon 
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slaking during rewetting, this does not rule out short-term dynamics not captured by 

our experimental design.  

Enzyme activities were greater in large and/or small macroaggregate fractions but 

were generally of the same order of magnitude as activities measured in the 

microaggregate fractions (even for the F0, no wet control). Other authors have 

reported the opposite trends, where decreasing aggregate size is associated with 

increasing enzyme activities, especially for C-degrading enzymes (Awad et al., 2018; 

Trivedi et al., 2015; Nie et al., 2014; Bailey et al., 2012; Dorodnikov et al., 2009; 

Allison and Jastrow, 2006; Fansler et al., 2005). Such disparities could be related to 

differing methodologies used to isolate aggregates (Bach and Hofmockel, 2014), but 

also variability in sampling season (Hargreaves and Hofmockel, 2014) and soil 

properties such as texture, mineralogy, available C contents, and microbial community 

structure (Bailey et al., 2013; Lagomarsino et al., 2012; Allison, 2006). Immobilization 

of enzymes by sorption to mineral particles and colloids may, in particular, lead to a 

high potential activity measurement when realized in situ activity is actually low 

(Allison and Jastrown, 2006). Increased frequency of rewetting (i.e., less time between 

rewetting events) decreased all EE activities besides PHOS, possibly reflecting 

alterations in OM-mineral associations related to changes in hydration of organic 

mineral coatings or localized ionic strength upon repeated rewetting (Kleber, 2007).  

Interpretation of extracellular enzyme activities and stoichiometric ratios is 

complex, but some interesting trends were observed in this study. With the exception 

of higher enzyme C:N ratio in the microaggregate fraction, stoichiometric ratios and 
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effects of rewetting treatments were consistent across aggregate fractions. This is in 

contrast to data reported by the only other study to calculate extracellular enzyme 

stoichiometric ratios on aggregate fractions, where aggregate size effects for enzyme 

C:N and C:P were observed (Nie et al., 2014). The higher enzyme C:N ratio in the 

microaggregate fraction of our study is curious, especially because the no rewetting 

(42 d drought) control is not similarly elevated. If we assume a decrease in enzyme 

ratio occurs with increasing limitation of the element in the denominator relative to 

that in the numerator, findings from our PCA scores suggest i) decreased N limitation 

(perhaps replaced by C limitation as incubation proceeded) in the microaggregate 

fraction relative to large and small macroaggregates and ii) a decrease in N limitation 

with increased rewetting for all aggregate fractions. In contrast to stoichiometric ratio 

for extracellular enzyme C:N, ratios of enzyme C:P and N:P both decreased with 

increasing rewetting frequency.  These results suggest that P limitation increased upon 

just one rewetting event and increased with high frequency rewetting. PHOS tended to 

increase with increasing frequency of rewetting in all aggregate fractions, which may 

represent an increase in production rates aimed at acquiring organic P made 

increasingly available with high frequency rewetting (Turner and Haygarth, 2001).  

There were dramatic shifts in soil C and N pools with one rewetting event (i.e., F0 

vs. F1). DOC was nearly 50% greater in the F0 control, where we also observed a low 

availability of inorganic N (both nitrate and ammonium). It has been suggested that 

DOC, which we quantified by performing a dilute salt extraction, accumulates in dry 

soils because of low levels of microbial demand (e.g., via increased dormancy or death 
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and/or decreases in activity) (Sheik et al., 2011; Schimel et al., 2007). Upon a single 

rewetting event (F1), available water would temporarily (i.e., until dry-down) increase 

diffusive transport of microbial cells, enzymes, and substrates, leading to a burst of 

microbial activity observed as a pulse of CO2 production. At low rewetting frequency, 

when hydrological connectivity among soil pores is still transient, we expect soil 

microbes to experience N limitation that leaves them primarily dependent on SOM 

mineralization of organic N (Schimel and Bennett, 2004). At intermediate rewetting 

frequency (F4, F8), N limitation in microsites would decrease further due to enhanced 

diffusion; as a result, mineralization of SOM and nitrification are both expected to 

proceed, likely by separate microbial populations (Schimel and Bennett, 2004).   

As rewetting frequency increased, we measured positive net nitrification (i.e., 

nitrate production) and net N mineralization (i.e., sum of nitrate and ammonium 

production) largely driven by the accumulation of nitrate. Similar increases of 

dissolved inorganic N with dry/rewet cycles have been associated with increases in 

DOC and DON of leachates (Gordon et al., 2008) and water extracts (Miller et al., 

2005). While several pathways could be responsible for the observed increases in 

nitrate (e.g., increasing nitrification, decreasing denitrification) (Schimel and Bennett, 

2004), other authors have reported declines in nitrification potential associated with 

increased rewetting that points towards mineralization of soil organic N as the primary 

transformation process (Miller et al., 2005). While we did not observe much response 

of dilute salt-extractable phosphate to experimental treatments, rewetting of dry soil 

has been associated with increased release of resin-extractable P (Butterly et al., 2009) 
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and water-soluble organic P (Turner and Haygarth, 2001). Within a larger ecosystem 

perspective, increases in dissolved C, N, and P with increasing frequency of rewetting 

could decrease soil storage of bioactive elements and increase export associated with 

runoff and leaching.  

Most properties measured in this study are commonly used as measures of soil 

health, most commonly including wet aggregate stability, respiration, POXC, and 

enzyme activities (Fine et al., 2017; Andrews et al., 2004; Arshad and Martin, 2002). It 

is generally assumed that higher measured values for these properties correspond to 

increased soil health for assessment purposes (Fine et al., 2017; Andrews et al., 2004). 

During this soil incubation, POXC responded positively to increasing rewetting 

frequency. This was especially evident in larger aggregates which generally have 

higher microbial biomass, suggestive of a largely microbially-derived POXC pool. 

The opposite trends were observed for wet aggregate stability, respiration, and 

extracellular enzyme activities which all decreased with successive rewetting events. 

Lower measured values for these properties have been experimentally associated with 

a decline in agricultural soil functions at the field scale (Veum et al., 2014; Stott et al., 

2009; Moebius et al, 2007). Extended drought conditions may, therefore, increase 

measured soil health properties in the short term, but long-term effects associated with 

soil C and nutrient stability across ecosystems remain unclear.  

2.5 Conclusions 

Ecosystems across the globe will experience future cross-scale shifts in 

temperature and precipitation patterns. Much of the previous work investigating 
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effects of drought and rewetting frequency in soil have been conducted in those 

systems that have been identified as especially susceptible such as Mediterranean and 

arid environments. In this study, we evaluated how soil wetting dynamics interact with 

soil aggregate size fractions to control soil microbial processes (respiration, 

extracellular enzyme activities) and soil C, N, and P availability in low organic matter 

content agricultural soil from eastern Tennessee. Using multivariate analysis, we 

observed shifts toward i) increasing net nitrification, extractable nitrate, and POXC 

with increasing rewetting frequency and ii) increasing wet aggregate stability and 

extracellular enzyme stoichiometric C:N ratio with decreasing aggregate size. Our 

findings indicate that high frequency rewetting increases heterotrophic respiration (i.e., 

CO2 production) that scales with aggregate size, while promoting C and N 

transformations that result in changed SOM character over time. Evidence suggests 

that these changes are affected by shifts in microbial extracellular enzyme dynamics 

(e.g., production and degradation) in response to spatiotemporal availability of 

substrates driven by soil moisture. Such microscale interactions contribute to the 

ability of soil to accumulate SOM, which has larger-scale impacts on the ability of 

soils across the world to provide critical ecosystem services under a changing climate. 
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Appendix A
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Table 2.1. Schedule of aggregate rewetting events. 

Rewetting schedule indicating the day of incubation when the 24 h post-rewetting respiration 

incubation was initiated (t = 0). Six rewetting treatments and three aggregate fractions were 

tested in a factorial treatment arrangement (n = 4 replications). 

 

Rewetting 

Frequency (F) 

Treatment 

# 

Rewetting 

Events 

# Days 

Dry 

Incubation Day 

1 6 11 16 21 26 31 36 41 

F0 0 42          

F1 1 39 X        X 

F2 2 19 X    X    X 

F4 4 9 X  X  X  X  X 

F8 8 5 X X X X X X X X X 

F32* 32 1 X X X X X X X X X 

*F32 samples were rewetted to 50% of measured water holding capacity daily but were only sampled 

for 24 h respiration every five days along with F8 samples. 
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Table 2.2. Extracellular enzymes assayed for maximum potential activities on 

aggregate fractions. 

Table includes enzyme abbreviation, enzyme commission (EC) number, and the fluorescently 

labeled substrate used for the assay. Fluorescent labels of substrates are 4-methylumbelliferyl 

(MUB) and 4-methylcoumarin (MUC). Broad degradation target for enzymes are as follows: 

sugars (AG, BG), cellulose (CB), protein (LAP), chitin/amino sugar polymer (NAG), organic 

phosphorous (PHOS), and hemicellulose (XYL).  

 

Enzyme EC Substrate 

α-Glucosidase (AG) 3.2.1.20 4-MUB-α-D-Glucopyranoside 

β-Glucosidase (BG) 3.2.1.21 4-MUB-β-D-Glucopyranoside 

β-D-Cellubiosidase (CB) 3.2.1.91 4-MUB-β-D-Cellobioside 

Leucine Aminopeptidase (LAP) 3.2.11.1 L-Leucine-MUC Hydrochloride 

N-Acetyl-β-D-Glucosaminidase (NAG) 3.2.1.30 4-MUB-N-Acetyl-β-D-Glucosaminide 

Acid Phosphatase (PHOS) 3.1.3.2 4-MUB Phosphate 

β-Xylosidase (XYL) 3.2.1.37 4-MUB-β-D-Xylopyranoside 
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Table 2.3. Results of two-way Analysis of Variance (ANOVA) for initial 

respiration rate (InitialResp), final respiration rate (FinalResp), and ratio of final 

to initial respiration rates (RespRatio). 

Fixed effects of Rewetting Frequency (Freq) and Aggregate size fraction (Agg) were included 

in the ANOVA model along with two-way interaction. Num DF is Numerator Degrees of 

Freedom and Denominator Degrees of Freedom = 45. Significant p values (p < .05) are 

indicated by bold text with an ‘*’ for p < .0001.  

 

Source 
Num 

DF 

InitialResp FinalResp RespRatio 

F p F p F p 

Freq 4 7.8 * 1825.9 * 2257.8 * 

Agg 2 513.4 * 195.6 * 26.8 * 

Freq*Agg 8 4.3 3E-04 44.2 * 9.8 * 
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Table 2.4. Results of two-way Analysis of Variance (ANOVA) for dissolved 

organic c, permanganate oxidizable C, nitrate, ammonium, phosphate, and wet 

aggregate stability.  

Fixed effects of Rewetting Frequency (Freq) and Aggregate size fraction (Agg) were included 

in the ANOVA model along with two-way interaction. Num DF is Numerator Degrees of 

Freedom and Denominator Degrees of Freedom = 54. Significant p values (p < .05) are 

indicated by bold text with an ‘*’ for p < .0001.  

 

Source 
Num 

DF 

DOC POXC NO3 NH4 

F p F p F p F p 

Freq 5 39.6 * 15.6 * 342.9 * 342.6 * 

Agg 2 8.4 0.001 0.9 0.410 10.8 0.000 22.9 * 

Freq * Agg 10 1.2 0.328 1.6 0.143 3.7 0.001 6.6 * 

Abbreviations: dissolved organic carbon (DOC), permanganate oxidizable carbon (POXC), 

nitrate (NO3), ammonium (NH4), phosphate (PO4), and wet aggregate stability (WAS). 
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Table 2.4 continued  

Source 
Num 

DF 

PO4 WAS 

F p F p 

Freq 5 2.7 0.030 3.1 0.016 

Agg 2 10.3 0.000 556.3 * 

Freq * Agg 10 2.6 0.012 2.2 0.032 
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Table 2.5. Wet aggregate stability (WAS) with chemical dispersion (WASd), 

without chemical dispersion (i.e., including sand-sized particles; WASs), and intra-

aggregate sand content of each aggregate fraction. 

WASd is only reported in this table, and otherwise is only indicated by WAS (no subscript) in 

the text. Standard error of n = 4 replications per treatment combination is indicated in 

parentheses.  

 

Aggregate Wetting WAS
d

 (%) WASs
 (%) Sand (%) 

Large Macro F0 16.9 (0.8) 30.8 (0.6) 34.2 (0.2) 

 F1 18.0 (0.8) 32.2 (0.4) 30.8 (1.6) 

 F2 14.9 (2.0) 30.3 (0.4) 32.6 (0.8) 

 F4 15.5 (0.6) 30.9 (0.8) 32.3 (1.1) 

 F8 15.9 (1.3) 30.6 (0.3) 32.2 (0.9) 

 F32 11.3 (0.9) 30.3 (1.8) 32.4 (0.2) 

Small Macro F0 45.4 (1.7) 93.8 (0.5) 92.1 (0.5) 

 F1 47.9 (1.9) 94.9 (0.9) 91.2 (1.1) 

 F2 40.2 (4.4) 94.3 (0.4) 91.2 (1.1) 

 F4 41.8 (1.2) 95.2 (0.4) 91.9 (1.1) 

 F8 41.5 (2.9) 96.0 (0.6) 89.5 (2.1) 

 F32 31.1 (1.6) 92.6 (0.4) 88.2 (5.7) 

Micro F0 28.4 (0.8) 62.1 (0.9) 65.7 (0.2) 

 F1 29.9 (1.2) 62.6 (1.0) 67.3 (0.8) 

 F2 25.2 (2.3) 64.0 (0.6) 67.3 (0.8) 

 F4 26.3 (0.6) 64.3 (1.0) 67.6 (1.3) 

 F8 25.5 (1.7) 65.4 (0.4) 67.7 (0.9) 

 F32 20.5 (0.7) 62.6 (2.8) 68.3 (0.8) 
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Table 2.6. Results of two-way Analysis of Variance (ANOVA) for extracellular 

enzyme activities.  

Fixed effects of Rewetting Frequency (Freq) and Aggregate size fraction (Agg) were included 

in the ANOVA model along with two-way interaction. Num DF is Numerator Degrees of 

Freedom and Denominator Degrees of Freedom = 54. Significant p values (p < .05) are 

indicated by bold text with an ‘*’ for p < .0001.  

 

Source 
Num 

DF 

AG BG CB LAP 

F p F p F p F p 

Freq 5 35.1 * 15.7 * 5.2 0.000 139.4 * 

Agg 2 3.2 0.05 4.5 0.02 2.6 0.086 96.2 * 

Freq * Agg 10 6.7 * 0.6 0.84 2.2 0.033 4.6 * 

Abbreviations: α-Glucosidase (AG), β-Glucosidase (BG), β-D-Cellubiosidase (CB), Leucine 

Aminopeptidase (LAP), N-Acetyl- β-Glucosaminidase (NAG), Acid Phosphatase (PHOS), and 

β-Xylosidase (XYL). 
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Table 2.6 continued 

Source 
Num 

DF 

NAG PHOS XYL 

F p F p F p 

Freq 5 23.5 * 6.1 0.000 21.9 * 

Agg 2 7.5 0 9.0 0.000 20.3 * 

Freq * Agg 10 3.5 0 0.5 0.900 1.7 0.098 
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Table 2.7. Results of two-way Analysis of Variance (ANOVA) for extracellular 

enzyme C:N, C:P, and N:P stoichiometric ratios. 

Fixed effects of Rewetting Frequency (Freq) and Aggregate size fraction (Agg) were included 

in the ANOVA model along with two-way interaction. Num DF is Numerator Degrees of 

Freedom and Denominator Degrees of Freedom = 54. Significant p values (p < .05) are 

indicated by bold text with an ‘*’ for p < .0001.  

 

Source 
Num 

DF 

EE C:N EE C:P EE N:P 

F p F p F p 

Freq 5 15.0 * 50.6 * 198.3 * 

Agg 2 48.5 * 5.2 0.009 70.6 * 

Freq * Agg 10 3.9 5E-04 1.5 0.173 6.7 * 
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Table 2.8. Matrix of correlation coefficients (r) used for the Principal Components 

Analysis (PCA) (n = 60).  

Statistically significant (p < .05) correlations are indicated by bold text; significance at p < .1 is 

indicated by an ‘*’and NS is not statistically significant at p < .1. All probability levels are 

provided in Table 2.9. 

. 

  InitialResp FinalResp DOC POXC NO3 NH4 PO4 WAS 

FinalResp 0.39 
       

DOC -0.56 NS 
      

POXC NS -0.58 NS 
     

NO3 0.52 -0.5 -0.22* 0.54 
    

NH4 0.33 0.88 -0.31 -0.62 -0.62 
   

PO4 -0.7 -0.26 0.33 NS -0.44 NS 
  

WAS -0.61 NS NS NS -0.36 NS 0.5 
 

AG -0.66 NS 0.57 NS -0.52 NS 0.56 NS 

BG -0.39 NS 0.26 -0.26 -0.6 0.31 0.38 NS 

CB NS NS NS NS -0.29 NS 0.31 NS 

LAP -0.7 -0.26 0.71 NS -0.35 -0.3 0.46 NS 

NAG NS 0.75 NS -0.45 -0.59 0.73 NS NS 

PHOS 0.43 NS -0.35 NS 0.43 NS -0.28 NS 

XYL -0.22* 0.26 0.35 -0.22* -0.56 0.37 0.23* -0.22* 

Abbreviations: α-Glucosidase (AG), ammonium (NH4), β-Glucosidase (BG), β-D-

Cellubiosidase (CB), dissolved organic carbon (DOC), Leucine Aminopeptidase (LAP), N-

Acetyl-β-Glucosaminidase (NAG), nitrate (NO3), Acid Phosphatase (PHOS), phosphate (PO4), 

permanganate oxidizable carbon (POXC), and β-Xylosidase (XYL). 
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Table 2.8 continued 

  AG BG CB LAP NAG PHOS 

FinalResp 
      

DOC 
      

POXC 
      

NO3 
      

NH4 
      

PO4 
      

WAS 
      

AG 
      

BG 0.56 
     

CB 0.56 0.69 
    

LAP 0.75 0.45 0.34 
   

NAG NS 0.49 0.4 NS 
  

PHOS -0.22* NS NS NS NS 
 

XYL 0.73 0.57 0.61 0.39 0.49 NS 
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Table 2.9. Probability (p) values for correlation coefficients calculated between 

variable pairs.  

Bold text indicates significance at p < .05 with a ‘°’ added to designate p < .1 and an ‘*’ to 

indicate p < .0001. 

  InitialResp FinalResp DOC POXC NO3 NH4 PO4 WAS 

FinalResp 0.002 
       

DOC * 0.127 
      

POXC 0.975 * 0.399 
     

NO3 * * 0.087° * 
    

NH4 0.011 * 0.015 * * 
   

PO4 * 0.043 0.011 0.663 0.001 0.335 
  

WAS * 0.321 0.670 0.139 0.004 0.478 * 
 

AG * 0.196 * 0.533 * 0.699 * 0.544 

BG 0.002 0.140 0.046 0.045 * 0.016 0.003 0.131 

CB 0.204 0.506 0.139 0.417 0.023 0.215 0.016 0.663 

LAP * 0.043 * 0.591 0.006 0.021 0.000 0.401 

NAG 0.310 * 0.832 0.000 * * 0.555 0.160 

PHOS 0.001 0.285 0.006 0.117 0.001 0.589 0.030 0.109 

XYL 0.089° 0.044 0.006 0.089° * 0.003 0.078° 0.091° 

Abbreviations: α-Glucosidase (AG), ammonium (NH4), β-Glucosidase (BG), β-D-

Cellubiosidase (CB), dissolved organic carbon (DOC), Leucine Aminopeptidase (LAP), N-

Acetyl-β-Glucosaminidase (NAG), nitrate (NO3), Acid Phosphatase (PHOS), phosphate (PO4), 

permanganate oxidizable carbon (POXC), and β-Xylosidase (XYL). 
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Table 2.9 continued 

  AG BG CB LAP NAG PHOS 

FinalResp 
      

DOC 
      

POXC 
      

NO3 
      

NH4 
      

PO4 
      

WAS 
      

AG 
      

BG * 
     

CB * * 
    

LAP * 0.000 0.008 
   

NAG 0.155 * 0.001 0.536 
  

PHOS 0.085° 0.445 0.138 0.155 0.931 
 

XYL * * * 0.002 * 0.616 
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Table 2.10. Eigenanalysis for Principal Components (PCs) 1, 2, 3, and 4 calculated 

from the correlation matrix used for the Principal Components analysis (PCA).  

InitialResp is respiration rate from first rewetting event and FinalResp is respiration rate from 

the ninth/final rewetting event. Additional PCs had eigenvalues less than one. Variables 

contributing to each PC based on magnitude of loading scores are indicated by bold text. 

CumPercent is Cumulative Percent of variance explained with successive addition of each PC.  

 

Eigenanalysis PC1 PC2 PC3 PC4 

Eigenvalue 5.18 3.87 2.00 1.30 

Percent 34.5 25.8 13.3 8.7 

Cum Percent 34.5 60.3 73.6 82.3 

Loading scores PC1 PC2 PC3 PC4 

InitialResp -0.683 0.605 0.331 -0.037 

FinalResp 0.183 0.903 -0.155 -0.174 

DOC -0.354 -0.581 0.398 -0.032 

POXC -0.826 -0.331 0.364 0.029 

NO3 0.270 0.911 -0.151 0.005 

NH4 0.620 -0.421 -0.273 0.268 

PO4 0.262 -0.273 -0.712 0.493 

WAS 0.847 -0.288 0.235 -0.074 

AG 0.774 0.154 0.215 0.380 

BG 0.612 0.113 0.516 0.360 

CB 0.691 -0.480 0.189 -0.181 

LAP 0.482 0.730 0.147 -0.082 

NAG -0.326 0.108 0.584 0.599 

PHOS 0.737 0.234 0.412 -0.125 

XYL 0.756 -0.020 0.441 -0.124 

Abbreviations: α-Glucosidase (AG), ammonium (NH4), β-Glucosidase (BG), β-D-

Cellubiosidase (CB), dissolved organic carbon (DOC), Leucine Aminopeptidase (LAP), N-

Acetyl-β-Glucosaminidase (NAG), nitrate (NO3), Acid Phosphatase (PHOS), phosphate (PO4), 

permanganate oxidizable carbon (POXC), and β-Xylosidase (XYL). 
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Figure 2.1. Record of soil gravimetric water content during incubation across 

aggregate fractions for Rewetting Frequency (F) treatments.  

Aggregates were rewetted to 50% water holding capacity. F0 is dry (not-rewetted) control and 

F32 is constant moisture control.  
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Figure 2.2. Mean heterotrophic respiration (i.e., CO2 production) measured over 

24 h immediately following wetting of soil aggregate fractions for the initial 

wetting event (InitialResp) (a) and the final rewetting event (FinalResp) (b), and 

Ratio of FinalResp (day 42) to InitialResp (day 1) (c) by Aggregate size fraction 

and Rewetting Frequency (F) treatments.  

Error bars represent standard error of n = 4 replications per treatment combination. 
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Figure 2.3. Mean extractable dissolved organic carbon (DOC) (a), permanganate 

oxidizable carbon (POXC) (b), nitrate (NO3) (c), ammonium (NH4) (d), phosphate 

(PO4) (e), and wet aggregate stability (WAS) (f) by aggregate size fraction and 

rewetting Frequency (F).  

All properties were measured after 42 d incubation. Error bars represent the standard error of n 

= 4 replications per treatment combination.  
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Figure 2.4. Images of aggregate fractions from time t = 0 d (start of incubation) 

and t = 42 d (end of incubation after receiving rewetting treatments). 

Samples pictured are F32 (daily rewetting treatment, highest frequency rewetting). A loss of 

macroaggregate structure is observed by the end of 43 d incubation). 
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Figure 2.5. Activities of C-degrading extracellular enzymes measured on 

aggregate fractions post-incubation: AG (a), BG (b), CB (c), and XYL (d).  

Note differences in scale among panels. Errors bars represent standard error of n = 4 

replications per treatment combination.   
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Figure 2.6. Activities of N- and P-degrading extracellular enzymes measured on 

aggregate fractions post-incubation: LAP (a), NAG (b), and PHOS (c). 

Note differences in scale among panels. Errors bars represent standard error of n = 4 

replications per treatment combination.   
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Figure 2.7. Stoichiometric ratios calculated from extracellular enzyme activities 

for C:N (a), C:P (b), and N:P (c).  

Ratios were calculated by summing activities as follows: C-degrading enzymes are AG, BG, 

CB, XYL, N-degrading enzymes are LAP and NAG, and P-degrading enzyme is PHOS. Errors 

bars represent standard error of n = 4 replications per treatment combination.   
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Figure 2.8. Loading plot (a) and Score plot with individual observations marked 

by Aggregate size (a) and Rewetting Frequency (b) treatments from the Principal 

Components Analysis (n = 60).  

Principal Component (PC) 1 is along the x-axis and PC2 is along the y-axi
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CHAPTER THREE  

RESPONSES OF SOIL MICROBIAL CARBON ALLOCATION PATTERNS TO 

INDUCTION OF VIRAL LYSIS IN AGGREGATE SIZE FRACTIONS 
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Abstract 

Viral lysis exerts control on microbial mortality and dissolved organic matter 

production in oceans. Virus-microbe dynamics have rarely been experimentally observed 

in soils, which contrast aquatic systems with their complex aggregated physical structure. 

Soil aggregates have been operationally classified into size fractions reflecting 

differences in physicochemical and biological character. In this incubation study, 

Mitomycin C (MMC) was directly applied to induce lysis in three aggregate size 

fractions (large macro-, small macro-, and micro-) under slurry conditions. Treatment 

with MMC shifted microbial mortality, substrate availability, and viral production, the 

effects of which were studied over time relative to non-induced control using a fully 

factorial experimental design. Destructive sampling was performed on days 0, 3, 7, 14, 

and 28 for common soil biogeochemical measurements of microbial activity and 

dissolved organic C and inorganic N combined with viral particle and bacterial cell 

abundances determined using epifluorescence microscopy. Using multiple statistical 

approaches, data indicate the potential for aggregate-scale variability in virus-microbe 

interactions that were strongly dependent on time. After an initial six day stress response, 

viral lysis induction was associated with a hot spot of increased microbial activity relative 

to control. Mid-incubation was characterized by active microbial growth, increased 

enzyme activities, and high viral predation pressure. By day 28, altered microbial carbon 

allocation patterns were observed along with net negative viral production, interpreted to 

reflect a shift towards lysogenic viral reproduction. These findings point toward the 
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dynamic nature of virus-microbe interactions in soil beyond the scale of single timepoint 

measurement of bulk soil.   

3.1 Introduction 

Microorganisms mediate key biogeochemical transformations that influence the 

export and net accumulation of organic carbon (C) and essential nutrients in terrestrial 

and aquatic ecosystems. It is currently estimated that up to 40-90% of microbes in the 

environment can be classified as lysogens (Howard-Varona et al., 2017; Marsh and 

Wellington, 1994), which are bacterial cells that have at least one prophage (i.e., viral, or 

phage, genome) integrated into their chromosome. In oceanic surface waters, phage-

mediated lysis of bacterial hosts is responsible for an estimated 20-60% of daily bacterial 

morality (Suttle, 2005; Fuhrman and Noble, 1995). While data from a limited number of 

studies in soils suggest that viruses are equally if not more abundant on a volumetric 

basis than in water samples, current consideration of their ecological role in terrestrial 

ecosystems remains principally based on knowledge from aquatic systems rather than 

observations of these dynamics in soils (Williamson et al., 2017; Wommack and Colwell, 

2000).  

Temperate phages reproduce using one of two generally recognized strategies: 

lysogeny and lysis. Lysogeny is a baseline, non-productive yet mutualistic relationship 

where the prophage proliferates as the host reproduces without production of viral 

progeny (Chen et al., 2021; Tuttle and Buchan, 2020; Howard-Varona et al., 2017; 

Wommack and Colwell, 2000). During lytic reproduction, which is induced from a 

lysogenic state, host cell metabolism is rerouted towards the production of viral progeny 
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and lytic enzymes that results in lysis of the host cell. Lysis releases active phages in 

addition to nutrient-rich cytoplasmic components (e.g., nucleic acids, enzymes, dissolved 

and free amino acids) and complex cell wall material (e.g., lipid bilayers, large proteins, 

peptidoglycan) (Middelboe and Jørgensen, 2006; Wilhelm and Suttle, 1999). Readily 

available lysis products can be recycled within the pool of microbial biomass, whereas 

more complex cell wall materials degrade more slowly over time aided by extracellular 

enzymes (Wommack and Colwell, 2000; Wilhelm and Suttle, 1999). Biogeochemical 

effects of lysis are represented in models of marine C cycles as the viral shunt, a distinct 

component of the microbial C pump describing internal cycling of C and nutrients among 

viruses, hosts, and dissolved OM (DOM) pools (Weitz and Wilhelm, 2012; Jiao et al., 

2010; Wilhelm and Suttle, 1999; Fuhrman, 1999). The viral shunt diverts C and bioactive 

elements (e.g., phosphorus, nitrogen, iron) away from higher trophic levels, instead 

promoting production of microbially processed OM and retention of C in dissolved form 

(Jiao et al., 2010; Fuhrman, 1999).  

Study of aquatic viral ecology has traditionally included measurement of viral particle 

and bacterial cell abundances, calculation of Virus-to-Bacteria Ratio (VBR) (i.e., number 

of viruses per bacteria), and assay of Inducible Fraction (IF) (i.e., the proportion of the 

total bacterial population harboring an experimentally inducible prophage) (Weinbauer, 

2004; Paul and Jiang, 2001). Controls on the lytic-lysogenic switch in aquatic systems 

have traditionally been ascribed to nutrient availability, host density, and host growth 

rate; specifically, eutrophic waters with high host density and growth rates have been 

hypothesized to promote high rates of lytic viral production whereas oligotrophic 
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conditions favor lysogeny (Paul and Jiang, 2001; Wommack and Colwell, 2000; 

Thingstad and Lignell, 1997). Growing observations of high levels of lysogeny under 

conditions of high host density, growth rate, and nutrient availability, however, have led 

to the development of an alternative hypothesis that proposes lysogeny as a beneficial 

survival strategy for both virus and host under favorable conditions (Chen et al., 2021; 

Lara et al., 2017; Knowles et al., 2016; Ortmann et al., 2002). The interactive controls on 

the lytic-lysogenic switch remain a subject of active investigation, with several controlled 

microcosm and modeling studies suggesting a role of energy and nutrient availability 

(Pourtois et al., 2020; Chen et al., 2019; Pradeep Ram and Sime-Ngando 2008, 2010; 

Weinbauer et al., 2003; Thingstad and Lignell, 1997).  

Since the early 2000s, single timepoint studies of viral ecology in bulk soil report 

viral abundances ranging from 103-109 virus particles per g soil dry weight, VBR as high 

as 8200, and IF ranging from 4-85% (Liang et al., 2020; Ghosh et al., 2008; Williamson 

et al., 2007). The ranges of these values are generally consistent with those reported on a 

volumetric basis for aquatic systems (Srinivasiah et al., 2008; Reavy et al., 2014). Across 

studies of soils, current data suggest i) the existence of weak positive correlations 

between bulk soil viral abundance and bacterial abundance, soil type, and soil water 

content (Williamson, 2011; Kimura et al., 2008; Williamson et al., 2005) and ii) a lack of 

correlation between IF and bulk soil properties (pH, water content, percent organic matter 

(OM), and particle size distribution) except possibly soil depth (Liang et al., 2020; 

Williamson et al., 2007). While the presence of free viruses and lysogens in soil 

ecosystems has been documented in recent decades, knowledge of the underlying 
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mechanisms controlling the distribution, abundance, and lytic activities of viruses in soil 

remain limited.   

Soils are distinct from aquatic systems because of the added influence of a 

heterogeneous, physically structured and chemically reactive matrix. Soil structure is 

developed through the process of aggregation, for which the microaggregate (53-250 µm 

diameter) is the fundamental unit (Totsche et al., 2018; Six et al., 2004; Tisdall and 

Oades, 1982). Enmeshment of many microaggregates with particulate OM, fungal 

hyphae, and microbial residues leads to formation of macroaggregates (250-2000 µm 

diameter) (Six et al., 2004). Aggregate size fractions have been operationally defined 

based on distinct characteristics observed across soil types. As aggregate size decreases, 

C:Nitrogen (C:N) and C:Phosphorus ratios generally decrease, with larger aggregates 

having a higher C:N ratio but a greater proportion of newly deposited, labile plant-

derived OM. (Totsche et al., 2018; Six et al., 2004; Angers and Giroux, 1996; Elliott, 

1986; Tisdall and Oades, 1982). These differences in substrate quality have been shown 

to impact OM mineralization and turnover rates, which are generally faster in larger 

aggregates. (Gupta and Germida, 2015; Gupta and Germida, 1988).  

While physicochemical constraints imposed on microbial activity (e.g., slow oxygen 

diffusion, low substrate availability) by soil aggregates could also affect rates of viral 

production and turnover, these influences have yet to be explored in soils. To address this 

knowledge gap, our goal for this study was to examine how differing microbial habitats 

provided by aggregate fractions affect virus-microbe-DOM interactions. In this effort, we 

consider larger macroaggregates to represent a more favorable, nutrient-rich habitat for 
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the microbial community relative to more oligotrophic microaggregates. Over a four 

week incubation, we examined effects of induced viral lysis in three aggregate size 

fractions (large and small macro-, micro- aggregates) with destructive sampling for five 

biogeochemical pools included in the viral shunt: respired carbon dioxide (CO2), viral 

abundance, bacterial abundance, extracellular enzyme activities, and dissolved OC. We 

hypothesized that i) induced viral lysis will increase respiration, viral and bacterial 

abundances, enzyme activities, and DOC relative to non-induced control, ii) these effects 

will be observed on an extended 28 d timescale, and iii) large macroaggregates will have 

a greater positive response to induction of lysis than microaggregates.  

3.2 Materials and Methods 

Soil collection and aggregate isolation 

Bulk surface soil (0-20 cm; A horizon) was collected in August 2019 from an upland 

forest site located at the East Tennessee Research and Education Center in Knoxville, 

Tennessee U. S. A. Soils are classified as Fine, mixed, semiactive, thermic Typic 

Paleudults with a silt loam texture (10 % sand, 75-80 % silt, 10-15 % clay). Soils were 

formed in clayey residuum weathered from shale/interbedded sandstone and shale. Slope 

of the site was measured at 9% with southeast aspect of 160. Soil pH (10 g soil: 20 mL) 

was 3.9 in water and 4.0 in 0.01 M calcium chloride. Loss on ignition (24 h at 400 °C) 

was measured on triplicate samples and calculated as 6.0 ± 0.1 % organic matter. Soil 

color was determined on moist soil as 10 YR 4/3. Water holding capacity (WHC) was 

estimated at 0.64 g water per g dry soil by saturating sieved soil (~10 cm3) inside a filter 
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funnel with deionized water and determining mass of water retained by the soil after 

drainage for 6 h. 

Soil was transported back to the laboratory where it was broken up by hand and laid 

out for two weeks to thoroughly air dry. Dry sieving was used to physically fractionate 

bulk soil into three aggregate fractions (Nimmo and Perkins, 2002): Large 

Macroaggregates (Large Macro), 1000-2000 µm; Small Macroaggregates (Small Macro), 

250-1000 µm; and Microaggregates (Micro), 53-250 µm. Dry soil was first passed 

through 2000 µm and was then sieved through a series of three stacked sieves (1000, 250, 

and 53 µm) that was shaken for three minutes before collecting aggregate fractions. 

Aggregates were passed through the lower size limit sieve a second time before weighing 

aggregates into incubation jars.  

Experimental design 

Manipulation of lytic activity and virus production in aggregate slurries was achieved 

by direct addition of Mitomycin C (MMC), an antibiotic extensively demonstrated to 

induce viral lysis of infected microbial cells when applied at a non-lethal exposure level 

(Paul and Jiang, 2001; Otsuji et al., 1959). Mitomycin C treatment was applied at the start 

of the experiment to manipulate viral abundance and substrate availability relative to 

control by triggering induction of viral lysis. An induction response is expected from a 

subset of MMC-inducible populations, rather than the whole microbial community. 

Extended temporal impacts of MMC-induced viral lysis on microbial processes were 

studied using a full factorial experimental design testing main effects of aggregate size 

(Agg; a = 3), +/- MMC induction treatment (MMC; m = 2), and time (t; t = 5). Each 
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treatment combination included four replications (total n = 120 plus no soil blanks). 

Isolated aggregate fractions (30.0 g) were mixed with 100 mL of either sterile deionized 

water (control) or 3 ppm MMC, with immediate sampling performed for time zero 

measurement. Dosage of Mitomycin C was determined after preliminary 

experimentation, which demonstrated ~30% sorption of MMC to soil solids (unpublished 

data, A. Fine).  

Incubations were conducted on soil slurries rather than unsaturated aggregates, 

providing three key benefits: i) standardization of soil water potential at zero across 

aggregate fractions, ii) minimization of constraints on accessibility between microbes-

enzymes-substrates and viruses-hosts, and iii) improved distribution of dissolved MMC 

within the aggregate pore network to maximize exposure. While slurry conditions are 

different than typical soil conditions, this experiment was viewed as a necessary step of 

investigation given the lack of current knowledge about complex interactions among 

virus-host systems, physicochemical processes, and wetting in soils. Samples were 

incubated at 25 °C in the dark in sealed incubation jars equipped with rubber septa. 

Headspace CO2 was sampled every 1-2 days throughout the 28 day incubation using an 

infrared gas analyzer (IRGA) (LI-COR Biosciences, NE U. S. A.). Cumulative 

respiration (CumResp) was calculated as the increase of CO2-C produced with each 

successive sampling event and respiration rate (RespRate) is the total CO2-C produced 

divided by the elapsed time. Viral and bacterial abundances, extractable dissolved OC 

(DOC), and activities of extracellular hydrolytic enzymes were destructively sampled on 

days 0, 3, 7, 14, and 28 as described below.  
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Laboratory analyses 

Virus and Bacteria extraction and enumeration 

Sterile potassium phosphate buffer was added to incubated soil slurry to achieve a 

final concentration of 1% (pH 7.0). Buffered slurries were blended for one minute using a 

high speed commercial blender. Virus extract was obtained by centrifuging blended soil 

slurry at 10,000 xg (4 °C, 20 minutes) and filtering the supernatant using a Millex-GV 

0.22 µm pore size syringe filter (EMD Millipore, MA U. S. A.) (Williamson et al., 2003).  

Bacterial cells were extracted from soil slurry using a 60% Nycodenz® density gradient 

(Accurate Chemical and Scientific Co., NY U. S. A.) (2 mL + 9 mL slurry) (Williamson 

et al., 2007). Bacterial extracts were diluted 20% with glycerol to decrease freezing 

stress. All extracts were immediately frozen in liquid nitrogen and stored at -80 °C until 

analysis. 

      Thawed virus and bacteria extracts were treated with DNase I enzyme (RNA-free; 

Fisher Bioreagents) for 20 minutes to remove free DNA (Williamson et al., 2003). Virus 

extracts were vacuum filtered through 0.02 µm pore size Whatman® Anodisc filters 

(Cytiva Life Sciences, Buckinghamshire, U. K.), retaining the fraction greater than 20 nm 

and defining viral particles as having diameter of 20-200 nm (Williamson et al., 20003; 

Patel et al., 2003). Bacteria extracts were vacuum filtered through 0.22 µm pore size 

Whatman® NucleporeTM Track-Etched Polycarbonate Membrane filters (Cytiva Life 

Sciences, Buckinghamshire, U. K.). Viral particles and bacteria retained on their 

respective filters were directly stained for 20 minutes in the dark using 500 µL of 2x 



 

92 

  

SYBRTM Gold Nucleic Acid Gel Stain (Molecular Probes-Invitrogen, OR U. S. A.). 

Filters were mounted using anti-fade reagent (Patel et al., 2007).  

      Stained viruses and bacteria were counted using a Nikon Eclipse E600 

Epifluorescence Microscope (EFM) with a fluorescein isothiocyanate excitation (467-498 

nm) and emission (513-556 nm) filter set at 1000x magnification. Ten randomly selected 

fields of view were digitally photographed using a RetigaTM Ex-I CCD camera 

(Qimaging, BC Canada). After user image normalization, fluorescent particles were 

counted using IP Laboratory software (BD Biosciences, CA U. S. A.). The mean count 

from all ten fields was used to calculate abundance per g dry soil using equation (1) (Patel 

et al., 2007), where RSF is the microscope grid-reticle scaling factor (59,000 for this 

setup) and volume of extract filtered ranged from 0.15-0.30 mL. Virus-to-Bacteria Ratio 

(VBR) was calculated as mean viral abundance divided by mean bacterial abundance. 

Net production rates of viral particles and bacterial cells were estimated using equation 

(2) where the change in abundance (A) is divided by the total elapsed time (t2-t1) (Malits 

and Weinbauer, 2009). Net production rates, representing net change in abundance over 

between successive sampling events, were estimated using equation (2) where change in 

abundance (A) is divided by total elapsed time (t2-t1).  

 

𝑨𝒃𝒖𝒏𝒅𝒂𝒏𝒄𝒆 =  
𝑴𝒆𝒂𝒏 𝒄𝒐𝒖𝒏𝒕∗𝑹𝑺𝑭

𝑽𝒐𝒍𝒖𝒎𝒆 𝒆𝒙𝒕𝒓𝒂𝒄𝒕 𝒇𝒊𝒍𝒕𝒆𝒓𝒆𝒅 (𝒎𝑳)
∗

𝟏𝟎𝟎 𝒎𝑳 𝒆𝒙𝒕𝒓𝒂𝒄𝒕𝒂𝒏𝒕 

𝟑𝟓.𝟎 𝒈 ∗(𝟏−
𝒈 𝒘𝒂𝒕𝒆𝒓

𝒈 𝒔𝒐𝒊𝒍
)
  (1) 

 

𝑵𝒆𝒕 𝑷𝒓𝒐𝒅𝒖𝒄𝒕𝒊𝒐𝒏 𝑹𝒂𝒕𝒆 =
𝑨𝟐−𝑨𝟏

(𝒕𝟐−𝒕𝟏)
                 (2) 
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Dissolved Organic Carbon and Inorganic Nitrogen 

Aliquots of soil slurry were filtered through glass microfiber filters 1.0 size 

(Whatman GF/B, 1.0 µm pores) and frozen at 4 °C until analysis. Extracts were adjusted 

to 1% potassium sulfate to facilitate clay flocculation. Dissolved OC was quantified by 

reacting extracts with a potassium persulfate reagent overnight (80 °C) in sealed glass 

vials equipped with rubber septa for headspace gas analysis using an Infrared Gas 

Analyzer (IRGA, LI820, LiCor Inc., Lincoln, NE USA) (Doyle et al., 2004). A series of 

potassium hydrogen phthalate calibration standards was included for calculation of 

persulfate-oxidized OC in samples. Soil extracts were carried through colorimetric assays 

to quantify concentrations of extractable nitrate (NO3
-, Doane and Horwath, 2003) and 

ammonium (NH4
+; Rhine et al., 1998) using a 96-well microplate reader (Synergy H1 

Hybrid Reader, Biotek Inc., Winooski, VT U. S. A.).  

Extracellular Enzyme Activities 

Maximum potential activities for seven major C, N, and P hydrolytic enzymes were 

assayed using fluorometric methods (Burns et al., 2013; Saiya-Cork et al., 2002). The 

following enzymes were assayed: α-Glucosidase (AG), β-Glucosidase (BG), β-D-

Cellubiosidase (CB), leucine aminopeptidase (LAP), N-acetyl-β-Glucosaminidase 

(NAG), acid phosphatase (PHOS), and β-Xylosidase (XYL) (Table 3.1; all tables for 

Chapter 3 are available in Appendix B). A subsample of incubated soil slurry was 

adjusted to 50 mM sodium acetate buffer (pH 5.0) for control of pH during incubation 

with enzyme substrates. Variability in soil matrix effects was accounted for with standard 

additions of fluorescent MUC (7-amino-4-methylcoumarin) and MUB (4-
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methylumbelliferone) made to each soil slurry. Soil slurries were incubated with 

standards and labeled substrates (200 µl of 200 µM solution) at 25 °C in the dark for 3 

hours. Fluorescence (365 nm excitation, 450 nm emission) was measured using a 

microplate reader under optimal gain settings. Enzyme activity was calculated in nmol g 

dry soil-1 h-1, with higher activities indicating a greater amount of fluorescently labeled 

substrate degraded under ideal conditions of incubation.  

Statistical analyses 

Data were analyzed as a three-factorial completely randomized design using a mixed 

model Analysis of Variance (ANOVA) with aggregate fraction (Agg), Mitomycin C 

induction treatment (MMC), and sampling day (Day) as fixed effects with all two- and 

three-way interactions. The ANOVA model for CumResp and RespRate included an 

additional repeated measures and a random replicate (Agg * MMC) effect using values 

calculated at timepoints corresponding to destructive sampling events (0, 3, 7, 14, and 28 

days). Least squares (LS) means were separated using Tukey’s least significant difference 

test with statistical significance indicated at the 95% (p < .05) confidence level.  All data 

were confirmed to meet ANOVA assumptions after Virus, Bacteria, and NH4 were log10 

transformed (reported in back-transformed format). All ANOVA calculations were 

performed using the GLIMMIX procedure in SAS v. 9.4 (SAS Institute, Inc., NC 

U. S. A.).  

The high frequency respiration data was used to provide additional temporal 

resolution of microbial activity between destructive sampling events. For each aggregate, 
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these data were control-normalized by dividing the mean of MMC-induced samples by 

the mean of control (non-induced) samples with propagation of error. One-way ANOVA 

was used on the control-normalized data with Day as a fixed effect (total n = 19) with the 

main goal being to focus on MMC-associated changes in daily CO2 production rates over 

time. Tukey’s Least Significant Difference (LSD) test was used for comparison of means.  

A Principal Component Analysis (PCA) was conducted using JMP® Pro v. 15.0.0 

(SAS Institute, Inc., NC U. S. A.) to investigate multivariate trends and clustering among 

variables. Analysis was performed on the correlation matrix from a subset of data 

including all samples (n = 120) but excluding respiration data that was only available for 

days 3, 7, 14, and 28.  Virus, Bacteria, and NH4 were log10 transformed prior to 

standardization for PCA, which included subtraction of the mean and division by the 

standard deviation.  

3.3 Results 

Laboratory analyses 

Heterotrophic respiration 

Cumulative respiration (CumResp) and daily respiration rates (RespRate) were 

significantly affected by all three main treatments (p < .0001) with two- and three-way 

interactions (Table 3.2). In all samples, total CO2 production significant increased with 

each destructive sampling event (days 0, 3, 7, 14, and 28) (Figure 3.1a and 3.3; all figures 

for Chapter 3 are available in Appendix B). Across sampling days, i) CumResp was 

greatest in Small Macro and Micro aggregates (2.2 +/- 0.01 µg and 2.1 +/- 0.01 µg CO2-C 
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g dry soil-1, respectively) and lowest in Large Macro (1.8 +/- 0.01 µg CO2-C g dry soil-1) 

regardless of MMC treatment and ii) MMC treatment decreased mean CumResp relative 

to control until day 28 for Small Macro and Micro (Figure 3.1b and 3.3). RespRate was 

lowest across aggregates on day 3 (0.15 +/- 0.002 µg CO2-C g dry soil-1 day-1), then 

increased to a maximum on day 14 and 28 for all aggregate and MMC treatments (0.31 

+/- 0.002 µg CO2-C g dry soil-1 day-1) (Figure 3.2). 

Total CO2 production and calculated daily production rates both had a negative 

response to MMC treatment (MMC < control by 20-30 %) for the first six days after 

MMC application on day 0 (Figures 3.2 and 3.4). From days 6-7, there was spike in CO2 

production rates with MMC treatment observed across aggregates (2.8, 1.4, and 1.8 times 

control for Large Macro, Small Macro, and Micro, respectively). MMC-induced 

microaggregates had additional significant (p < .0001) peaks in control-normalized 

respiration rates on days 7-8 and 15-16 (both 1.5 times control) that were absent in Large 

and Small Macro (Tables 3.3, 3.4, 3.5, and 3.6). From days 7-14, MMC treatment trended 

towards a slight increase in respiration rates for all aggregates relative to non-induced 

control. After day 14, MMC treatment decreased total CO2 production for the duration of 

the experiment in Large Macro (MMC < control) but not in Small Macro (MMC = 

control) and Micro (MMC > control) aggregates.   

Viral and Bacterial Abundances 

Mean viral particle abundance (Virus) was significantly affected by day (p < .0001) 

and aggregate fraction (p = 0.01), both of which showed significant interactions with 

MMC treatment (Table 3.7). Across aggregate and MMC treatments, Virus was lowest 
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on day 0 (3.4 x 107 ± 2.6 x 106 viral particles g dry soil-1) and highest on day 14 (1.7 x 

109 ± 1.3 x 108 viral particles g dry soil-1, representing a 50-fold increase from day 0 

levels) (Figure 3.5a). Net viral particle production rates were positive through day 14, and 

highest across Agg and MMC treatments from days 0-3 (ranging from 12-to-19 x 107 

viral particles day-1. From days 14 to 28, there was a net decrease in Virus (i.e., negative 

production) by ~80% was observed across MMC treatments and aggregate fractions on 

day 28. Virus tended to scale negatively with aggregate size, with Micro having 

significantly greater Virus than Large Macro and Small Macro aggregates across all 

sampling days and MMC treatments. Relative to control, MMC treatment had a positive 

effect (MMC > control) on Virus in Large Macro on days 7, 14, and 28, in Small Macro 

on days 14 and 28, and in Micro on day 28.  

Mean bacterial abundance (Bacteria) was significantly affected by MMC treatment 

and sampling day (p < .0001) (Table 3.7).. Significant (p < .05) two-way interactions 

were observed between Agg * Day and MMC * Day, indicative of inconsistent trends in 

response to MMC treatment by day and aggregate size. Bacteria significantly increased 

by sampling day across Agg and MMC treatments, with MMC treatment initially 

decreasing Bacteria relative to control by 24% (2.03 x 107 ± 1.5 x 106 cells g dry soil-1 for 

control, 1.55 x 107 ± 1.1 x 106 cells g dry soil-1 for MMC) (Figure 3.5b). Across 

aggregates, maximum net virus production rates were observed from days 0-3 in MMC-

treated samples (mean of 24 x 106 cells g dry soil-1 day-1) and from days 7-14 in non-

induced control (means of 23, 50, and 30 x 106 cells g dry soil-1 day-1 for Large Macro, 

Small Macro, and Micro aggregates, respectively). At the end of incubation (day 28), 
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Bacteria was 25-30 times greater than day 0 with MMC resulting in a net decrease 

relative to control by 38%. Differences among aggregate fractions became more 

pronounced as incubation progressed, with Small Macro ≥ Micro > Large Macro at day 

28.  

Virus-Bacteria Ratio (VBR) was significantly affected by MMC and Day with three-

way Agg * MMC * Day interaction (p < .05) (Table 3.7). Across aggregate fractions, 

mean VBR was initially low on day 0 (1.8 ± 0.5 for control and 2.4 ± 0.5 for MMC), 

increased to a maximum over days 3-14, then decreased to a minimum value by day 28 

(Figure 3.5c). The greatest VBR observed was in Small Macro on day 14 (11.0 ± 0.9). 

MMC treatment increased VBR as incubation proceeded, with MMC significantly 

increasing VBR relative to control on days 14 and 28 for all aggregate sizes.  

Dissolved Organic Carbon and Inorganic Nitrogen 

DOC varied significantly with aggregate size, MMC induction treatment, and day 

(p < .05) (Table 3.7 and Figure 3.6a). Two-way interactions were significant for Agg * 

Day and MMC * Day indicating response to MMC treatment varied by aggregate and 

day. Effects of Agg were significant only on days 0 and 3 (greatest in Small Macro) and 

of MMC treatment on day 3 (control < MMC). On day 7, MMC-treated Micro aggregates 

had elevated DOC relative other treatment combinations (0.21 ± 0.003 mg DOC g dry 

soil-1). No significant effects of Agg and MMC treatment were observed for DOC on 

days 14 and 28 when all samples converged at a mean of 0.19 ± 0.001 mg DOC g dry 

soil-1. 
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The inorganic N pool was dominated by ammonium with small contribution from 

nitrate (less than 0.5 µg NO3-N g dry soil-1) throughout the experiment. Ammonium was 

significantly affected by aggregate size and day with significant Agg * Day and MMC * 

Day interactions (p < .05; Table 3.7). Across aggregate and MMC treatments, NH4 

significantly increased with each sampling day. Insignificant effect of MMC treatment 

was observed across aggregates until Day 28 in the Micro aggregate fraction (57.1 ± 5.0 

µg NH4-N g dry soil-1 for control and 72.7 ± 6.3 µg NH4-N g dry soil-1 for MMC) (Figure 

3.6b). Large Macro tended to have lower mean NH4 regardless of MMC or Day.  

Extracellular Enzyme Activities 

All enzymes were significantly affected by Day and two-way Agg * MMC interaction 

(p < .05) indicating varying response to MMC treatment with aggregate size (Table 3.8). 

Of the seven enzymes assayed, PHOS had the highest activity followed by BG then NAG 

(Figures 3.7 and 3.8). Activities of AG, CB, LAP, and XYL less than 10 nmol g dry soil-1 

h-1. The effect of sampling day was significant (p < .05) without interactions for AG, BG, 

CB, and LAP. Except for PHOS, which peaked in activity at day 3, Activities of all 

enzymes except PHOS increased from day 0 through day 14 and showed minimum 

activities on days 0 and 28. For PHOS, MMC-treated aggregates had peak activity on 

days 7-14 while control (non-induced) aggregates had peak activity on day 3.  

Relative to control, MMC treatment tended to decrease enzyme activities in Large 

Macro and increase activities in Small Macro and Micro aggregates (except LAP).  

Microaggregates showed a spike in activities of LAP (day 3) and NAG (day 14) with 

MMC treatment that was absent in both macroaggregates. A significant positive response 
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to MMC was observed relative to control for activities of CB (peaked days 3-7 in Micro) 

and XYL (peaked day 14 in Small Macro and Micro).  At the end of incubation, MMC 

treatment significantly decreased activities of BG, CB, and XYL relative to control across 

all aggregate fractions, whereas a positive response (MMC > control) was observed for 

AG, LAP, NAG, and PHOS.  

Multivariate statistical relationships 

Respiration was excluded from multivariate analyses because of the lack of data for 

day 0. PCA was conducted initially on datasets i) including respiration but excluding all 

day 0 data (n = 96) and ii) excluding respiration but including all days (n = 120); 

cumulative variance explained was slightly higher in the later and was therefore used for 

the Principal Components Analysis (PCA).  

Viral abundance had significant (p < .05) moderate positive correlation with Bacteria 

(r = 0.62), VBR (r = 0.56), and activities of AG, NAG, PHOS, and XYL (r = 0.4) (Tables 

3.9 and 3.10). VBR had low correlation with Bacteria, indicating greater dependence of 

VBR on changes in Virus than Bacteria. DOC was negatively correlated with Virus ((r = 

-0.74), Bacteria (r = -0.84), and activities of NAG (r = -0.31) and XYL (r = 0.41). 

Moderate-to-high positive correlation was observed between all pairs of enzyme 

activities except those including LAP which were low and/or not significant. Activities of 

BG, CB, and PHOS were more correlated with CumResp than RespRate, while activities 

of AG, NAG, and XYL were more correlated with RespRate than CumResp (Tables 3.11 

and 3.12).   
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The PCA found that three PCs accounted for 78.0 % of the total variability in the 

dataset, fulfilling criteria of having eigenvalues greater than one and a cumulative 

fraction of total variance of at least 70% (Jollitte, 2002) (Table 3.13). PC1 explained 40.7 

% of total variance with seven variables having high positive loadings: Virus and all 

enzyme activities except LAP. With PC2, an additional 26.3 % of total variance was 

explained with Bacteria, DOC, and NH4 (loading scores of -0.84, 0.74, and -0.83, 

respectively). PC3 explained an additional 11.1 % of total variance with VBR (loading 

score = -0.69) and LAP (loading score = 0.62). The position of the loading vector for 

VBR indicates greater dependence on changes of Virus than Bacteria (Figure 3.9a).  

Two-dimensional visualization of the first two components displayed clustering in the 

score plot by sampling day but not aggregate fraction or MMC treatment. Day 0 formed a 

separate cluster from the other sampling days (Figure 3.9). These findings are consistent 

with ANOVA results that found sampling day to be the most influential treatment (i.e., 

samples measured on a given sampling day were more alike than samples from other 

days regardless of MMC or Agg). Despite some findings of significant differences using 

ANOVA, clustering by aggregate size and MMC treatment was not evident from the 

PCA.  

3.4 Discussion 

In this study, Mitomycin C (MMC) was used to induce viral lysis in a mixed natural 

microbial community of aggregate soil slurries. To our knowledge, this work represents 

the first effort to study virus-microbe interactions on a timescale of weeks and within a 

bulk soil. While we hypothesized that MMC-induction of viral lysis at time zero would 



 

102 

  

increase respiration, viral and bacterial abundances, enzyme activities, and DOC relative 

to non-induced control, observed trends in these pools varied significantly by sampling 

day (except for DOC, which had low sensitivity in response to all treatments).  After 28 

day incubation, induction treatment significantly increased viral abundance and decreased 

bacterial abundances relative to control. This lends support to our hypothesis that virus-

microbe-DOM cycling would be observed beyond a short hourly timescale. The direction 

of trends in viral abundance and microbial responses to MMC induction treatments 

between successive sampling events were similar across aggregate fractions but differed 

in magnitude. These findings could reflect the influence of overarching controls on virus-

microbe interactions at the scale of bulk soil, which are ultimately affected by aggregate-

scale habitat properties. In contrast to our third hypothesis, however, the magnitude of 

microbial responses to MMC induced lysis, as well as background viral abundances 

under control (non-induced) conditions, tended to scale negatively with aggregate size 

(MicroAgg > SmallAgg > LargeMacro). These findings indicate the potential for within 

bulk soil heterogeneity in virus-microbe interactions and viral abundances at the scale of 

aggregate size fractions, such that the underlying mechanisms explaining our 

observations warrant further study. Moving beyond the scale of single timepoint 

measurement of bulk soil will shed light on the scale of virus-microbe-DOM interactions 

most relevant to microbial functional processes. Establishing this link is critical for 

placing viral ecology within the context of soil biogeochemical cycling and carbon 

stabilization. 
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Temporal Effects of MMC-Induced Viral Lysis 

Sampling day was the most influential experimental treatment applied in this 

controlled incubation study. Under control (non-induced) and lysis induction treatments, 

these data demonstrate variability in soil native free viral abundance on the timescale of 

days-to-weeks. Previous studies have observed strong temporal control of viral 

abundance and diversity in bulk soil with monthly sampling (Roy et al., 2020; Narr et al., 

2017). Along with our study, these findings point towards the complex, cross-scale nature 

of viral ecology and the controls on microbial life in soils. This has been demonstrated in 

aquatic ecosystems, which exhibit variability at the temporal scale of hours-to-seasons 

(REFS).  

While we hypothesized that induction of viral lysis would increase sizes of the pools 

included in the viral shunt (i.e., virus and bacteria, extracellular enzyme activities, and 

DOC), significant interactions between sampling day and MMC complicated 

interpretation. To disentangle these effects, we have identified three phases in these data 

that describe general trends observed across all aggregate fractions: i) an initial Stress 

Response Phase from days 0-7, ii) a Net Lytic Phase from days 7-14, and iii) Net 

Lysogenic Phase from days 14-28.   

Phase I: During the Stress Response Phase, microbes were likely acclimating to the 

stress of re-wetting of air dry aggregates when slurries were prepared at time zero. 

Depressed respiration rates were observed in this study for six days with or without 

MMC treatment, and while these effects are impossible to disentangle in the current 

study, these data suggest that drying and/or rewetting imposed a stress to the microbial 
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community that was enhanced in magnitude by MMC addition. Continued growth of 

bacteria during Phase I is expected from populations not susceptible to MMC induction 

effects and/or most tolerant to desiccation.  

Stress from MMC treatment persisted until day 6, when there was an across-

aggregate fraction spike in respiration rates relative to non-induced control from days 6-

7. With a lack of new C inputs to the system, the source for the observed CO2 spike with 

MMC could reflect consumption of lytic products made available to newly growing 

microbes during early days of incubation. Although these lytic products should be 

detectable as an increase in the amount of DOC, a net decrease during the first week was 

observed that suggests net positive consumption. This timeframe would be consistent 

with observations by Noble and Fuhrman (1999) that radiolabeled viral lysis products 

turn over rapidly (1-4 days) in marine water samples. In this study DOC was defined by 

filtration at 1.0 µm, which could be too large to capture shifts in the < 0.22 µm fraction 

that lacks microbial cells.  

Phase II: The Net Lytic Phase (days 7-14) was characterized by net positive 

production rates of viruses and bacteria with high CO2 production, DOC, and activities of 

all enzymes. High microbial activity and net bacterial production despite high viral 

abundance could be indicative of low consequences for microbial growth stemming from 

viral predation pressure. It is also possible that viruses released upon MMC induction had 

low infection rates towards the actively growing host community on this extended 

timescale. Recycling of lytic products made available during early Phase I may have 

fueled ongoing microbial activity and subsequent increases in dissolved substrate supply 
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and demand. Production of enzymes by microbes is an energy intensive process (Burns et 

al., 2013; Schimel and Schaeffer, 2012), such that observed increases in activity 

(especially for C and N targeting enzymes) point towards an increased metabolic 

investment in enzyme production relative to early incubation (Phase I). This provides 

evidence of potential changes in resource allocation patterns and growth efficiency of 

microbial consumers that was especially pronounced with MMC induction treatment. 

Differing temporal trends between C and N acquiring enzymes and P targeting PHOS 

suggest key shifts in microbial energy and/or nutrient supply and demand between early, 

middle, and late incubation across treatments.  

Observations of high viral abundance can result from increased production and/or 

decreased destruction (e.g., stabilization). Major virus production processes would 

include continued release of viral particles during repeated lysis events associated with 

drying and/or MMC exposure, environmental stressors imposed on microbes during 

incubation (e.g., declining oxygen availability between venting events), and low levels of 

spontaneous induction events (Howard Varona et al., 2017). Abiotic processes that 

contribute to virus stabilization would include effects of prolonged water saturation and 

resulting shifts in net sorption/desorption behavior of organic coatings on mineral 

surfaces (e.g., related to changes in hydrophobicity), destruction of aggregate structures 

leading to exposure of previously occluded OM and viruses, and transport of viruses and 

small DOM from nano- and micro-pores to larger pore sizes upon rewetting of air dry 

soil (Bailey et al., 2019; Kaiser et al., 2015; von Lûtzow et al., 2006; Kalbitz et al., 2000). 

While sorption and transport of soil viruses have been studied using model systems 
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(Kimura et al., 2011; Zhuang and Jin, 2003; Jin and Flury, 2002; Bitton, 1975), it remains 

unclear how such processes affect autochthonous virus infectivity and in situ turnover 

processes. Based on previous experimentation with aggregate fractions, we expect 

equilibrium of soil water and destruction of large macroaggregate structures to have 

occurred by Phase II, whereas conformational changes in organomineral associations 

would likely occur throughout the incubation.  

Phase III: During the final Net Lysogenic Phase (days 14-28), there was net negative 

virus production with net positive bacteria production. Lysis of infected hosts releases 

daughter phages of the same lineage, such that with repeated cycles of lysis in a closed 

system the number of viruses overwhelms the supply of susceptible hosts, and the virus 

population crashes over time (Wommack and Colwell, 2000). In contrast to Phase II, 

negative net virus production over this two week period reflects a predominance of viral 

particle destruction/inactivation rather than production processes. In aquatic ecosystems, 

the turnover time of virus particles has been found to range from 0.1 to 25 days falling 

within the timeframe of this experiment (Wommack and Colwell, 2000; Suttle, 1994).  

Although continued bacterial growth occurred in the absence of viral predation 

pressure, the drop in activities of all enzymes by day 28 suggests a decline in microbial 

investment in enzyme production that, along with declining respiration rates, could 

reflect change in microbial growth patterns (e.g., C and/or substrate use efficiency, 

dormancy) in response to progressive C or nutrient limitation (Schimel, 2018; Schimel 

and Schaeffer, 2012). These observed changes in microbial activities over time could 

reflect a community level shift towards net lysogeny where little to no new viral material 
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is actively produced via lysis. Lysogenic conversion allows vertical transmission of viral 

genes while conferring beneficial fitness traits to the host (e.g., via acquisition of phage-

encoded traits or superinfection immunity) that promote cell division and growth (Correa 

et al., 2021; Howard-Varona et al., 2017; Obeng et al., 2016; Zimmerman et al., 2020). In 

this study, it is possible that we observed a functional shift in the metabolic footprint of 

the microbial community during late-incubation where viral infection altered central 

carbon and energy metabolism activities to aid host survival under progressive energy 

limitation (Howard-Varona et al., 2020; Zimmerman et al., 2020). While we did not study 

shifts in microbial community structure, these virus-host dynamics were likely to impose 

a selective pressure that altered the composition of the active microbial community 

throughout the course of incubation (Chen et al., 2019).  

Aggregate effects of MMC-Induced Viral Lysis 

While we observed evidence of aggregate level control of these dynamics, the 

magnitude of the response among aggregate fractions was often unexpected. For 

example, in control (non-induced) samples, Virus, Bacteria, DOC, and respiration 

averaged across all days were higher in micro- than macro-aggregates. These findings 

could be a relic of the dry sieving approach used to isolate aggregate fractions, which is 

expected to have transferred some OM associated with macroaggregates to the 

microaggregate fraction. Our findings suggest that microaggregates may harbor greater 

abundances of bacterial hosts and viral predators relative to macroaggregates,  

Although macroaggregates have greater total C and nutrient contents, studies have 

shown that most microbes in soil inhabit micropores due to benefits of water film 
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hydration and size exclusion from higher predators (Erktan et al., 2020; Frey, 2015). Our 

findings support this idea and suggest that at the aggregate scale, microaggregates may 

harbor greater abundances of bacterial hosts and viral predators relative to 

macroaggregates. Slurry conditions would equilibrate water potential across the 

aggregate pore networks, likely disrupting this fine scale spatial distribution of microbes. 

While these conditions were deliberately applied, they undoubtedly differ from those 

typically experienced by soil microbes.  

In contrast, activities for all enzymes were highest in large macroaggregates. Together 

these findings could reflect increased growth efficiency in large macroaggregates where a 

greater proportion of microbial products (e.g., enzymes, exudates, polysaccharides) are 

produced relative to CO2 per unit substrate C consumed. This would be consistent with a 

greater proportion of recently deposited, labile C in the large macroaggregate fraction 

that would have been made available with the aggregate slaking effect of the soil slurry. 

Furthermore, MMC induced large macroaggregates showed the largest magnitude spike 

in respiration rates from days 6-7, along with increased DOC measured relative to control 

treatment on day 7 that was absent in small macroaggregates and microaggregates. The 

observed 24 h hot moment of increased microbial activity from days 6-7 with MMC 

induction is expected to be associated with initially dominant, fast-growing lysogens that 

were subsequently lysed (or otherwise killed) from days 7-14. The spatiotemporal scale 

of relevance for community-scale diversity patterns and their relationship to ecosystem 

functions could be further disentangled with further mechanistic experimentation in 

combination with advanced ‘omics techniques.   
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The finding of greater CO2 production in MMC-treated small aggregates (SmallAgg 

and MicroAgg) but not Large Macro was also curious. One potential explanation for 

these results is that consumption of viral lysis products in small aggregates prompted a 

priming response. Relative to large and small macroaggregates, microaggregates are 

expected to have less readily available labile substrate in small pores, and as such, may 

have necessitated mining of endogenous SOM sources in smaller aggregates. A 

predominance of small pore rather than large pores has been associated with a greater 

positive priming effect (Toosi et al., 2017). On the other hand, higher rates of virus 

inactivation have been experimentally associated with the presence of a natural bacterial 

community and particulate OM (Wommack and Colwell, 2000); both influences are 

expected to be more pronounced in large macroaggregates, potentially explaining lower 

viral abundances relative to smaller aggregates. 

3.5 Conclusions 

Expression of the full viral shunt depends upon spatiotemporal contact between i) a 

susceptible host and active virus and ii) actively growing microbes, extracellular 

enzymes, and substrate, both of which would be more easily attained in a well-mixed 

aquatic habitat. The minimal constraint on physical accessibility for aquatic viruses and 

microbes likely promote a relatively active viral shunt cycle in these environments 

relative to soils. While soil viral ecologists have long worked under the assumption that 

virus-microbe interactions in soils can be explained by knowledge from aquatic 

ecosystems, there is ample evidence regarding soil-specific controls on microbial 

functional activity that could likely apply to virus-soil and virus-microbe interactions 
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across space and time. These fundamental controls in soils will only be revealed with use 

of creative, mechanistic experimentation informed by emerging conceptual models from 

both aquatic and terrestrial ecosystems.  

Physical fractionation of bulk soil has proven a valuable tool for understanding 

interactions between soil structure, organic matter characteristics, and microbial activity. 

Using this approach, we provide the first evidence of potential heterogeneity at the bulk 

soil scale in viral and microbial community dynamics over time. Our results suggest the 

presence of some universal controls on virus-microbe interactions across aggregates, as 

well as unique responses to induction of viral lysis that point toward differences in 

aggregate-level substrate availability, host abundance, and/or microbial physiology. Our 

findings suggest that a shift towards net lysogeny occurred alongside a change in 

microbial activity evident as decreased respiration rates, lower net bacterial abundance, 

and decreased synthesis of extracellular enzymes despite continued growth. The 

predominance of lysogeny could increase host fitness during extended periods of low 

substrate availability in soil. These findings have cross-scale implications for 

understanding aggregate level controls on microbial processes in soils and ecosystem 

level influence of viruses on terrestrial ecosystem biogeochemical functions. For 

example, viral lysis could positively affect soil C stabilization if recycling of viral lysis 

products is associated with increased long-term production of microbially processed, 

stabilized organic matter. Conversely, priming responses initiated by hot moments of 

viral lysis in fine pore spaces could lead to soil C destabilization.  
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Moving forward, there is need to improve understanding of how soil water content 

affects viral ecology and virus-microbe interactions across scales. Soil water availability 

is a dynamic soil property that controls microbial activity in soils across space and time. 

It is likely that phage production rates and turnover times are also affected by soil water 

dynamics. Knowledge of how soil water distribution impacts viral transport and survival 

within the soil is limited but is a necessary next step to understand how shifts in water 

availability (e.g., with drying and rewetting cycles, extended drought, or flooding) could 

impact viral abundance and reproductive strategies relative to their microbial hosts under 

a changing climate.
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Table 3.1. List of extracellular hydrolytic enzymes assays for maximum potential 

activities in aggregate size fractions.  

Table includes enzyme abbreviation, enzyme commission (EC) number, and the fluorescently 

labeled substrate used for the assay. Fluorescent labels of substrates are 4-methylumbelliferyl 

(MUB) and 4-methylcoumarin (MUC). Broad degradation target for enzymes are as follows: sugars 

(AG, BG), cellulose (CB), protein (LAP), chitin/amino sugar polymer (NAG), organic phosphorous 

(PHOS), and hemicellulose (XYL).  

 

Enzyme EC Substrate 

α-Glucosidase (AG) 3.2.1.20 4-MUB-α-D-Glucopyranoside 

β-Glucosidase (BG) 3.2.1.21 4-MUB-β-D-Glucopyranoside  

β-D-Cellubiosidase (CB) 3.2.1.91 4-MUB-β-D-Cellobioside  

Leucine Aminopeptidase (LAP) 3.2.11.1 L-Leucine-MUC Hydrochloride  

N-Acetyl-β-D-Glucosaminidase (NAG) 3.2.1.30 4-MUB-N-Acetyl-β-D-Glucosaminide 

Acid Phosphatase (PHOS) 3.1.3.2 4-MUB Phosphate  

β-Xylosidase (XYL) 3.2.1.37 4-MUB-β-D-Xylopyranoside  
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Table 3.2. Results of three-way Analysis of Variance (ANOVA) for respiration with 

fixed effects of Aggregate size fraction (Agg), Mitomycin C (MMC) induction 

treatment, and sampling day (Day) in the mixed model.  

CumResp is Cumulative Respiration and RespRate is daily respiration rate corresponding to 

destructive sampling events for other analyses (days 3, 7, 14, and 28; n = 64). Num DF is 

Numerator Degrees of Freedom, Denominator DF = 72 for all effects. Statistically significant (p < 

.05) effects are indicated using bold text with an ‘*’ for p < .0001.  

 

  

Source 

  

Num 

DF 

CumResp 
 

RespRate 
 

F p F p 

Agg 2 210.1 * 157.8 * 

MMC 1 98.2 * 256.7 * 

Day 3 12245.2 * 1210.0 * 

Agg*MMC 2 3.4 0.040 0.6 0.529 

Agg*Day 6 45.6 * 13.3 * 

MMC*Day 3 11.4 * 34.9 * 

Agg*MMC*Day 6 3.5 0.004 1.9 0.102 
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Table 3.3. Results of one-way Analysis of Variance for high frequency respiration 

data (RESP28) by Aggregate size fraction.  

The ANOVA model included fixed effect of sampling day. SS is Sum of Squares, DF is Degrees of 

Freedom, MS is Mean Squares.  

 

Aggregate Source SS DF MS F p 

Large Macro Between 17.5 18 0.97051 27.17 3.22E-50 

 
Within 9.6 269 0.03572   

 
Total 27.1 287    

Small Macro Between 9.6 18 0.53157 12.36 3.93E-26 

 
Within 11.6 269 0.04298   

 
Total 21.1 287    

Micro Between 16.5 18 0.91743 24.78 6.38E-47 

 
Within 9.9 269 0.03702   

  Total 26.5 287    
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Table 3.4. Results of Tukey’s Least Significant Difference (LSD) test for one-way 

Analysis of Variance of control-normalized high frequency respiration (RESP28) data 

for Large Macroaggregates.  

The ANOVA model included fixed effect of sampling day. Significance levels (Signif) are 

indicated as follows: ***** (p = .00001), **** (p = .0001, *** (p = .001), ** (p = .01), and * (p = 

.05). Comparisons where p > .05 are excluded from the list.  

 

Groups Means p Signif 

Large1 vs Large10 [0.781465992802098, 1.0709504271976] 0.0002 *** 

Large1 vs Large18 [0.781465992802098, 1.07673881829271] 0.0130 * 

Large1 vs Large24 [0.781465992802098, 1.11161896956293] 0.0021 ** 

Large1 vs Large27 [0.781465992802098, 1.10596208120471] 0.0029 ** 

Large1 vs Large7 [0.781465992802098, 1.83275913928629] 0.0000 ***** 

Large1 vs Large9 [0.781465992802098, 1.0491411565024] 0.0009 *** 

Large10 vs Large2 [1.0709504271976, 0.848725448314829] 0.0193 * 

Large10 vs Large4 [1.0709504271976, 0.806658859503594] 0.0030 ** 

Large10 vs Large6 [1.0709504271976, 0.662302036358485] 0.0000 ***** 

Large10 vs Large7 [1.0709504271976, 1.83275913928629] 0.0000 ***** 

Large14 vs Large6 [0.986895082075044, 0.662302036358485] 0.0000 **** 

Large14 vs Large7 [0.986895082075044, 1.83275913928629] 0.0000 ***** 

Large15 vs Large6 [1.00539896984327, 0.662302036358485] 0.0019 ** 

Large15 vs Large7 [1.00539896984327, 1.83275913928629] 0.0000 ***** 

Large16 vs Large6 [0.941720956690329, 0.662302036358485] 0.0402 * 

Large16 vs Large7 [0.941720956690329, 1.83275913928629] 0.0000 ***** 

Large18 vs Large6 [1.07673881829271, 0.662302036358485] 0.0000 **** 

Large18 vs Large7 [1.07673881829271, 1.83275913928629] 0.0000 ***** 

Large2 vs Large6 [0.848725448314829, 0.662302036358485] 0.0363 * 

Large2 vs Large7 [0.848725448314829, 1.83275913928629] 0.0000 ***** 

Large21 vs Large7 [0.904131961456802, 1.83275913928629] 0.0000 ***** 

Large22 vs Large6 [1.04061728629801, 0.662302036358485] 0.0003 *** 

Large22 vs Large7 [1.04061728629801, 1.83275913928629] 0.0000 ***** 

Large24 vs Large4 [1.11161896956293, 0.806658859503594] 0.0130 * 

Large24 vs Large6 [1.11161896956293, 0.662302036358485] 0.0000 ***** 
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Table 3.4 continued 

Groups Means p Signif 

Large24 vs Large7 [1.11161896956293, 1.83275913928629] 0.0000 ***** 

Large25 vs Large7 [0.868783760546445, 1.83275913928629] 0.0000 ***** 

Large27 vs Large4 [1.10596208120471, 0.806658859503594] 0.0168 * 

Large27 vs Large6 [1.10596208120471, 0.662302036358485] 0.0000 ***** 

Large27 vs Large7 [1.10596208120471, 1.83275913928629] 0.0000 ***** 

Large28 vs Large6 [1.00763508329645, 0.662302036358485] 0.0017 ** 

Large28 vs Large7 [1.00763508329645, 1.83275913928629] 0.0000 ***** 

Large3 vs Large6 [0.874944570072689, 0.662302036358485] 0.0158 * 

Large3 vs Large7 [0.874944570072689, 1.83275913928629] 0.0000 ***** 

Large4 vs Large7 [0.806658859503594, 1.83275913928629] 0.0000 ***** 

Large4 vs Large9 [0.806658859503594, 1.0491411565024] 0.0119 * 

Large6 vs Large7 [0.662302036358485, 1.83275913928629] 0.0000 ***** 

Large6 vs Large8 [0.662302036358485, 0.914376747264162] 0.0066 ** 

Large6 vs Large9 [0.662302036358485, 1.0491411565024] 0.0000 ***** 

Large7 vs Large8 [1.83275913928629, 0.914376747264162] 0.0000 ***** 

Large7 vs Large9 [1.83275913928629, 1.0491411565024] 0.0000 ***** 
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Table 3.5. Results of Tukey’s Least Significant Difference (LSD) test for one-way 

Analysis of Variance of control-normalized high frequency respiration (RESP28) for 

Small Macroaggregates.  

The ANOVA model included fixed effect of sampling day. Significance levels (Signif) are 

indicated as follows: ***** (p = .00001), **** (p = .0001, *** (p = .001), ** (p = .01), and * (p = 

.05). Comparisons where p > .05 are excluded from the list.  

 

Groups Means p Signif 

Small1 vs Small10 [0.789335517824309, 1.13589443214766] 0.0000 **** 

Small1 vs Small14 [0.789335517824309, 1.09308084115641] 0.0004 *** 

Small1 vs Small16 [0.789335517824309, 1.35828710350645] 0.0000 ***** 

Small1 vs Small21 [0.789335517824309, 1.18207282913165] 0.0004 *** 

Small1 vs Small22 [0.789335517824309, 1.1698251856488] 0.0008 *** 

Small1 vs Small24 [0.789335517824309, 1.11722010459826] 0.0109 * 

Small1 vs Small25 [0.789335517824309, 1.38165302334503] 0.0000 ***** 

Small1 vs Small7 [0.789335517824309, 1.04877475117638] 0.0079 ** 

Small1 vs Small9 [0.789335517824309, 1.05290421352864] 0.0062 ** 

Small10 vs Small2 [1.13589443214766, 0.819087464796337] 0.0002 *** 

Small10 vs Small3 [1.13589443214766, 0.702611971147124] 0.0000 ***** 

Small10 vs Small4 [1.13589443214766, 0.779977087576375] 0.0000 **** 

Small10 vs Small6 [1.13589443214766, 0.775098550139145] 0.0000 **** 

Small14 vs Small2 [1.09308084115641, 0.819087464796337] 0.0032 ** 

Small14 vs Small3 [1.09308084115641, 0.702611971147124] 0.0000 ***** 

Small14 vs Small4 [1.09308084115641, 0.779977087576375] 0.0007 *** 

Small14 vs Small6 [1.09308084115641, 0.775098550139145] 0.0005 *** 

Small15 vs Small3 [1.03777293339034, 0.702611971147124] 0.0126 * 

Small16 vs Small18 [1.35828710350645, 0.983814022356807] 0.0413 * 

Small16 vs Small2 [1.35828710350645, 0.819087464796337] 0.0000 ***** 

Small16 vs Small3 [1.35828710350645, 0.702611971147124] 0.0000 ***** 

Small16 vs Small4 [1.35828710350645, 0.779977087576375] 0.0000 ***** 

Small16 vs Small6 [1.35828710350645, 0.775098550139145] 0.0000 ***** 

Small16 vs Small8 [1.35828710350645, 0.92176056302573] 0.0003 *** 

Small18 vs Small25 [0.983814022356807, 1.38165302334503] 0.0195 * 
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Table 3.5 continued 

Groups Means p Signif 

Small2 vs Small21 [0.819087464796337, 1.18207282913165] 0.0020 ** 

Small2 vs Small22 [0.819087464796337, 1.1698251856488] 0.0037 ** 

Small2 vs Small24 [0.819087464796337, 1.11722010459826] 0.0381 * 

Small2 vs Small25 [0.819087464796337, 1.38165302334503] 0.0000 ***** 

Small2 vs Small7 [0.819087464796337, 1.04877475117638] 0.0406 * 

Small2 vs Small9 [0.819087464796337, 1.05290421352864] 0.0328 * 

Small21 vs Small3 [1.18207282913165, 0.702611971147124] 0.0000 ***** 

Small21 vs Small4 [1.18207282913165, 0.779977087576375] 0.0005 *** 

Small21 vs Small6 [1.18207282913165, 0.775098550139145] 0.0004 *** 

Small22 vs Small3 [1.1698251856488, 0.702611971147124] 0.0000 **** 

Small22 vs Small4 [1.1698251856488, 0.779977087576375] 0.0010 *** 

Small22 vs Small6 [1.1698251856488, 0.775098550139145] 0.0008 *** 

Small24 vs Small3 [1.11722010459826, 0.702611971147124] 0.0003 *** 

Small24 vs Small4 [1.11722010459826, 0.779977087576375] 0.0115 * 

Small24 vs Small6 [1.11722010459826, 0.775098550139145] 0.0093 ** 

Small25 vs Small3 [1.38165302334503, 0.702611971147124] 0.0000 ***** 

Small25 vs Small4 [1.38165302334503, 0.779977087576375] 0.0000 ***** 

Small25 vs Small6 [1.38165302334503, 0.775098550139145] 0.0000 ***** 

Small25 vs Small7 [1.38165302334503, 1.04877475117638] 0.0303 * 

Small25 vs Small8 [1.38165302334503, 0.92176056302573] 0.0001 **** 

Small25 vs Small9 [1.38165302334503, 1.05290421352864] 0.0352 * 

Small27 vs Small3 [1.05920775083344, 0.702611971147124] 0.0049 ** 

Small28 vs Small3 [1.03136890371223, 0.702611971147124] 0.0165 * 

Small3 vs Small7 [0.702611971147124, 1.04877475117638] 0.0001 **** 

Small3 vs Small9 [0.702611971147124, 1.05290421352864] 0.0001 **** 

Small4 vs Small7 [0.779977087576375, 1.04877475117638] 0.0102 * 

Small4 vs Small9 [0.779977087576375, 1.05290421352864] 0.0081 ** 

Small6 vs Small7 [0.775098550139145, 1.04877475117638] 0.0078 ** 

Small6 vs Small9 [0.775098550139145, 1.05290421352864] 0.0062 ** 
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Table 3.6. Results of Tukey’s Least Significant Difference (LSD) test for one-way 

Analysis of Variance of control-normalized high frequency respiration (RESP28) data 

for Microaggregates (Micro). 

The ANOVA model included fixed effect of sampling day. Significance levels (Signif) are 

indicated as follows: ***** (p = .00001), **** (p = .0001, *** (p = .001), ** (p = .01), and * (p = 

.05). Comparisons where p > .05 are excluded from the list.  

 

Groups Means p Signif 

Micro1 vs Micro10 [0.718008489196876, 1.09242718967109] 0.0000 ***** 

Micro1 vs Micro14 [0.718008489196876, 1.13896068196585] 0.0000 ***** 

Micro1 vs Micro15 [0.718008489196876, 1.05515470071612] 0.0020 ** 

Micro1 vs Micro16 [0.718008489196876, 1.56190481943208] 0.0000 ***** 

Micro1 vs Micro18 [0.718008489196876, 0.989921528555483] 0.0465 * 

Micro1 vs Micro21 [0.718008489196876, 1.31393980158063] 0.0000 ***** 

Micro1 vs Micro22 [0.718008489196876, 1.27262133499054] 0.0000 ***** 

Micro1 vs Micro24 [0.718008489196876, 1.0799205760224] 0.0005 *** 

Micro1 vs Micro25 [0.718008489196876, 1.28229327119522] 0.0000 ***** 

Micro1 vs Micro27 [0.718008489196876, 1.20743751635096] 0.0000 ***** 

Micro1 vs Micro7 [0.718008489196876, 1.29849460164956] 0.0000 ***** 

Micro1 vs Micro9 [0.718008489196876, 1.2520834048145] 0.0000 ***** 

Micro10 vs Micro16 [1.09242718967109, 1.56190481943208] 0.0000 ***** 

Micro10 vs Micro2 [1.09242718967109, 0.821250474027316] 0.0010 *** 

Micro10 vs Micro3 [1.09242718967109, 0.768534978428061] 0.0001 **** 

Micro10 vs Micro4 [1.09242718967109, 0.725892277741727] 0.0000 ***** 

Micro10 vs Micro6 [1.09242718967109, 0.716282020039069] 0.0000 ***** 

Micro10 vs Micro8 [1.09242718967109, 0.845731138497659] 0.0395 * 

Micro14 vs Micro16 [1.13896068196585, 1.56190481943208] 0.0001 *** 

Micro14 vs Micro2 [1.13896068196585, 0.821250474027316] 0.0000 **** 

Micro14 vs Micro3 [1.13896068196585, 0.768534978428061] 0.0000 ***** 

Micro14 vs Micro4 [1.13896068196585, 0.725892277741727] 0.0000 ***** 

Micro14 vs Micro6 [1.13896068196585, 0.716282020039069] 0.0000 ***** 

Micro14 vs Micro8 [1.13896068196585, 0.845731138497659] 0.0033 ** 
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Table 3.6 continued  

Groups Means p Signif 

Micro22 vs Micro8 [1.27262133499054, 0.845731138497659] 0.0001 **** 

Micro24 vs Micro3 [1.0799205760224, 0.768534978428061] 0.0124 * 

Micro24 vs Micro4 [1.0799205760224, 0.725892277741727] 0.0015 ** 

Micro24 vs Micro6 [1.0799205760224, 0.716282020039069] 0.0009 *** 

Micro25 vs Micro28 [1.28229327119522, 0.922004273955404] 0.0268 * 

Micro25 vs Micro3 [1.28229327119522, 0.768534978428061] 0.0000 ***** 

Micro25 vs Micro4 [1.28229327119522, 0.725892277741727] 0.0000 ***** 

Micro25 vs Micro6 [1.28229327119522, 0.716282020039069] 0.0000 ***** 

Micro25 vs Micro8 [1.28229327119522, 0.845731138497659] 0.0001 **** 

Micro27 vs Micro3 [1.20743751635096, 0.768534978428061] 0.0000 ***** 

Micro27 vs Micro4 [1.20743751635096, 0.725892277741727] 0.0000 ***** 

Micro27 vs Micro6 [1.20743751635096, 0.716282020039069] 0.0000 ***** 

Micro27 vs Micro8 [1.20743751635096, 0.845731138497659] 0.0029 ** 

Micro28 vs Micro7 [0.922004273955404, 1.29849460164956] 0.0014 ** 

Micro28 vs Micro9 [0.922004273955404, 1.2520834048145] 0.0125 * 

Micro3 vs Micro7 [0.768534978428061, 1.29849460164956] 0.0000 ***** 

Micro3 vs Micro9 [0.768534978428061, 1.2520834048145] 0.0000 ***** 

Micro4 vs Micro7 [0.725892277741727, 1.29849460164956] 0.0000 ***** 

Micro4 vs Micro9 [0.725892277741727, 1.2520834048145] 0.0000 ***** 

Micro6 vs Micro7 [0.716282020039069, 1.29849460164956] 0.0000 ***** 

Micro6 vs Micro9 [0.716282020039069, 1.2520834048145] 0.0000 ***** 

Micro7 vs Micro8 [1.29849460164956, 0.845731138497659] 0.0000 ***** 

Micro8 vs Micro9 [0.845731138497659, 1.2520834048145] 0.0000 ***** 
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Table 3.7. Results of three-way Analysis of Variance (ANOVA) for viral abundance, 

bacterial abundance, Virus-Bacteria Ratio (VBR), dissolved organic carbon (DOC), 

and ammonium (NH4) by aggregate size fraction (Agg), Mitomycin C (MMC) 

induction treatment, and sampling day (Day). 

Num DF is Numerator Degrees of Freedom and Denominator DF = 90 for all effects. Statistically 

significant (p < .05) effects are highlighted using bold text with an ‘*’ for p < .0001.  

 

    Virus   Bacteria   VBR   

Source 
Num 

DF 
F p F p F p 

Agg 2 4.6 0.012 1.0 0.367 1.7 0.191 

MMC 1 2.0 0.163 17.9 * 5.7 0.020 

Day 4 369.2 * 578.8 * 96.6 * 

Agg*MMC 2 3.1 0.049 1.3 0.290 1.8 0.167 

Agg*Day 8 1.4 0.227 2.2 0.031 1.4 0.197 

MMC*Day 4 3.6 0.009 13.4 * 11.0 * 

Agg*MMC*Day 8 1.3 0.277 1.3 0.266 2.1 0.046 
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Table 3.7 continued 

    DOC   NH4   

Source 
Num 

DF 
F p F p 

Agg 2 9.9 0.000 111.0 * 

MMC 1 17.9 * 0.6 0.426 

Day 4 399.8 * 1249.8 * 

Agg*MMC 2 2.2 0.122 1.1 0.354 

Agg*Day 8 2.1 0.046 2.1 0.040 

MMC*Day 4 24.3 * 2.7 0.037 

Agg*MMC*Day 8 1.5 0.172 0.5 0.859 
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Table 3.8. Results of three-way Analysis of Variance (ANOVA) for seven extracellular 

enzyme activities.  

Fixed effects of Aggregate size fraction (Agg), Mitomycin C (MMC) induction treatment, and Day 

were included in the ANOVA model along with all two- and three-way interactions. Num DF is 

Numerator Degrees of Freedom, Denominator DF = 90 for all effects. Statistically significant (p < 

.05) effects are highlighted by bold text. 

 
    AG   BG   CB   LAP   

Source Num DF F p F p F p F p 

Agg 2 1.0 0.378 7.4 0.001 0.5 0.608 0.5 0.635 

MMC 1 0.9 0.348 1.5 0.224 0.2 0.658 3.2 0.077 

Day 4 17.9 * 25.5 * 11.2 * 5.1 0.001 

Agg*MMC 2 8.0 0.001 24.6 * 16.2 * 5.8 0.004 

Agg*Day 8 0.8 0.580 1.5 0.164 0.9 0.544 1.5 0.156 

MMC*Day 4 0.5 0.758 0.2 0.960 0.5 0.716 1.2 0.307 

Agg*MMC*Day 8 1.7 0.106 1.5 0.174 1.5 0.176 0.7 0.712 

Abbreviations: α-Glucosidase (AG), β-Glucosidase (BG), β-D-Cellubiosidase (CB), Leucine 

Aminopeptidase (LAP), N-Acetyl- β-Glucosaminidase (NAG), Acid Phosphatase (PHOS), and β-

Xylosidase (XYL). 
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Table 3.8 continued 

    NAG   PHOS   XYL   

Source Num DF F p F p F p 

Agg 2 1.4 0.263 10.1 0.0001 1.1 0.346 

MMC 1 2.8 0.097 6.3 0.014 0.2 0.686 

Day 4 26.3 * 83.6 * 27.0 * 

Agg*MMC 2 21.8 * 41.3 * 10.7 * 

Agg*Day 8 0.8 0.596 1.7 0.108 0.7 0.734 

MMC*Day 4 2.4 0.055 15.9 * 3.7 0.008 

Agg*MMC*Day 8 1.2 0.309 1.6 0.142 1.6 0.132 
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Table 3.9. Correlation matrix used for the Principal Components Analysis (PCA) (n = 

120).  

NS is Not Significant at p < .1 and an ‘*’ indicates significance at p < .1; all other correlations 

are significant at p < .05. Probability (p) values are available in Table 3.10.   

 

  Virus Bacteria VBR DOC NH4 

Bacteria 0.62 
    

VBR 0.56 -0.15* 
   

DOC -0.74 -0.84 NS 
  

NH4 0.36 0.83 -0.25 -0.65 
 

AG 0.36 NS 0.23 -0.22 NS 

BG 0.28 NS 0.29 NS -0.26 

CB 0.17* NS 0.25 NS -0.25 

LAP NS NS NS 0.18* NS 

NAG 0.45 0.23 0.22 -0.31 NS 

PHOS 0.45 -0.10 0.52 NS -0.31 

XYL 0.43 0.27 0.26 -0.41 NS 

Abbreviations: α-Glucosidase (AG), ammonium (NH4), bacterial cell abundance (Bacteria), β-Glucosidase 

(BG), β-D-Cellubiosidase (CB), dissolved organic carbon (DOC), Leucine Aminopeptidase (LAP), N-Acetyl- 

β-Glucosaminidase (NAG), Acid Phosphatase (PHOS), respiration (Resp), viral abundance (Virus), Virus-

Bacteria Ratio (VBR), and β-Xylosidase (XYL). 
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Table 3.9 continued  

  AG BG CB LAP NAG PHOS 

Bacteria 
      

VBR 
      

DOC 
      

NH4 
      

AG 
      

BG 0.62 
     

CB 0.55 0.83 
    

LAP 0.21 0.29 0.32 
   

NAG 0.60 0.61 0.44 0.35 
  

PHOS 0.50 0.66 0.52 0.10 0.57 
 

XYL 0.55 0.62 0.50 0.18 0.67 0.47 
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Table 3.10. Probability (p) values for the correlation matrix used for the Principal 

Components Analysis (PCA) (excluding respiration data, n = 120).  

Significant p values at 95% confidence levels are indicated by bold text with an ‘*’ for p < .0001. 

 

  Virus Bacteria VBR DOC NH4 

Bacteria * 
    

VBR * 0.094 
   

DOC * * 0.218 
  

NH4 * * 0.005 * 
 

AG * 0.266 0.011 0.018 0.710 

BG 0.002 0.448 0.002 0.306 0.004 

CB 0.059 0.123 0.006 0.703 0.006 

LAP 0.225 0.149 0.202 0.050 0.108 

NAG * 0.013 0.015 0.001 0.313 

PHOS * 0.280 * 0.304 0.001 

XYL * 0.003 0.005 * 0.174 

Abbreviations: α-Glucosidase (AG), β-Glucosidase (BG), β-D-Cellubiosidase (CB), dissolved organic 

carbon (DOC), Leucine Aminopeptidase (LAP), N-Acetyl- β-Glucosaminidase (NAG), ammonium 

(NH4), Acid Phosphatase (PHOS), Virus-Bacteria Ratio (VBR), and β-Xylosidase (XYL). 
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Table 3.10 continued  

  AG BG CB LAP NAG PHOS 

Bacteria 
      

VBR 
      

DOC 
      

NH4 
      

AG 
      

BG * 
     

CB * * 
    

LAP 0.020 0.002 0.001 
   

NAG * * * * 
  

PHOS * * * 0.263 * 
 

XYL * * * 0.046 * * 
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Table 3.11. Correlation matrix including cumulative respiration (CumResp) and daily 

respiration rates (RespRate) (excluding day 0, n = 96).  

NS is Not Significant at p < .1 and an ‘*’ indicates significance at p < .1; all other correlations are 

significant at p < .05. Probability (p) values are provided in Table 3.12.   

 

  CumResp RespRate 

RespRate 0.68 
 

Virus -0.23 0.24 

Bacteria 0.89 0.61 

VBR -0.68 -0.21 

DOC -0.59 -0.66 

NH4 0.92 0.73 

AG NS NS 

BG -0.34 NS 

CB -0.30 NS 

LAP NS NS 

NAG NS NS 

PHOS -0.65 -0.39 

XYL NS 0.33 

Abbreviations: α-Glucosidase (AG), β-Glucosidase (BG), β-D-Cellubiosidase (CB), dissolved organic 

carbon (DOC), Leucine Aminopeptidase (LAP), N-Acetyl- β-Glucosaminidase (NAG), ammonium 

(NH4), Acid Phosphatase (PHOS), Virus-Bacteria Ratio (VBR), and β-Xylosidase (XYL). 
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Table 3.12. Probability (p) values for correlation coefficients calculated between 

variable pairs including cumulative respiration (CumResp) and daily respiration 

rates (RespRate).  

Statistically significant (p < .05) values are highlighted by bold text with an ‘*’ indicating p < 

.0001.  

 
  CumResp RespRate 

RespRate * 
 

Virus 0.025 0.019 

Bacteria * * 

VBR * 0.037 

DOC * * 

NH4 * * 

AG 0.186 0.324 

BG 0.001 0.836 

CB 0.003 0.499 

LAP 0.528 0.508 

NAG 0.397 0.155 

PHOS * * 

XYL 0.561 0.001 

Abbreviations: α-Glucosidase (AG), β-Glucosidase (BG), β-D-Cellubiosidase (CB), cumulative 

respiration (CO2 production; CumResp), dissolved organic carbon (DOC), Leucine Aminopeptidase 

(LAP), N-Acetyl- β-Glucosaminidase (NAG), ammonium (NH4), Acid Phosphatase (PHOS), respiration 

rate (RespRate), Virus-Bacteria Ratio (VBR), and β-Xylosidase (XYL). 
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Table 3.13. Eigenanalysis for Principal Components (PCs) 1, 2, and 3 from the PC 

Analysis (PCA).  

Additional PCs had eigenvalues less than one. All experimental treatments were included (n = 120) 

in the analysis. Variables contributing to each PC based on the magnitude of loading scores are 

indicated by bold text. CumPercent is Cumulative Percent of variance explained with successive 

addition of each PC. 

 

Eigenanalysis PC1 PC2 PC3 

Eigenvalue 4.88 3.15 1.33 

Percent 40.7 26.3 11.1 

Cum Percent 40.7 67.0 78.0 

Loading scores PC1 PC2 PC3 

Virus 0.762 -0.474 -0.301 

Bacteria 0.398 -0.845 0.271 

VBR 0.592 0.157 -0.690 

DOC -0.568 0.739 -0.050 

NH4 0.474 -0.826 0.099 

AG 0.723 0.260 0.126 

BG 0.749 0.502 0.084 

CB 0.612 0.549 0.128 

LAP 0.182 0.414 0.616 

NAG 0.790 0.144 0.269 

PHOS 0.714 0.375 -0.376 

XYL 0.788 0.074 0.211 

Abbreviations: α-Glucosidase (AG), β-Glucosidase (BG), β-D-Cellubiosidase (CB), cumulative 

respiration (CO2 production; CumResp), dissolved organic carbon (DOC), Leucine Aminopeptidase 

(LAP), N-Acetyl- β-Glucosaminidase (NAG), ammonium (NH4), Acid Phosphatase (PHOS), respiration 

rate (RespRate), Virus-Bacteria Ratio (VBR), and β-Xylosidase (XYL). 
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Figure 3.1. Mean cumulative heterotrophic respiration (i.e., CO2 production) by 

aggregate size fraction, Mitomycin C (MMC) induction treatment, and sampling 

day.  

Data presented include cumulative respiration used for the three-way ANOVA model (a) and 

control-normalized cumulative respiration (b). Control normalization reflects the response of 

MMC relative to control calculated as mean of MMC treatments divided by mean of control 

treatments. Error bars represent standard error of n = 4 replications for non-normalized data and 

propagated standard error of n = 8 replications for normalized data.  
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Figure 3.2. Mean daily heterotrophic respiration (i.e., CO2 production) rates by 

aggregate size fraction, Mitomycin C (MMC) induction treatment, and sampling 

day.  

Data presented include daily respiration rates used for the three-way ANOVA model (a) and 

control-normalized daily respiration rates (b). Control normalization reflects the response of 

MMC relative to control calculated as mean of MMC treatments divided by mean of control 

treatments. Error bars represent standard error of n = 4 replications for non-normalized data and 

propagated standard error of n = 8 replications for normalized data.  
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Figure 3.3. High frequency data of cumulative respiration (i.e., total CO2 

production) by aggregate size fraction for control (non-induced) (a) and Mitomycin 

C (MMC) induced (b) samples.   

Error bars represent standard error of n = 4 replications per treatment combination. 
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Figure 3.4. High frequency data of daily respiration rates calculated between 

successive headspace sampling events by aggregate size fraction for control (non-

induced) (a) and Mitomycin C (MMC) induced (b) samples.   

Error bars represent standard error of n = 4 replications per treatment combination. 
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Figure 3.5. Mean viral particle abundance (a), bacterial cell abundance (b), and 

Virus-Bacteria Ratio (VBR) (c) by aggregate size fraction, Mitomycin C (MMC) 

induction treatment, and sampling day. 

Error bars represent standard error of n = 4 replications per treatment combination.  
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Figure 3.6. Mean extractable dissolved organic carbon (DOC) (a) and ammonium 

nitrogen (NH4-N) (b) by aggregate size fraction, Mitomycin C (MMC) induction 

treatment, and sampling day.  

Nitrate (NO3) was below 1 µg NO3-N g dry soil-1 for the entire experiment. Error bars represent 

standard error of n = 4 replications per treatment combination. 
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Figure 3.7. Mean activities of C targeting extracellular enzymes by aggregate size 

fraction, Mitomycin C (MMC) induction treatment, and sampling day.  

Enzymes assayed include AG (a), BG (b), CB (c), and XYL (d). Error bars represent standard 

error of n = 4 replications per treatment combination. 
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Figure 3.8. Mean activities of N and P targeting extracellular enzymes by aggregate 

size fraction, Mitomycin C (MMC) induction treatment, and sampling day.  

Enzymes assayed include LAP (a), NAG (b), and PHOS (c). Error bars represent standard error of 

n = 4 replications per treatment combination. 
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Figure 3.9. Loading plot (a) and score plots from the Principal Components 

Analysis (PCA) with observations displayed by aggregate size fraction (b), 

Mitomycin C (MMC) induction treatment (c), and sampling day (d).  

Principal Components (PCs) 1 and 2 explain a cumulative 64.4% of variability (lacking 

respiration data but including all sampling days; n = 120). Abbreviations: α-glucosidase (AG), 

ammonium (NH4), bacterial cell abundance (Bacteria), β-glucosidase (BG), β-D-cellubiosidase 

(CB), dissolved organic carbon (DOC), leucine aminopeptidase (LAP), N-acetyl- β-

glucosaminidase (NAG), nitrate (NO3), acid phosphatase (PHOS), respiration (Resp), viral 

abundance (Virus), Virus-Bacteria Ratio (VBR), and β-xylosidase (XYL). 
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CHAPTER FOUR  

FREE VIRAL ABUNDANCE IN SOIL RESPONDS TO DRYING AND 

REWETTING: INFLUENCE OF DROUGHT LENGTH AND RELATION TO 

MICROBIAL ACTIVITY 
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Abstract 

Viral lysis and infection processes have been demonstrated to affect microbially-

mediated ecosystem function in the oceans. In soils, limited water availability is unique 

habitat property that imposes unique constraints on microbial communities. Despite its 

potential to affect host growth patterns and virus-host contact in space and time, dynamic 

wetting processes have yet to be mechanistically explored in the field of soil viral 

ecology. To address this key knowledge gap, an extended incubation study was 

conducted where we tested the broad hypotheses that i) free viral abundance would be 

negatively impacted by soil drought and ii) rewetting of dry soil would be associated with 

a burst of microbial activity and lytic production of viral particles. Multifactorial 

treatments were applied to test effects of induced viral lysis, drought length, and soil 

rewetting on free viral abundance, dissolved C and N availability, and microbial activity 

(respiration, extracellular enzyme activities, and cell abundance). Using this approach, we 

present empirical evidence that soil drying beyond 20% water by weight is associated 

with a significant decline of free viral abundance and microbial activity. Regardless of 

length of drought, rewetting pulses were associated with i) a 200 to 3000-fold burst of 

microbial respiration that was positively correlated with drought length and ii) increases 

in all enzyme activities and cell abundance. Within 24 h of rewetting, abundance of free 

viral particles increased 15 to 37-fold relative to non-rewetted soil; magnitude of 

increases were greater with induction of viral lysis and unaffected by drought length. 

These data suggest that soil drying functions as a control on free viral abundance and of 

an increase of lytic viral reproduction upon rewetting. The establishment of a link 
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between soil viral abundance and dynamic soil rewetting processes points towards 

potential sensitivity of soil virus-microbe interactions to climate change, while providing 

context for mechanistic understanding of soil-specific abiotic controls on microbial 

functional activities. 

4.1 Introduction 

Mixed microbial communities mediate key biogeochemical processes across the 

globe that directly affect the net accumulation of organic matter. While microbes across 

ecosystems are generally energy limited (Soong et al., 2020; Lever et al., 2015; Hoeler 

and Jørgensen, 2013), soils are especially harsh microbial habitats that feature low and/or 

fluctuating water availability. Microbial functions are dependent upon water as a 

metabolic resource, but also as a solvent and transport medium that governs soil 

dissolution, diffusion, and transport processes in space and time (Schimel, 2018). Pore 

connectivity and hydrologic conductivity increasingly declines with soil drying and 

imposes a limit on physical accessibility of microbe-enzyme-substrate systems (Manzoni 

and Katul, 2014; Moyano et al., 2013; Schimel et al., 2007). Under extreme dryness, 

microbial stress responses lead to physiological consequences that further constrain 

microbial activity (e.g., shifts in carbon (C) allocation patterns, dormancy, death) 

(Schimel, 2018; Schimel et al., 2007). Rewetting of dry soil is associated with a 

characteristic burst of C and nitrogen (N) mineralization (known as the Birch effect) most 

commonly observed as a large pulse of carbon dioxide (CO2) production (Schimel, 2018; 

Birch, 1958). The source of substrate fueling this enhanced microbial activity upon 

rewetting has been attributed to increased availability of microbial biomass and 
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cytoplasmic constituents (e.g., osmolytes) due to microbial lysis (Kieft et al., 1987) as 

well as abiotic factors that increase organic matter (OM) availability such as aggregate 

slaking, release of dissolved organic matter (DOM) from fine pores, and through 

desorption from mineral surfaces (Navaro-García et al., 2012; Borken and Matzner, 2009; 

Xiang et al., 2008; Fierer and Schimel, 2003). Disentangling effects of the coupled 

stressors of drought and rewetting on soil biogeochemical processes remains an active 

area of research and have direct relevance to shifting global precipitation patterns 

associated with climate change.  

Extensive study of aquatic microbial ecology highlights the role of viral infection in 

directly affecting the metabolic activity of aquatic microbial populations and 

communities while indirectly influencing ecosystem properties including substrate 

availability, nutrient turnover, and potentially the net stabilization of organic C (Weitz et 

al., 2015; Jiao et al., 2011; Suttle, 2005).  The field of viral ecology broadly recognizes 

two contrasting viral reproductive strategies: lysogeny and lysis, where the former is 

considered a chronic, dormant infection that facilitates viral proliferation during host cell 

division without active production and release of viral particles (Weinbauer, 2004). 

Lysogenic infection is increasingly viewed as a mutualistic relationship because of 

beneficial traits conferred to the host (i.e., lysogenic conversion e.g., regulation of host 

gene expression, introduction of new or altered metabolic functions, superinfection 

immunity, horizontal gene transfer, etc.) (Zimmerman et al., 2020; Howard-Varona et al., 

2017; Feiner et al., 2015; Obeng et al., 2015). Lysis can be induced from a state of 

lysogeny in response to a variety of poorly understood genetic and environmental cues 
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and stressors (Zimmerman et al., 2020; Howard-Varona et al., 2017; Casjens and 

Hendrix, 2015; Wommack and Colwell, 2000).  Viral lysis is characterized by viral 

reprogramming of host cell metabolism towards production of viral progeny and enzymes 

that causes the host cell to burst or lyse (Zimmerman et al., 2020; Weinbauer, 2004). 

Released viral particles can infect susceptible members of metabolically active microbial 

community, while host cell components released to the dissolved OM (DOM) pool can be 

enzymatically degraded and utilized as substrate by newly growing microbes (termed the 

‘viral shunt’) (Wommack et al., 2015; Weitz and Wilhelm, 2012; Suttle, 2005; Wilhelm 

and Suttle, 1999). Viral infection functionally shifts microbial metabolic activities, which 

can affect rates of key microbially-mediated biogeochemical reactions (e.g., carbon (C), 

nitrogen (N), and phosphorus (P) mineralization), but also potentially the biochemical 

composition of DOM and microbial biomass residues that serve as inputs to the soil 

organic matter (SOM) pool (Zimmerman et al., 2020; Bonetti et al., 2019; Wommack et 

al., 2015).  

Soil water-virus relationships have been widely speculated but remain an 

understudied mechanism impacting soil microbial and viral ecology. Studies from the late 

twentieth century reported that key soil properties (i.e., pH, microbial activity, organic 

matter, soil type, clay mineralogy) affected the fate of radiolabeled model bacteriophages 

and pathogenic viruses (e.g., poliovirus, coxsachievirus, etc.) applied to sewage sludge 

and soils (Fuhs et al., 1985; Hurst et al., 1980; Yeager and O’Brien, 1979a; Burge and 

Enkiri, 1978). Notably, these early experiments also pointed towards the role of soil 

drying as a mechanism of viral particle inactivation (i.e., loss of infectivity) and physical 
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destruction (Zhao et al., 2000; Brashear and Ward, 1993; Sobsey et al., 1980; Yeager and 

O’Brien, 1979b). Study of native, autochthonous soil viral communities in the past two 

decades using enumeration and molecular sequencing approaches have provided further 

evidence supporting these early findings. Specifically, low viral abundances (from below 

detection up to 103-105 viral particles per g soil dry weight) have consistently been 

observed in hyperarid desert soils (Williamson et al., 2017; Zablocki et al., 2016; 

Williamson, 2011; Prestel et al., 2008; Fierer et al., 2007; Prigent et al., 2005). These 

trends have been supported by observations of an increase in viral abundance with 

increasing mean annual precipitation across a grassland precipitation gradient in China 

(Cao et al., 2022). Under controlled incubation, soil collected from a midwestern U. S. 

prairie had relatively lower transcriptional activity and a 20-fold increase in transcripts 

for lysogenic markers in air dried relative to saturated soil (Wu et al., 2021). Together, 

these lines of evidence suggest that dry soil functions as a constraint on lytic viral 

production and favors a lysogenic strategy. However, given that measured viral 

abundances represent the net balance between viral reproduction and decay processes, as 

well as physiochemical inputs and outputs, the complex (a)biotic controls underlying 

these dynamics (as well as influence on host communities) remain unclear.  Closing this 

knowledge gap will require mechanistic investigation into the role of water availability in 

controlling virus-microbe interactions under equilibrium conditions (e.g., at a single 

water content across the full range from dry to saturated) but also dynamic drying-

rewetting processes that occur with varying frequency and magnitude across 

spatiotemporal scales and soil types.  
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With this study, we sought to answer two broad questions: first, to assess how the 

abundance of free, extractable viral particles respond to rewetting of dry soil after varying 

length of drought, and second, how the response of viral abundance to drying-rewetting 

treatments interacts with multiple measures of microbial activity (respiration, 

cell/biomass production, extracellular enzyme activities) and dissolved organic C and N 

availability. A viral lysis pre-incubation treatment was included to manipulate viral 

abundances, microbial mortality, and substrate availability relative to non-induced 

control, shedding light on the potential for biochemical shifts resulting from viral lysis 

induction to have extended temporal effects on virus-host-DOM relationships.  Based on 

our literature review and preliminary experimentation, it was hypothesized that measured 

viral abundances will decrease with soil air drying and increase within 24 h of rewetting 

air dry soil irrespective of drought length. Furthermore, we expected greater microbial 

response to drought and rewetting treatments and higher correlation among viral 

abundance and measures of microbial activity under conditions of enhanced lytic activity. 

Our overall aim with this work is to provide additional context for existing studies of soil 

viral ecology and future experimental exploration into soil-specific controls on virus-

microbe-OM dynamics in terrestrial ecosystems.   

4.2 Materials and Methods 

Soil description and processing  

Bulk surface soil (0-20 cm; A horizon) was collected in August 2019 from an upland 

forest site located at the East Tennessee Research and Education Center in Knoxville, 
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Tennessee U. S. A. Soils are classified as Fine, mixed, semiactive, thermic Typic 

Paleudults with a silt loam texture (10 % sand, 75-80 % silt, 10-15 % clay). Soils were 

formed in clayey residuum weathered from shale/interbedded sandstone and shale. Slope 

of the site was measured at 9% with southeast aspect of 160°. Soil pH (10 g soil: 20 mL) 

was 3.9 in water and 4.0 in 0.01 M calcium chloride. Loss on ignition (24 h at 400 °C) 

was measured on triplicate samples and calculated as 6.0 ± 0.1 % organic matter. Soil 

color was determined on moist soil as 10 YR 4/3. Water holding capacity (WHC) was 

estimated at 0.64 g water per g dry soil by saturating sieved soil (~10 cm3) inside a filter 

funnel with deionized water and determining mass of water retained by the soil after 

drainage for 6 h. 

Bulk soil was dried to optimal moisture conditions (15% gravimetric water content) 

over four days at 4 °C (Bach and Hofmockel, 2014). Soil was sieved (2 mm) and 

thoroughly mixed by hand then weighed (30.0 g) into an aluminum pan (6.35 cm 

diameter) with 12 1 mm holes punched in the bottom.  Pans containing soil were 

carefully placed on top of a glass microfiber filter in the bottom of pint-sized glass 

incubation jars with lids equipped with rubber septa for headspace gas sampling. 

Experimental design and pre-incubation induction treatment 

This experiment was carried out in a fully factorial design including pre-incubation 

induction of viral lysis treatment followed by incubation with varying duration of drought 

before rewetting (Figure 4.1Figure 4.1; all Figures for Chapter 4 are available in 

Appendix C). At the start of pre-incubation, 40.0 mL sterile, 0.22 µm filtered milliQ 

(18.2 Ω) water ± 2.5 ppm Mitomycin C (MMC) was slowly pipetted along the inside of 
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the jar. Mitomycin C is an antibiotic widely demonstrated to induce viral lysis of infected 

microbial cells when applied at a non-lethal exposure level (Paul and Jiang, 2001; Otsuji 

et al., 1959). Dosage of Mitomycin C was adjusted after preliminary experimentation 

(unpublished data, A. Fine) and applied as pre-incubation treatment to manipulate viral 

abundance, host mortality, and substrate availability relative to non-induced control. An 

induction response was expected from a subset of MMC-inducible populations, rather 

than the whole microbial community (Levine, 1961).  

Immediately following addition of ± MMC solution, jars were sealed, and a pre-

incubation time zero (t0) measurement of headspace carbon dioxide (CO2) was measured 

using an infrared gas analyzer (IRGA; LI-COR Biosciences, NE U. S. A.). Samples were 

incubated overnight (25 °C) to allow gradual uptake of solution via capillary rise through 

the holes of the pan, with the goal of minimizing destabilization of macroaggregate 

structure (Smith et al., 2017) while saturating soil pores with solution to maximize the 

induction response.  After 24 h, a second CO2 measurement was made for calculation of 

cumulative respiration (i.e., total CO2 production) (24hRESP). Sample pans were 

removed from incubation jars and placed over a funnel to allow drainage of gravitational 

water for 2 h to approximate field capacity water content (i.e., approximately half of 

water holding capacity). After drainage of excess water, samples were weighed, 

subsampled for measurement of gravimetric water content, and returned to incubation 

jars. Lids were sealed immediately before collecting a second t0 headspace CO2 

measurement followed by incubation under moist but unsaturated conditions (± MMC) 
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for an additional five days (25 °C) (referred to as ‘wet pre-incubation’, lasting a total of 

seven days) (Figure 4.1).  

At the end of the wet pre-incubation, five day cumulative respiration measurements 

were made (5dRESP) and destructive sampling was performed for viral and bacterial 

abundances, extracellular enzyme activities, and extractable organic C and inorganic N as 

described below. Remaining jars were opened, and samples were allowed to air dry for 

seven days (25 °C) (referred to as ‘dry pre-incubation’). Respiration was not measured 

during dry pre-incubation to allow sample jars to stay open. The one week dry pre-

incubation period was meant to completely air dry soil samples and is therefore not 

considered in calculations of drought length (i.e., when Weeksdry = 1, samples went 

through wet and dry pre-incubation totaling 14 days plus an additional 1, 2, 4, and 8 

weeks of drought-not drying- conditions). The following occurred for each sampling 

event: i) soil was rewetted (or left dry) to 50% water holding capacity, ii) jars were sealed 

and background CO2 was measured with an IRGA, iii) samples were incubated for 24 h, 

iv) CO2 was measured after 24 h (RESP), and v) samples were destructively sampled for 

viral and bacterial abundances, extracellular enzyme activities, and extractable organic C 

and inorganic N.  

Due to equipment malfunction mid-experiment, experimental incubations occurred at 

25 °C conditions through Weeksdry = 2 and at 21 °C for Weeksdry = 4 and 8. It was 

determined during sample analysis that the seven days of dry pre-incubation was 

insufficient to completely air dry soils. Soils destructively sampled for Weeksdry = 1 
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were therefore wetter (24 % gravimetric water content) than soils for Weeksdry = 2, 4, 

and 8 (2 % gravimetric water content) at the time rewetting treatment was applied.  

Laboratory analyses 

Virus and bacteria extraction and enumeration 

Sterile potassium phosphate buffer was added to incubated soil slurry to achieve a 

final concentration of 1% (pH 7.0). Buffered slurries were blended for one minute using a 

high speed commercial blender. Virus extract was obtained by centrifuging blended soil 

slurry at 10,000 xg (4 °C, 20 minutes) and filtering the supernatant using a Millex-GV 

0.22 µm pore size syringe filter (EMD Millipore, MA U. S. A.) (Williamson et al., 2003).  

Bacterial cells were extracted from soil slurry using a 60% Nycodenz® density gradient 

(Accurate Chemical and Scientific Co., NY U. S. A.) (2 mL + 9 mL slurry) (Williamson 

et al., 2007). Bacterial extracts were diluted 20% with glycerol to decrease freezing 

stress. All extracts were immediately frozen in liquid nitrogen and stored at -80 °C until 

analysis. 

Thawed virus and bacteria extracts were treated with DNase I enzyme (RNA-free; 

Fisher Bioreagents) for 20 minutes to remove free DNA (Williamson et al., 2003). Virus 

extracts were vacuum filtered through 0.02 µm pore size Whatman® Anodisc filters 

(Cytiva Life Sciences, Buckinghamshire, U. K.), retaining the fraction greater than 20 nm 

and defining viral particles as having diameter of 20-200 nm (Williamson et al., 20003; 

Patel et al., 2007). Bacteria extracts were vacuum filtered through 0.22 µm pore size 

Whatman® NucleporeTM Track-Etched Polycarbonate Membrane filters (Cytiva Life 

Sciences, Buckinghamshire, U. K.). Virus and bacteria retained on their respective filters 
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were directly stained for 20 minutes in the dark using 500 µL of 2x SYBRTM Gold 

Nucleic Acid Gel Stain (Molecular Probes-Invitrogen, OR U. S. A.). Filters were 

mounted using anti-fade reagent (Patel et al., 2007).  

Stained viruses and bacteria were counted using a Nikon Eclipse E600 

Epifluorescence Microscope (EFM) with a fluorescein isothiocyanate excitation (467-498 

nm) and emission (513-556 nm) filter set at 1000x magnification. Ten randomly selected 

fields of view were digitally photographed using a RetigaTM Ex-I CCD camera 

(Qimaging, BC Canada). After user image normalization, fluorescent particles were 

counted using IP Laboratory software (BD Biosciences, CA U. S. A.). The mean count 

from all ten fields was used to calculate abundance per g dry soil using equation (1) (Patel 

et al., 2007), where RSF is the microscope grid-reticle scaling factor (59,000 for this 

setup) and volume of extract filtered ranged from 0.15-0.30 mL. Virus-to-Bacteria Ratio 

(VBR) was calculated as mean viral abundance divided by mean bacterial abundance.  

 

𝑨𝒃𝒖𝒏𝒅𝒂𝒏𝒄𝒆 =  
𝑴𝒆𝒂𝒏 𝒄𝒐𝒖𝒏𝒕∗𝑹𝑺𝑭

𝑽𝒐𝒍𝒖𝒎𝒆 𝒆𝒙𝒕𝒓𝒂𝒄𝒕 𝒇𝒊𝒍𝒕𝒆𝒓𝒆𝒅 (𝒎𝑳)
∗

𝟏𝟎𝟎 𝒎𝑳 𝒆𝒙𝒕𝒓𝒂𝒄𝒕𝒂𝒏𝒕 

𝟑𝟓.𝟎 𝒈 ∗(𝟏−
𝒈 𝒘𝒂𝒕𝒆𝒓

𝒈 𝒔𝒐𝒊𝒍
)
  (1) 

Dissolved Organic Carbon and Inorganic Nitrogen 

Aliquots of soil slurry were filtered through glass microfiber filters 1.0 size 

(Whatman GF/B, 1.0 µm pores) and frozen at 4 °C until analysis. Extracts were adjusted 

to 1% potassium sulfate to facilitate clay flocculation. Dissolved OC was quantified by 

reacting extracts with a potassium persulfate reagent overnight (80 °C) in sealed glass 

vials equipped with rubber septa for headspace gas analysis using an Infrared Gas 

Analyzer (IRGA, LI820, LiCor Inc., Lincoln, NE U. S. A.) (Doyle et al., 2004). A series 
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of potassium hydrogen phthalate calibration standards was included for calculation of 

persulfate-oxidized DOC in samples. Soil extracts were carried through colorimetric 

assays to quantify concentrations of extractable nitrate (NO3
-; Doane and Horwath, 2003) 

and ammonium (NH4
+; Rhine et al., 1998) using a 96-well microplate reader (Synergy 

H1 Hybrid Reader, Biotek Inc., Winooski, VT U. S. A.).  

Extracellular Enzyme Activities 

Maximum potential activities for seven major C, N, and P hydrolytic enzymes were 

assayed using fluorometric methods (Burns et al., 2013; Bell et al., 2013). The following 

enzymes were assayed: α-glucosidase (AG), β-glucosidase (BG), β-D-cellubiosidase 

(CB), leucine aminopeptidase (LAP), N-acetyl-glucosaminidase (NAG), acid 

phosphatase (PHOS), and β-xylosidase (XYL) (Table 4.1; all tables for Chapter 4 are 

available in Appendix C). A subsample of incubated soil slurry was adjusted to 50 mM 

sodium acetate buffer (pH 5.0) for control of pH during incubation with enzyme 

substrates. Variability in soil matrix effects was accounted for with standard additions of 

fluorescent MUC (7-amino-4-methylcoumarin) and MUB (4-methylumbelliferone) made 

to each soil slurry. Soil slurries were incubated with standards and labeled substrates (200 

µl of 200 µM solution) at 25 °C in the dark for 3 hours. Fluorescence (365 nm excitation, 

450 nm emission) was measured using a microplate reader under optimal gain settings. 

Enzyme activity was calculated in nmol g dry soil-1 h-1, with higher activities indicating a 

greater amount of fluorescently labeled substrate degraded under ideal conditions of 

incubation.  
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Statistical analyses  

Data were analyzed as a three-factorial completely randomized design using a mixed 

model Analysis of Variance (ANOVA) with drought length, MMC treatment, and 

rewetting treatment (including all interactions) as fixed effects (total n = 64 plus soil and 

no soil blanks). Least squares (LS) means were separated using Tukey’s least significant 

difference test with statistical significance indicated at the 95% (p < .05) confidence 

level.  All data were confirmed to meet ANOVA assumptions after AG, BG, LAP, NAG, 

PHOS, Bacteria, Virus, and VBR were log10 transformed and are reported in back-

transformed format. All ANOVA calculations were performed using the GLIMMIX 

procedure in SAS v. 9.4 (SAS Institute, Inc., NC U. S. A.).  

Calculation of pairwise correlation coefficients and Principal Components Analysis 

(PCA) were conducted using JMP® Pro v. 15.0.0 (SAS Institute, Inc., NC U. S. A.) to 

investigate multivariate relationships in the dataset. All variables that were log10 

transformed to meet ANOVA assumptions were transformed prior to standardization for 

PCA (subtraction of the mean and division by the standard deviation).  

4.3 Results 

Pre-incubation induction treatment  

Pre-incubation induction treatment (± MMC) was applied before the experiment to 

induce viral lysis, with data collected at the end of the wet pre-incubation (seven days 

exposure to MMC) representing an initial baseline before soil drying and rewetting 

treatments. One-way ANOVA of pre-incubation data revealed a lack of statistically 
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significant differences (p < .05) resulting from pre-induction treatment for all measured 

variables (Table 4.2). Relaxation of the confidence level indicates influence on NAG (p = 

0.1; higher in control) and PHOS (p = 0.16, higher in control) activities, 24hResp (p = 

0.16; higher in MMC), Bacteria (p = 0.19, higher in control), and Virus-to-Bacterium 

Ratio (VBR; p = 0.21; higher in MMC) (Table 4.2). Across all samples, mean DOC was 

0.17 mg C g dry soil-1, NO3 was undetectable, and NH4 ranged from 22.6-23.2 ± 0.7 µg 

NH4-N g dry soil-1. Cumulative respiration was similar between control and MMC 

treatments (0.1 ± 0.002 µg CO2-C g dry soil-1 for 24hResp and 0.42 ± 0.006 µg CO2-C g 

dry soil-1 for 5dResp. Mean bacterial abundance at the end of wet pre-incubation was 

calculated at 9.1 x 107 cells g dry soil-1 for control and 8.7 x 107 cells g dry soil-1 for 

MMC (both with 2 x 106 standard error). Abundance of free viruses was measured at 4.0 

x 108 viral particles g dry soil-1 for control and 4.1 x 108 viral particles g dry soil-1 for 

MMC (both with 1.7 x 107 standard error). Calculated Virus-to-Bacterium Ratio (VBR) 

was 0.63 ± 0.02 for control and 0.68 ± 0.02 for MMC.  

ANOVA results (main treatment effects) 

Three-way interactions from the ANOVA were statistically significant (p < .05) for 

activities of AG, BG, and NAG, Respiration, Bacteria, and Virus (as well as CB, LAP, 

PHOS, and XYL at p < .1) (Tables 4.3, 4.4, 4.5, and 4.6). The prevalence of these three-

way interactions points towards variability in response to both induction and wetting 

treatments that differed by drought length (Weeksdry). Taking these interactions into 

account, significant effects (p < .05) of all three main treatments were found across the 
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dataset. Relative to control, MMC induction treatment increased activities of AG, LAP, 

and PHOS, RESP, Bacteria, and Virus while decreasing NO3 and NH4. (Figures 4.2, 4.3, 

4.4, and 4.5).  

Rewetting was associated with an increase in all measured variables (p < .0001; p = 

0.0153 for NO3); drought length treatment had significant (p < .0001) effect on all 

variables with a lack of clear trends across the four drought length treatments. Relative to 

Weeksdry =1 and across rewetting and MMC treatments, the highest intensity drought 

(Weeksdry = 8) decreased LAP, PHOS, DOC, respiration, and NH4 and increased AG, 

BG, CB, XYL, Bacteria, Virus, VBR, and NO3 (NAG was unchanged). All measured 

variables had at least one significant (p < .05) two-way interaction, most commonly 

between Weeksdry and Rewet (Tables 4.3, 4.4, 4.5, and 4.6).   

The largest magnitude of response to rewetting (Rewet divided by Dry) was observed 

for RESP and Virus when Weeksdry = 2, 4, and 8. At 2 weeks drought, wetting increased 

RESP by 200x and Virus by 37x (MMC) and 32x (control) relative to non-wetted 

samples. High intensity drought (4 and 8 weeks dry) was associated with more than a 

3000 fold increase in 24 h CO2 production (both MMC + control) and 15-to-30 fold 

increase in free viral abundance upon rewetting. Bacteria increased by 1-4x with 

rewetting across MMC and Weeksdry treatments (Figure 4.2).   

Correlations and Principal Components Analysis 

     Calculated correlation coefficients (r) were significant (p < .05) for 67 of 94 pairs of 

variables (71 %) with an additional seven variable pairs showing significant correlation at 



 

168 

  

p < .1 (Table 4.7 and 4.8). Positive correlations were observed between all pairs of 

enzyme activities. Virus was correlated Bacteria (r = 0.6) and activities of BG (r = 0.5), 

CB (r = 0.7), NAG (r = 0.6), and XYL (r = -0.6). Bacteria was moderately correlated with 

post-wetting respiration (Resp) (r = 0.7), CB (r = 0.6), and XYL (r = -0.6). Virus-to-

Bacteria Ratio (VBR) was more correlated with Virus (r = 0.9) than with Bacteria (r = 

0.3), suggesting that changes in viral abundance largely drove shifts in VBR. DOC was 

positively correlated with LAP, PHOS, and RESP (r = 0.6) and NH4 (r = 0.54). Nitrate 

had moderate negative correlation with Virus (r = -0.4), VBR and NAG (r = -0.5), and 

DOC (r = -0.3). Ammonium was positively correlated with activities of LAP and PHOS 

and RESP (r = 0.5).  

Principal Components Analysis (PCA) indicated that variance in the overall dataset is 

adequately explained by three Principal Components (PCs) with eigenvalues greater than 

one (Jolliffe, 2002; Table 4.9). Distribution of loading scores showed influence of 

enzyme activities, Virus, and VBR (and secondarily Resp and Bacteria) for PC1 

(eigenvalue = 6.4; 46.0%); LAP, DOC, and NH4 for PC2 (eigenvalue = 2.7; 19.0%); and 

Respiration, Bacteria, and NO3 for PC3 (eigenvalue = 1.6; 11.4%). These findings point 

towards the greater role of viral abundance and enzyme activities relative to other 

measured properties in controlling across-treatment variability. Together, the first three 

PCs explain a cumulative 76.5% of observed variance that was distributed predominantly 

in quadrants I and IV for all variables except NO3 (Figure 4.6). High positive correlations 

across many variables, especially enzyme activities, is supported by the small angles 

formed between variable loading vector pairs. With representation of individual 
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observations in two-dimensional PC space, clustering of points is observed between Wet 

and Dry samples, with the later forming two clusters associated with Weeksdry = 1 and 

Weeksdry = 2, 4, and 8; observations did not cluster by MMC treatment (Figure 4.6).  

4.4 Discussion 

With this controlled incubation study, we present evidence that the abundance of free 

viruses in soils exhibits dynamic response to drying-rewetting of bulk soil. This finding 

has impact from the perspective of general knowledge of soil viral ecology while being 

directly applicable to understanding the effects of soil drying-rewetting on the 

biochemical character of DOM and microbial functional processes. Establishment of a 

relationship between lytic viral production and soil wetting points towards an unexplored 

role of viral lysis in the Birch effect as well as potential for sensitivity of virus-microbe 

interactions to changing precipitation patterns in terrestrial ecosystems. Ultimately, this 

knowledge is viewed as a key initial step towards the eventual incorporation of soil 

viruses into conceptual and computational models of biogeochemical processes in 

terrestrial ecosystems.  

Methodological considerations 

Viral particle enumeration using epifluorescence microscopy 

Epifluorescence microscopy (EFM) has been a widely used direct counting method 

for bacterial cell and virus particle enumeration in water, sediment, and soil samples 

since the late 20th century. While gaining in utility, state-of-the-art metagenomic and 

viromic analyses remain subject to similar biases towards dsDNA, interference from non-
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virus particles of microbial origin, and interactions with the soil matrix that affect 

extraction efficiency (Trubl et al., 2020; Wommack et al., 2015). The use of ‘omics 

techniques can provide information of relative abundance that is dependent upon total 

number of nucleic acids sequenced; however, these approaches do not assess total 

abundance of cells or free viral particles as was the goal of this study (Alteio et al., 2021; 

Sommers et al., 2021; Trubl et al., 2020; Alrasheed et al., 2019; Gloor et al., 2017). 

Similar to analytical all methods, EFM has important limitations that were noted in this 

study.  First, SYBRTM dye preferentially binds to double stranded DNA (dsDNA) 

(Forterre et al., 2013; Holmfeldt et al., 2012). High abundances of single stranded DNA 

and RNA viruses have been observed in environmental samples (e.g., Hillary et al., 2022; 

Wu et al., 2021; Starr et al., 2019; Reavy et al., 2014), leading to potential 

underestimation of total viral abundance across samples (Kaletta et al., 2020; Trubl et al., 

2020; Williamson et al., 2017; Wommack et al., 2015).  

Second, potential interference in virus enumeration could arise from microbially-

derived, non-viral particles including gene transfer agents and membrane vesicles (MV) 

(Forterre et al., 2013). The presence and predominance of these ‘fake viruses’ in natural 

environmental samples (especially soils) remain largely uninvestigated (Forterre et al., 

2013). Third, viruses enumerated represent an extractable fraction dependent upon 

extraction efficiency that likely displays between and within bulk soil heterogeneity. 

Physical or chemical association with soil inorganic minerals and/or organic matter 

(including microbial cells) could decrease extraction efficiency and lead to 

underestimation of abundance although use of a neutral phosphate extraction buffer was 
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meant to minimize such interactions. While it is impossible to determine absolute 

abundance, data from sequential extractions suggest ~70% of total extractable viruses are 

extracted during a single extraction event (Williamson et al., 2013; Williamson et al., 

2005). We note that biases and inefficiencies are also relevant for extraction of microbial 

cells (Lombard et al., 2011)). With a lack of data indicating otherwise, extraction 

efficiency is assumed to be constant across samples. Lastly, we have no way to determine 

whether enumerated viral particles are actively infective, as it is possible that only a 

proportion of counted viruses are activated. Finally, the equation used to calculate viral 

abundance from EFM readings has a minimum detection limit of 1.7 x 106 viral particles 

g dry soil-1. Abundances lower than this value were not detectable due to method 

limitations.  

Pre-incubation induction of viral lysis 

We attribute the failure of the one-way ANOVA to recognize significant (p < .05) 

effects of MMC pre-incubation treatment for all measured variables to a few 

experimental factors. First, destructive sampling was done one week from the pre-

incubation time zero when ± MMC solution was added. An additional sampling time 

point at 24 h may have better assessed efficacy of MMC treatment missed with the 

present sampling design. Second, our ability to capture microbial dynamics that operate 

at the microscale remains largely limited by analytic techniques that target macroscale 

processes. This is also likely to be the case for soil viruses that are smaller than bacterial 

cells and can therefore potentially access the finest of soil pore spaces. Finally, high 

background abundance of free viral particles could limit the ability to detect increases in 
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abundance with induction treatment. With short-term (< 24 h) induction assays, this issue 

has been addressed using the dilution approach in aquatic samples (Dell’Anno et al., 

2009; Wilhelm et al., 2002; Jiang and Paul, 2008) by exposing virus-free cell soil extracts 

to MMC post-extraction (rather than application of induction treatment pre-extraction) 

(Williamson et al., 2007). Estimation of inducible fraction was outside of the scope of the 

current study, and detection of significant treatment effects of MMC during the 

experiment suggest that our goal of shifting biogeochemical dynamics during pre-

incubation was successful.  

Microbial activity and free viral abundance respond to soil drought 

Depending on soil texture and structure, loss of hydrologic connectivity and solute 

diffusivity in the soil pore network occurs when soil water potential drops to -0.1 to -1 

MPa (more negative for finer textured soil) (Manzoni and Katul, 2014). Under these 

conditions, microbial activity can persist via physiological shifts away from resource 

acquisition and growth yield strategies and towards expression of stress tolerance traits 

(e.g., productive of osmolytes, secretion of extracellular polymeric substances (EPS), 

spore formation, dormancy) (Malik and Bouskill, 2022; Malik et al., 2020; Schimel, 

2018; Schimel et al., 2007). The ability of microbes to invoke drought adaptations is an 

evolved life history trait that varies within members of the microbial community but also 

across microbial communities due to biogeographic differences in drought legacy as an 

evolutionary pressure (Müller and Bahn, 2022; Wang and Allison, 2021; Schimel, 2018).  

Across soil types, microbial activity ceases at the water stress threshold (-15 MPa) which 

represents dryness so extreme that adaptive strategies are unable to overcome the 
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physiological stress (Manzoni and Katul, 2014). The high depression of respiration rates 

under extreme dryness indicates limited microbial activity but we are unable to 

distinguish between effects of physiological stress versus resource inaccessibility.   

Consistent with our findings, extended soil drought is generally associated with an 

accumulation of DOC and decreased microbial activity (Kaiser et al., 2015). We did not 

observe clear trends in influence of drought length on measured variables, possibly 

reflecting the lower incubation temperature at high intensity of drought (Weeksdry = 1 

and 2 at 25 °C and Weeksdry = 4 and 8 incubated at 21 °C).  Increased DOC with drying 

has been attributed to the activity of extracellular enzymes, which persists under dry 

conditions even when microbial activity is constrained (Malik and Bouskill, 2022; 

Blankinship et al., 2014). Active production of extracellular enzymes is not viewed as 

successful strategy under drought conditions due to the large energy investment required 

and the inaccessibility of substrates to non-motile microbial cells (Schimel, 2018; Burns 

et al., 2013). Interestingly, in this incubation an increase in activities of extracellular 

enzymes (except CB and XYL that degrade cellulose and hemicellulose, respectively) 

was observed in dry soil with increasing length of drought. These findings are supported 

by some observations (Yan et al., 2022; Bouskill et al., 2016; Alster et al., 2013), 

although reports of decreased enzyme activities under drought are more common (Gao et 

al., 2021; Acosta-Martinez et al., 2014; Burns et al., 2013; Steinweg et al., 2012; Sardans 

and Peñuelas, 2005). These inconsistencies (and results from this study) could be 

attributed to a variety of factors associated with drought conditions including decreased 

enzyme efficiencies, slower enzyme turnover, and mobilization of mineral-associated or 
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physically occluded enzymes (Alster et al., 2013; Burns et al., 2013; Schimel and 

Schaeffer, 2012). Finally, the drought length treatments were chosen because these are 

common conditions encountered in east Tennessee; however, the native microbial 

community may be somewhat adapted to these conditions and able to invest in resource 

acquisition strategies at low levels of water availability. Our data suggests limited lytic 

viral particle production under dry conditions, but also little influence of MMC induction 

treatment on microbial activity under dry conditions or upon rewetting suggesting quick 

utilization of lysis products or potential stabilization with the soil matrix.  

Data from this study supports our hypothesis that soil viral abundance is negatively 

affected by extreme soil drying. The pre-incubation was deliberately designed to maintain 

soil water content above 15 % before experimental drying treatments, allowing us to 

establish baseline conditions before soil was air dried. Although it was intended for soil 

to fully air dry for all drought length treatments (1, 2, 4, and 8 weeks), the incomplete 

drying at 1 week (without the sharp drop in viral abundances observed at 2, 4, and 8 

weeks dry) suggests that these effects were observed as soil dried from 24 % to 2 % (air 

dry) gravimetric water content. This is supported by observations of raw sludge where 

viral infectivity was gradually lost (i.e., viral inactivation increased) as water content 

decreased to ~20 % then rapidly declined with additional water loss resulting from 

irreversible particle disintegration at highly negative soil water potential (Brashear and 

Ward, 1983; Ward and Ashley, 1977). Presumably, physical disintegration would act as a 

non-evolutionary selective force that functionally resets the total abundance and 

infectivity of the viral community. With a lack of ability to actively adapt to drought 
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conditions like their microbial hosts, we expect that limitations on physical accessibility 

of virus-host systems would occur at water potentials where low hydrologic connectivity 

decreases diffusion rates (-0.1 to -1 MPa). The water potential corresponding to viral 

particle activation would vary across soil types and would likely occur before drying to 

the water stress threshold (-15 MPa) where microbial activity stops.  

Viral lysis and the Birch effect 

The burst of microbial activity upon soil rewetting is perhaps the most widely 

recognized yet unexplained phenomena characteristic of soils. Rewetting of dry soil 

functions as a hot moment of increased microbial activity that has a disproportional 

impact on ecosystem processes despite its transient nature (typically days) (Borken and 

Matzner, 2009). Hot moments were conceptualized for understanding of riparian zone 

ecosystems where the frequency and intensity of precipitation events affect hydrologic 

connectivity among physically isolated patches at the landscape scale (Bernhardt et al., 

2017; McClain et al., 2003). Similar dynamics at present at the scale of soil pores where 

rewetting alleviates multiple constraints on microbial activity, functioning as an activated 

control point where conditions are optimized for growth yield and resource acquisition 

(Malik and Bouskill, 2022; Bernhardt et al., 2017). The hot moment associated with 

rewetting is transient in nature (hours-to-days) with spatial influence (i.e., the hot spot) 

varying with extent and intensity of rewetting with a soil profile.  

In this study, free viral particle abundance measured within 24 h of rewetting (~108) 

was lower than during pre-incubation (before soil was dried past 15 % gravimetric water 

content) and falls on the low range of values (reaching ~109 viral particles g dry soil-1) 
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reported across all but the most extreme soils. Turnover of viral particles on the order of 

hours-to-days, as suggested by literature from aquatic ecosystems (Bongiorni et al., 2005; 

Noble and Fuhrman, 1997; Suttle and Chen, 1992), that favors net production over 

destruction processes are expected to further increase free viral abundances over time. 

Our data suggests that soil drought imposes a limit on virus-host interactions and lysis 

while also functioning as a control on free viral abundance via viral particle 

disintegration with drying.  

We hypothesize that the burst of microbial growth upon rewetting induces a shift of 

an integrated virus towards a productive lytic strategy. After a delay to allow for 

intracellular production of viral material (i.e., latent period), lysis events would release 

additional substrate from dead microbial biomass that could fuel additional microbial 

growth. Viral lysis would therefore function to prolong the duration of hot moments by 

increasing microbial activity and potentially result in priming of native soil OM. Testing 

of this hypothesis would shed light on the role hydrologically fueled hot moments (which 

occur in spatially localized hot spots) as a natural inducer of viral lysis in soils. Increases 

in DOC observed upon rewetting, therefore, would reflect an increasing contribution 

from newly produced viruses but also viral protein and nucleic building blocks released 

upon viral particle destruction within fine pore spaces during extreme soil drying. Viral 

lysis-mediated microbial mortality could also obscure assessment of microbial 

physiological responses (including death) to coupled drought and rewetting stress 

depending on sampling frequency.  
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4.5 Conclusions 

Climate change is predicted to fundamentally alter global precipitation and 

temperature regimes, expanding the global-scale distribution of drought-prone soils while 

also increasing the intensity and frequency of extreme weather events. These 

environmental changes control patterns in net primary productivity and organic matter 

accumulation across terrestrial ecosystems while also affecting water availability at the 

scale of microbial habitats. As intrinsically coupled processes, drought and rewetting 

impose unique constraints on microbial physiology and resource accessibility in bulk soil 

that have yet to be explored as mechanisms affecting viral proliferation and survival in 

soil.  

Three key findings from this study provide valuable context for understanding of viral 

abundance and virus-microbe interactions in soil. First, the observed influence of soil 

drying on free viral abundance is a soil-specific mechanism affecting viral particle 

persistence across soil types that is supported by previous research using radiolabeled 

model pathogenic viruses. Second, under drought conditions there is a lack of new viral 

particle production corresponding to depressed microbial activity. With constrained 

microbial physiology and low resource accessibility, viral lysis is not likely a successful 

survival strategy for viruses that rely upon growth of their host but also spatiotemporal 

accessibility to initiate new infections. These findings shed light on low water availability 

as a mechanism controlling viral production in dessert and drought-prone soils. Finally, 

the observation that rewetting of dry soil is associated with a ~40-fold increase in viral 

abundance along with a spike in microbial activity supports the idea that lytic viral 
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production could play an unexplored role in the Birch effect. This new piece of 

information has potential to advance fundamental knowledge of the Birch effect, which 

despite decades of intensive research remains the most widely recognized yet still 

unexplained phenomenon characteristic of soils. Ultimately, these results propose a link 

between soil free viral abundance and infection processes with dynamic environmental 

conditions driven by water availability.  

Study of soil microbes and viruses has always been methodologically challenging due 

to the intimate association of microbial cells and viral particles with soil inorganic and 

organic components. Consequently, initial progress in the fields of microbial and viral 

ecology were coupled and largely focused on aquatic ecosystems, with over a decade gap 

between the first published reports of high viral abundances in the ocean water column 

and soils.  During this decade, data from extensive observational and experimental study 

focused on aquatic systems laid the foundation for development of a tentative ecological 

framework incorporating microbial activity and virus-microbe-organic matter feedbacks 

This framework has inspired continued mechanistic research both within and across 

aquatic systems, the findings of which have been largely assumed to also apply to soils. 

While working under this assumption has provided valuable direction to soil viral 

ecologists, incorporation of virus-microbe interactions into current models of soil organic 

matter cycling will require careful investigation into the role of soil-specific habitat 

properties in affecting viral persistence and infection processes relative to microbial 

functional activities.  Such mechanistic knowledge has potential to fundamentally 

advance the fields of soil viral and microbial ecology while closing a key gap in 
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representation of native free viruses in cross-ecosystem models of global biogeochemical 

cycles.  
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Table 4.1. List of extracellular hydrolytic enzyme activities assayed on aggregate 

fractions.  

Table includes enzyme abbreviation, commission (EC) number, fluorescently labeled substrate 

used for the assay, and the broad type of organic compound each enzyme degrades.  Fluorescent 

labels are 4-MUB (4-methylumbelliferyl) and 4-MUC (4-methylcoumarin). Broad degradation 

target for enzymes are as follows: sugars (AG, BG), cellulose (CB), protein (LAP), chitin/amino 

sugar polymer (NAG), organic phosphorous (PHOS), and hemicellulose (XYL). 

 

Enzyme EC Substrate 

β-Glucosidase (BG) 3.2.1.21 4-MUB-β-D-Glucopyranoside  

β-D-Cellubiosidase (CB) 3.2.1.91 4-MUB-β-D-Cellobioside  

β-Xylosidase (XYL) 3.2.1.37 4-MUB-β-D-Xylopyranoside  

α-Glucosidase (AG) 3.2.1.20 4-MUB-α-D-Glucopyranoside 

Leucine Aminopeptidase (LAP) 3.2.11.1 L-Leucine-MUC Hydrochloride  

N-Acetyl-β-D-Glucosaminidase (NAG) 3.2.1.30 4-MUB-N-Acetyl-β-D-Glucosaminide 

Acid Phosphatase (PHOS) 3.1.3.2 4-MUB Phosphate  
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Table 4.2. Results of one-way Analysis of Variance (ANOVA) on pre-incubation 

induction treatment with calculated means and standard errors (SE) for control 

(non-induced) and Mitomycin C (MMC) induced samples.  

For all variables, numerator degrees of freedom = 1 and Den DF (denominator degrees of 

freedom) is indicated for the one-way ANOVA model. Induction treatment had insignificant 

effect on all variables the 95% confidence level (p < .05). Nitrate (NO3) was not detectable in 

extracts collected during pre-incubation. 

 

Variable Den DF F p 

24h Resp 62 1.98 0.16 

5d Resp 62 1.4 0.24 

Virus 6 0.08 0.79 

Bacteria 6 2.15 0.19 

VBR 6 2 0.21 

DOC 6 0 0.95 

NO3 -- -- -- 

NH4 6 0.27 0.62 

AG 6 0.61 0.46 

BG 6 0.59 0.47 

CB 6 0.04 0.84 

LAP 6 1.14 0.33 

NAG 6 3.66 0.1 

PHOS 6 2.55 0.16 

XYL 6 0.97 0.36 
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Table 4.2 continued 

Variable Mean Control SE Mean MMC SE 

24h Resp 0.1 0.002 0.103 0.002 

5d Resp 0.426 0.006 0.415 0.006 

Virus 4.04E+08 1.72E+07 4.11E+08 1.75E+07 

Bacteria 9.10E+07 2.03E+06 8.69E+07 1.94E+06 

VBR 0.626 0.024 0.675 0.024 

DOC 29.37 0.71 29.31 0.71 

NO3 -- -- -- -- 

NH4 22.63 0.72 23.16 0.72 

AG 0.8 0.06 0.87 0.06 

BG 2.13 0.01 2.15 0.01 

CB 60.79 1.11 61.11 1.11 

LAP 1.03 0.01 1.01 0.01 

NAG 1.93 0.04 1.82 0.04 

PHOS 2.43 0.01 2.4 0.01 

XYL 39.99 3.2 44.45 3.2 
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Table 4.3. Results of three-way Analysis of Variance (ANOVA) for viral abundance 

(Virus), bacterial cell abundance (Bacteria), and Virus-Bacteria Ratio (VBR). 

Main treatment effects included in the ANOVA model were Mitomycin C (MMC) induction 

treatment (± MMC), drought length (WeeksDry), and rewetting (Rewet) plus all two- and three-

way interactions. For all variables, denominator degrees of freedom = 48 and numerator degrees 

of freedom (Num DF) is indicated. Statistically significant effects (p < .05) are indicated by bold 

text with an “*” used for p < .0001. 

 

Source 
Num 

DF 

Virus Bacteria VBR 

F p F p F p 

MMC 1 6.3 0.015 17.3 0.0001 2.1 0.152 

WeeksDry 3 1052.2 * 85.1 * 131.8 * 

Rewet 1 5222.5 * 595.6 * 432.2 * 

WeeksDry*MMC 3 0.9 0.458 8.8 * 3.0 0.041 

Rewet*MMC 1 5.3 0.025 6.0 0.018 0.0 0.889 

WeeksDry*Rewet 3 1268.0 * 24.0 * 221.1 * 

WeeksDry*Rewet*MMC 3 2.8 0.0472 7.4 0.0004 1.2 0.3 
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Table 4.4. Results of three-way Analysis of Variance (ANOVA) for respiration 

(Resp), dissolved organic carbon (DOC), and ammonium (NH4).  

Main treatment effects included in the ANOVA model were Mitomycin C (MMC) induction 

treatment (± MMC), drought length (WeeksDry), and rewetting (Rewet) plus all two- and three-

way interactions. For all variables, denominator degrees of freedom = 48 and numerator degrees 

of freedom (Num DF) is indicated. Statistically significant effects (p < .05) are indicated by bold 

text with an “*” used for p < .0001. 

 

Source 
Num 

DF 

Resp DOC NH4 

F p F p F p 

MMC 1 4.4 0.041 0.6 0.456 301.0 * 

WeeksDry 3 15.2 * 158.6 * 186.0 * 

Rewet 1 14196.0 * 315.9 * 615.0 * 

WeeksDry*MMC 3 5.8 0.002 1.6 0.215 35.7 * 

Rewet*MMC 1 4.0 0.051 2.7 0.11 13.8 0.001 

WeeksDry*Rewet 3 67.0 * 68.0 * 171.5 * 

WeeksDry*Rewet*MMC 3 3.2 0.033 1.1 0.358 49.0 * 
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Table 4.5. Results of the three-way Analysis of Variance (ANOVA) for C-degrading 

extracellular enzymes (AG, BG, CB, and XYL).  

Main treatment effects included in the ANOVA model were Mitomycin C (MMC) induction 

treatment (± MMC), drought length (WeeksDry), and rewetting (Rewet) plus all two- and three-

way interactions. For all variables, denominator degrees of freedom = 48 and numerator degrees 

of freedom (Num DF) is indicated. Statistically significant effects (p < .05) are indicated by bold 

text with an “*” used for p < .0001. 

 

Source 
Num 

DF 

AG BG CB 

F p F p F p 

MMC 1 81.3 * 0.2 0.631 0 0.970 

WeeksDry 3 15.6 * 18.9 * 53.8 * 

Rewet 1 64.8 * 75.2 * 27.9 * 

WeeksDry*MMC 3 14.7 * 0.4 0.776 1.1 0.349 

Rewet*MMC 1 51.3 * 12.7 0.001 0.3 0.600 

WeeksDry*Rewet 3 27.3 * 19.4 * 4.9 0.005 

WeeksDry*Rewet*MMC 3 18.7 * 5.8 0.002 2.3 0.094 

Abbreviations: α-glucosidase (AG), β-glucosidase (BG), β-D-cellubiosidase (CB), and β-xylosidase (XYL). 
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Table 4.5 continued 

Source 
Num 

DF 

XYL 

F p 

MMC 1 1.4 0.245 

WeeksDry 3 11.2 * 

Rewet 1 56.7 * 

WeeksDry*MMC 3 2.9 0.046 

Rewet*MMC 1 5.8 0.020 

WeeksDry*Rewet 3 7.6 0.000 

WeeksDry*Rewet*MMC 3 2.4 0.081 
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Table 4.6. Results of the three-way Analysis of Variance (ANOVA) for N- and P-

degrading enzymes (LAP, NAG, and PHOS).  

Main treatment effects included in the ANOVA model were Mitomycin C (MMC) induction 

treatment (± MMC), drought length (WeeksDry), and rewetting (Rewet) plus all two- and three-

way interactions. For all variables, denominator degrees of freedom = 48 and numerator degrees 

of freedom (Num DF) is indicated. Statistically significant effects (p < .05) are indicated by bold 

text with an “*” used for p < .0001. 

 

Source 
Num 

DF 

LAP NAG PHOS 

F p F p F p 

MMC 1 6.8 0.012 2.7 0.105 4.5 0.039 

WeeksDry 3 45.8 * 21.7 * 23.6 * 

Rewet 1 140.8 * 12.6 0.001 95.9 * 

WeeksDry*MMC 3 6.1 0.001 0.4 0.783 3.6 0.020 

Rewet*MMC 1 5.8 0.020 11.4 0.001 3.4 0.072 

WeeksDry*Rewet 3 12.5 * 17.1 * 18.7 * 

WeeksDry*Rewet*MMC 3 2.5 0.071 3 0.039 2.3 0.089 

Abbreviations: leucine aminopeptidase (LAP), N-scetyl- β-glucosaminidase (NAG), and acid phosphatase 

(PHOS). 
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Table 4.7. Correlation coefficients (r) calculated for all pairs of variables.  

All probabilities provided in Table 4.8. Pre-incubation data was excluded from correlation 

analysis (n = 64).  

 

  AG BG CB LAP NAG PHOS XYL 

BG 0.56       

CB 0.42 0.65      

LAP 0.50 0.70 NS     

NAG 0.38 0.76 0.49 0.55    

PHOS 0.47 0.86 0.27 0.90 0.69   

XYL 0.51 0.82 0.70 0.47 0.60 0.59  

Resp 0.40 0.48 0.33 0.51 0.26 0.52 0.57 

DOC 0.44 0.38 NS 0.63 0.33 0.59 NS 

NO3 NS NS NS NS -0.51 NS NS 

NH4 NS 0.32 NS 0.55 NS 0.50 NS 

Bacteria 0.28 0.43 0.64 NS 0.30 0.27 0.61 

VBR NS 0.56 0.64 NS 0.67 0.33 0.48 

Virus NS 0.55 0.74 NS 0.64 0.30 0.57 

Abbreviations: α-glucosidase (AG), ammonium (NH4), bacterial cell abundance (Bacteria), β-glucosidase 

(BG), β-D-cellubiosidase (CB), dissolved organic carbon (DOC), leucine aminopeptidase (LAP), N-acetyl- 

β-glucosaminidase (NAG), nitrate (NO3), acid phosphatase (PHOS), respiration (Resp), viral abundance 

(Virus), Virus-Bacteria Ratio (VBR), and β-xylosidase (XYL). 
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Table 4.7 continued  

  Resp DOC NO3 NH4 Bacteria VBR 

BG       

CB       

LAP       

NAG       

PHOS       

XYL       

Resp       

DOC 0.56      

NO3 NS -0.32     

NH4 0.46 0.54 NS    

Bacteria 0.75 NS NS NS   

VBR NS NS -0.47 NS 0.35  

Virus 0.32 NS -0.44 NS 0.65 0.89 
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Table 4.8. Probability (p) values for correlation coefficients (r).  

Statistically significant p-values (< 0.05) are indicated by bold text with an ‘* for p < .0001. 

 

 
AG BG CB LAP NAG PHOS XYL 

BG * 
      

CB 0.0005 * 
     

LAP * * 0.7503 
    

NAG 0.0021 * * * 
   

PHOS 0.0001 * 0.0337 * * 
  

XYL * * * * * * 
 

Resp 0.0011 * 0.0081 * 0.0367 * * 

DOC 0.0003 0.0021 0.8125 * 0.0081 * 0.1131 

NO3 0.0653 0.0678 0.699 0.0906 * 0.1005 0.0895 

NH4 0.0904 0.009 0.894 * 0.2179 * 0.3372 

Bacteria 0.0247 0.0004 * 0.3265 0.015 0.0319 * 

VBR 0.0598 * * 0.3843 * 0.0083 * 

Virus 0.0332 * * 0.5592 * 0.016 * 

Abbreviations: α-glucosidase (AG), ammonium (NH4), bacterial cell abundance (Bacteria), β-glucosidase 

(BG), β-D-cellubiosidase (CB), dissolved organic carbon (DOC), leucine aminopeptidase (LAP), N-acetyl- 

β-glucosaminidase (NAG), nitrate (NO3), acid phosphatase (PHOS), respiration (Resp), viral abundance 

(Virus), Virus-Bacteria Ratio (VBR), and β-xylosidase (XYL). 



 

202 

  

Table 4.8 continued 

 
Resp DOC NO3 NH4 Bacteria VBR 

BG 
      

CB 
      

LAP 
      

NAG 
      

PHOS 
      

XYL 
      

Resp 
      

DOC * 
     

NO3 0.9414 0.0104 
    

NH4 0.0001 * 0.2273 
   

Bacteria * 0.1493 0.6937 0.861 
  

VBR 0.2636 0.1098 * 0.3625 0.0042 
 

Virus 0.0097 0.1764 0.0002 0.1517 * * 
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Table 4.9. Eigenanalysis and loading scores for Principal Components (PCs) 1, 2, 

and 3 generated from the Principal Components Analysis (PCA) (n = 64). 

Additional PCs had eigenvalues less than 1. Percent is percent contribution of each individual PC 

and Cum Percent is the cumulative percent contribution to total explained variance.  

 

EIGENANALYSIS PC1 PC2 PC3 

Eigenvalue 7.49 2.15 1.50 

Percent 53.5 15.3 10.7 

Cum Percent 53.5 68.8 79.6 

LOADING SCORES PC1 PC2 PC3 

AG 0.699 -0.073 -0.260 

BG 0.912 -0.080 0.008 

CB 0.652 -0.615 0.166 

LAP 0.707 0.622 -0.064 

NAG 0.758 -0.014 -0.429 

PHOS 0.852 0.341 -0.052 

XYL 0.808 -0.287 0.065 

Resp 0.741 0.183 0.463 

DOC 0.579 0.616 -0.073 

NO3 -0.345 0.001 0.835 

NH4 0.365 0.715 0.346 

Bacteria 0.753 -0.335 0.400 

VBR 0.880 -0.231 -0.100 

Virus 0.900 -0.288 0.083 

Abbreviations: α-glucosidase (AG), ammonium (NH4), bacterial cell abundance (Bacteria), β-glucosidase 

(BG), β-D-cellubiosidase (CB), dissolved organic carbon (DOC), leucine aminopeptidase (LAP), N-acetyl- 

β-glucosaminidase (NAG), nitrate (NO3), acid phosphatase (PHOS), respiration (Resp), viral abundance 

(Virus), Virus-Bacteria Ratio (VBR), and β-xylosidase (XYL). 
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Figure 4.1. Soil processing and schedule of pre-incubation treatment showing how 

gravimetric water content (GWC) was manipulated ± Mitomycin C (MMC).  

Soil was collected from the field and dried to optimal moisture for sieving (15% GWC) over a 

period of six days at 4 °C. Sieved soil was saturated with MMC overnight, drained to field 

capacity, then incubated under moist conditions for one week (wet pre-incubation). After one 

week, jars were opened to begin the drying process (dry pre-incubation).  
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Figure 4.2. Mean Viral particle abundance (a), Bacterial cell abundance (b), Virus-

Bacteria Ratio (c), and 24 h Respiration (i.e., CO2 production) measured post-

rewetting of dry soil (d).  

Panels are separated by drought length treatment (Weeksdry), with Dry samples in gray and 

Rewetted samples in blue; darker colors indicate application of pre-incubation induction 

treatment with Mitomycin C (MMC). Error bars represent standard error of n = 4 replications per 

treatment combination.  
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Figure 4.3. Mean concentrations of extractable dissolved organic carbon (DOC) (a), 

ammonium (b), and nitrate (c) by Mitomycin C induction treatment (MMC), 

drought length (Weeksdry), and rewetting (Rewet).  

Panels are separated by drought length treatment (Weeksdry), with Dry samples in gray and 

Rewetted samples in blue; darker colors indicate application of pre-incubation MMC induction 

treatment. Error bars represent standard error of n = 4 replications per treatment combination. 
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Figure 4.4. Mean activities of C-degrading extracellular enzymes (AG (a), BG (b), 

CB (c), and XYL (d) by Mitomycin C induction treatment (MMC), drought length 

(Weeksdry), and rewetting (Rewet).  

Panels are separated by drought length treatment (Weeksdry), with Dry samples in gray and 

Rewetted samples in blue; darker colors indicate application of pre-incubation MMC induction 

treatment. Error bars represent standard error of n = 4 replications per treatment combination. 
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Figure 4.5. Mean activities of N- and P-degrading extracellular enzymes (LAP (a), 

NAG (b), and PHOS (c) by Mitomycin C induction treatment (MMC), drought 

length (Weeksdry), and rewetting (Rewet).  

Panels are separated by drought length treatment (Weeksdry), with Dry samples in gray and 

Rewetted samples in blue; darker colors indicate application of pre-incubation MMC induction 

treatment. Error bars represent standard error of n = 4 replications per treatment combination. 

 



 

209 

  

 

Figure 4.6. Loading plot (a) and Score plot with individual observations coded by 

Rewet treatment (b) from Principal Components Analysis (PCA) (n = 64).  

Clustering of components in PC space was observed for Rewet but not MMC induction and 

drought length treatments. 
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CHAPTER FIVE  

CONCLUSIONS  

5.1 Research Summary  

The overall aim of this dissertation research was to advance knowledge of 

interactions between soil physical structure and wetting dynamics as controls on 

microbial activity, virus-microbe interactions, and free viral abundance in soils. The 

controlled, extended incubation experiments conducted for this research have shed light 

on soil-specific mechanisms affecting major microbial functional activities directly 

related to C and nutrient cycling. Notably, this work also addresses long standing 

knowledge gaps in the fields of soil microbial and viral ecology regarding the influence 

of dynamic soil properties and water availability on viral production and destruction 

processes over time. The following specific findings are reported from this dissertation 

research: 

1. Soil aggregation and water availability constrain microbial activity. Microbes are 

dependent upon soil water as a metabolic resource but also for accessibility of 

microbe-enzyme-substrate systems within the soil physicochemical matrix. Soil water 

dynamics (i.e., drought, flooding/saturation, drying-rewetting cycles) directly affect 

soil physical structure but also feedbacks between aggregation and microbial activity 

over time (Chapters 2, 3, and 4).  

2. Free viral abundance and lytic production rates in soils varied significantly across 

aggregate size fractions, supporting the original hypothesis that virus-microbe 
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interactions exhibit variability within a bulk soil at the scale of soil aggregate 

fractions (Chapter 3).  

3. Drying of soil beyond ~20% gravimetric water content declines viral abundance, 

likely resulting from the disintegration of viral particles within fine pore spaces under 

high water potential. Under extended drought conditions, stress responses and 

resource inaccessibility limit microbial growth which constrains lytic viral production 

(Chapter 4). 

4.  Rewetting of dry soil is associated with a burst of C and N mineralization referred to 

as the Birch effect which plays a key role in soil biogeochemical fluxes. This research 

provides supporting evidence for the original hypothesis that soil rewetting is also 

associated with the burst of free viral abundance reflecting increased lytic activity 

(Chapter 4).  

Furthermore, results of multivariate statistical analyses across experiments indicate 

the following: i) widespread occurrence of two- and three-way interactions among 

treatment combinations is indicative of the highly complex nature of soil wetting as a 

control on microbial and viral processes in bulk soil and aggregate size fractions, ii) soil 

water and time have overarching control on microbial responses to viral lysis induction 

and aggregate size treatments, and iii) extracellular enzyme activities were found to 

contribute substantially to variability across all experiments but with high correlation 

between enzyme activities suggesting analytical redundancy. The suite of enzymes 

measured in this study has become standard in the past decade in soil biogeochemistry 

research but is largely targeted to assess microbially-mediated decomposition of plant 
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residues (i.e., cellulose, hemicellulose). Expanding or modifying the categories of 

enzymes assayed to include, for example, viral lytic enzymes and microbial cell 

wall/lipid degrading enzymes, could be valuable for studying virus-microbe interactions.  

Finally, while the final experiment (Chapter 4) was performed on bulk soil rather than 

aggregate fractions, results from Chapters 2 and 3 indicate significant aggregate-scale 

variability in microbial responses to rewetting of dry soil and to induction of viral lysis 

via Mitomycin C under slurry conditions. From a mechanistic perspective, soil drying 

would likely lead to viral particle disintegration but within the context of soil pore-scale 

water potential that is dependent upon pore-size distribution and therefore varies across 

aggregate fractions. The observed burst of net viral particle production upon rewetting of 

dry soil is expected from all aggregates but with different magnitude arising from 

variability in microbial community composition, substrate availability, host infection 

status, and dynamic virus-soil interactions.  

5.2 Broader impacts and closing remarks 

Soils are unique microbial habitats characterized by low and fluctuating levels of 

available water and the presence of a complex, chemically reactive aggregated physical 

structure that directly impede resource accessibility. While these characteristics have 

been demonstrated to influence microbial growth and functional activity in bulk soil, 

knowledge of their interactions at the scale of aggregate size fractions and across time 

remains limited but critical for understanding the susceptibility of terrestrial ecosystems 

to climate change. This dissertation has contributed mechanistic information regarding 



 

213 

  

the interactive controls on soil microbial functional activities at lesser-studied spatial and 

temporal scales.  

Work from this dissertation has also provided valuable insight into the dynamic 

nature of free viral abundance in soil. Despite rapidly growing availability of data on free 

viral particle abundance and community-scale diversity patterns, soil viral ecologists lack 

a soil-specific mechanistic framework that places these observations within the context of 

microbially-mediated processes that vary across space and time. Development of such a 

framework will require understanding of the fate of viruses released to soil but also the 

influence of interrelated hydrological and physicochemical conditions that directly 

influence the likelihood of an actively infective virus contacting a susceptible microbial 

host. Such understanding is key for quantifying the ecological roles of free viruses as 

drivers of microbial community functions within soils but also across ecosystem types.  
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