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ABSTRACT 

Working with objects in digital spatial form is gradually becoming a standard in many fields. 
In addition to the advantage of easier object manipulation, digital representation can also be used 
for presentation purposes or better cataloguing. In the case of objects from museum collections, it 
can serve as a basis for restoration or for conducting deeper research into detailed structures. The 
method of photogrammetry allows 3D modelling of real objects without physical contact with them, 
while at the same time making use of affordable equipment. However, the disadvantage of this 
method is the size of the output data (even hundreds of megabytes), which can be a barrier to easy 
web sharing. This paper presents an efficient workflow for the 3D digitization of smaller physical 
objects and the subsequent process of generalizing the resulting triangular model to reduce the data 
volume. Finally, the model generalization is utilized when publishing the model in a web environment 
to make it available to the widest possible range of users. The whole procedure is applied to a 
physical model of a cottage from the village of Orlová (Karviná district, Czechia) from the collection 
of the Czech National Museum (scale reduction of a vernacular building at a scale of approximately 
1:20). 
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INTRODUCTION 

With the gradual development of technology, the requirements for the creation of documents 
in digital 3D form arise. This applies both to the planned form of future objects and products (plans 
in construction or robotic production in industry) and to existing objects. One of the frequent 
applications of digital copies of existing objects is heritage conservation, that is, the management of 
historical buildings and smaller items [1], [2], [3]. For such objects, detailed spatial documentation is 
used for possible reconstruction or restoration [4]. However, it can also serve a promotional [5] and 
marketing purpose – it can make the work (and the institution) more visible or present objects that 
are not exhibited and not accessible to the public. Promotion using 3D models for marketing 
purposes is common, for example, in the retail sector. Examples of commercial use can be the offers 
of online stores1 or even web models of shopping centers2. Finally, digital models are also used in 

                                                 

 

1 https://www.nike.com/cz/u/custom-nike-metcon-8-by-you-10001328/8164255504 

2 https://thedubaimall.com/en/map 
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healthcare, education, industry, culture, and many other sectors. Thus, the presentation of objects 
using 3D models is commonly used among industries. The purpose of this paper is to build on the 
knowledge of 3D modelling of smaller objects for heritage purposes and further connect it with the 
experience of sharing 3D content for promotion purposes. 

The main disadvantage of modelling 3D physical objects in the past was the complexity of 
the workflow, which until now required the work of specialists with expensive equipment. In some 
cases, it was possible to use other methods to help – for example, if good quality printed 
documentation in the form of drawings and other technical documents was available, a model could 
be created using these sources [6]. However, the rapid development of computer technology has 
brought about the possibility of generating spatial data from photographs and thus expanded the 
application of the field of photogrammetry. 

Photogrammetry, specifically the Structure-from-Motion (SfM) method, allows the creation of 
3D digital models of physical objects using a camera and powerful hardware [4]. A specialized 
program calculates the position of each point in space from images that capture the object from as 
many directions as possible (Figure 1). In recent years, sophisticated programs and rapidly evolving 
computing technology have made this method more accessible than ever [2]. Even for a large 
number of appropriately captured images, the image alignment process is reliable and often fully 
automatic. The method also benefits from decreasing cost of acquiring high-quality digital cameras. 
Due to these advantages, the technique is gaining in popularity, thus overtaking other methods such 
as terrestrial laser scanning or geodetic surveying. The product of the photogrammetric method is a 
highly detailed textured 3D triangular model (mesh) containing millions of points. The accuracy and 
detail of the model has one drawback, namely, the large volume of output data (hundreds of 
megabytes or more). 

 
Fig. 1 – Structure-from-Motion method, optimal layout of imaging positions (from all directions to 

the object) 

Today, the Internet is the primary medium for sharing digital content, where a high-quality 
user experience depends on fast loading and smooth operation. This depends on the speed of data 
transfer and the volume of data transferred [3]. Therefore, part of the project involved generalizing 
the detailed triangular model into a form that kept the resulting file size around 10 MB while not 
significantly reducing the quality of the geometry and textures. The data volume limit was empirically 
determined with respect to the normal data connection speed in our conditions. It can be assumed 
that this limit will increase rapidly. 

The developed technological procedure was applied to the photogrammetric digitization of a 
physical model of a vernacular house (with dimensions of approximately 60×100×70 cm, Figure 2) 
and the subsequent modification of the model (generalization) so that the file complies with the size 
condition mentioned. All this is done with an emphasis on simplicity and automation of the workflow, 
which can then be easily applied when digitizing other models with similar parameters. The digitized 
model has a detachable roof, under which the interior with four rooms and furniture is hidden. 
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Fig. 2 – Model of a vernacular building from the village of Orlová, Karviná district, Czechia 

 

RELATED WORK 

Current research on photogrammetric documentation of historical objects is mostly devoted 
to building objects of real size (tens of meters). Separately, attention is paid to the digitization of 
smaller objects. However, the work on the model of a scaled-down building combines the specifics 
common to both of these fields. In addition, current research hardly focuses on the digitization of the 
interiors of such physical models, which, due to the high granularity and overall inaccessibility of the 
small space, represent a challenging environment for the method used. 

Karachaliou et al. [1] used the UAV photogrammetry method to create a 3D representation 
of the "Averof's Museum of Neohellenic Art" building in Metsovo, Greece. In the next step, they 
converted the model to the HBIM (Historic Building Information Modelling) system to create an 
effective visualization with a high level of detail for efficient building management and at the same 
time a high-quality documentation for reconstruction purposes [1], [7]. They highlight the use of 
photogrammetry as an inexpensive means of producing accurate and detailed 3D documentation of 
physical objects. They also highlight the importance of HBIM in terms of the increasing frequency of 
research in this field in recent years. 

Moreover, Jeong et al. [7] performed a 3D photogrammetric documentation of a building 
(traditional timber building), this time to evaluate the reliability of this method. They agree with the 
advantage of non-contact data acquisition, and their procedure goes on to discuss basic CAD 
vectorization using cut planes at regular intervals. 

Poloprutský et al. [6] present a procedure for creating a 3D building model by combining 
multiple data types. In addition to the 3D photogrammetric data itself, they also present modelling 
possibilities using old building plans. This method is quite inexpensive, but it is redeemed by the 
amount of time spent searching the archives and subsequent manual modelling (adding the third 
dimension). In addition, the plans for old buildings are often different from reality due to various 
reconstructions [4]. The resource also stresses that this procedure should be used in cases where 
a historic building is partially or completely destroyed. 

Photogrammetric imaging of 3D objects is often done manually (manual determination of 
camera position). However, a certain degree of automation can be used to save time and improve 
the quality of acquired data [3]. Tannús J. [2] proposed a low-cost semi-automated photogrammetric 
solution containing a camera, tripod, motorized turntable, softbox, and photographic background. 
This device captures smaller objects using a turntable and a static camera (with an angle of 11° 
between each frame) to produce image data with regular angular spacing. According to this 
research, switching from manual scanning to this new procedure saved 20% of the total time. In 
addition, part of the process (imaging) was performed automatically without the need for human 
supervision. Furthermore, Marshall et al. [3] designed and built a device for automated image data 
collection. With it, they tested the relationship between the degree of image overlap and the quality 
of the output or the duration of the process to find a compromise in the choice of these parameters 
(finding this compromise is a common dilemma in photogrammetry) [2]. They also took care of the 
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software design and implementation of safety features to prevent object-camera collisions. The 
commercial project CultArm3D [8] is very far along in this area of research. It uses a robotic arm for 
3D digitization, providing a fixed attachment of the camera while allowing its arbitrary positioning in 
space. 

The software used also plays an important role in 3D modelling, both in terms of the quality 
of the results, the speed of processing, and the user-friendliness of the interface. In his research, 
Kingsland K. [9] paid attention to comparing the capabilities of three main programs for 3D modelling 
from image data. The research shows that although Agisoft Metashape did not achieve the lowest 
processing time, it was evaluated as the most versatile, both in terms of alignment quality, noise 
filtering, variability of settings during processing, integration of a robust 3D editor, and finally a more 
favorable pricing policy. Basically, it can be said that the longer time required for (automatic) 
processing is compensated for the lower time spent on manual editing of the outputs. Also, Vacca 
G. [10] tested the data processing software of the Structure-from-Motion method, specifically open-
source licensed programs. However, since these two groups of programs are compared separately, 
it is not possible to reliably compare the results between them. 

The final stage of the work is the presentation of the outputs. To distribute the product to as 
many users as possible, it is best to publish it on the web. In this case, the user only needs basic 
equipment such as a PC and an internet connection to view the product. Other options to present 
3D data include 3D printing [3], [11] (cannot be distributed over the Internet) or VR/AR [5] (requiring 
expensive hardware). Nishanbaev I. [12] linked existing web technologies to create a web archive 
for digital 3D models tailored to cultural heritage objects. In his research, he discusses, among 
others, the available web-based 3D frameworks and libraries (CesiumJS, Three.js, Babylon.js) or 
file formats suitable for sharing 3D data. Furthermore, Rahaman et al. [5] set out a workflow for non-
expert users to create image-based 3D models (photo acquisition, 3D reconstruction), share online 
and visualize in VR/AR. They highlight specifically the focus on non-expert users (e.g., museums 
and hobby institutions), for whom digitization and content sharing can help both the preservation of 
cultural heritage objects and their promotion. For users without code-writing skills, using one of the 
commercial web repositories with 3D models (Sketchfab [13], 3D Warehouse [14], etc.) is also a 
good solution. Champion et al. [15] provide a clear comparison of these commercial services and 
their features, including controls, supported formats, and upload file size limits. 

 

METHODS 

The 3D modelling process used is based on the Structure-from-Motion method, which uses 
calculations to create a 3D model from 2D photographs. For proper functioning, high-quality images 
with sufficient overlap and clearly identifiable ground control points with precisely known positions 
(points determine the position and size of the model and characterize its accuracy) are a prerequisite. 
The calculations (alignment of the images and calculation of the detailed triangular model) were 
performed in Agisoft Metashape [1], [2], [16], evaluated as the ideal choice of one of the sources [9]. 
The following sections (Measurement and Computation sections) are devoted to this initial 
processing. The generalization of the detailed triangular model was performed manually in Trimble 
SketchUp [17] and is the subject of the third section, Modelling. 

Measurement part 

According to the research of Hruška et al. [18], who tested the identifiability of six targets 
(ground control points) of different size, coulor, reflectivity, and pattern, under different conditions, 
the best recognizable target is in the form of a black and white checkerboard array of 2×2 squares 
with the center at the intersection of four coloured segments. They also stated that the detectability 
of a target depends mainly on its size and reflectivity. Therefore, the recommended pattern was 
chosen and then printed on hard matte paper in a size of 50×50 mm, which sufficiently exceeds the 
requirement of six times the pixel size established by the source [18]. Numbers were added in the 
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corners to facilitate identification (Figure 3). Eight targets were mounted on a flat imaging board 
(Figure 4), and the relative position of each was calculated by planar adjustment from 28 distance 
measurements (all combinations of distances between points were measured with an empirically 
determined standard deviation of 0.5 mm). The standard deviation of the resulting coordinates did 
not exceed 0.2 mm (the least squares method in GNU Gama [19] software was used to calculate 
the adjusted coordinates). 

Agisoft Metashape allows printing of special coding targets with automatic center position 
detection. This feature can save a lot of time during the process, but its reliability is not verified under 
various conditions. Therefore, two test targets with automatically detectable patterns were placed 
near the targets described above (Figure 3). These points were used only to test automatic detection, 
not as ground control points. 

 
Fig. 3 – Manual detection target (left), automatic detection target 

 

 
Fig. 4 – Distribution of ground control points on the imaging board (object placed in the center) 

Images can be taken handheld, but this approach has many pitfalls (risk of blurring the image 
with longer exposure times, difficult lighting, etc.). It is therefore preferable to shoot using a tripod 
and to move the subject between shots by placing it on a turntable. The shooting scene was therefore 
arranged in this way, with the camera at such a distance from the subject that it was entirely in the 
frame (the lens used, with a focal length of 40 mm, corresponded to approximately 2 m distance). 
Illumination was provided by a pair of 50 W LED spotlights with a light color of 4000 K (neutral white) 
directed at the subject from the same direction as the camera (Figure 5). The subject was rotated at 
a constant 10° during the imaging, which ensured sufficient image overlap. Thus, rotating the object 
horizontally produced 36 images (for one elevation setup, see below). This layout of the imaging 
scene has the great advantage (in contrast to handheld imaging) of simplicity of workflow and 
therefore ease of reproducibility. Another advantage is the constant position of the lighting 
(elimination of shadows) or the choice of any exposure time without affecting the sharpness of the 
image. The disadvantage is the necessary manipulation with the subject, which is therefore exposed 
to a certain risk of damage. A comparison of the two scene schemes is given below (Figure 5). 
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Fig. 5 – Plan view of the shooting scene – handheld (left) and tripod shooting 

To precisely capture the object's structure in the vertical direction, the camera was placed in 
two additional height levels, each time performing one additional horizontal rotation. Finally, 
additional images were taken covering areas that were difficult to reach (the bottom of the object 
was not captured [3]). This was followed by imaging of the interior, a difficult environment for the 
photogrammetry method, with very limited visibility (the necessary view is often obstructed by walls 
and furniture) and many small details. Only one set of 36 images (horizontal rotation) was captured 
for each room and the missing vertical dimension was added by a single vertical distance 
measurement in each room. In total, 121 images for the exterior and 144 images for the interior of 
the building were taken and used to calculate a detailed triangular model. 

Computation part 

Today, a variety of programs can be used to process photogrammetric images. Agisoft 
Metashape is a popular software for image-based modelling. A good quality image set and an 
appropriate setting of computational parameters are essential for successful model processing. The 
procedure consists of several steps: initial alignment of the images (sparse cloud), then identification 
of the ground control points, calculation of the dense point cloud, and finally calculation of the 
triangular model (mesh) with texture. During the identification of the ground control points, automatic 
detection was performed for two test points. The results of this function were successful in only 47% 
of the cases. Examination of the unsuccessfully detected cases showed that failure occurs when the 
target is not visible in its entirety or is captured from a too sharp angle. 

During the processing, it is advisable to clean the model from noise and other objects (base, 
surrounding environment). The result is a textured, highly detailed 3D model of the object. Individual 
sets of images (exterior and 4 rooms of the interior) were processed separately, and then the models 
were aligned in a unified coordinate system (cloud-to-cloud method) and merged. Some of the 
interior locations were not visually accessible (covered by furniture) and the image coverage at these 
locations was not sufficient to generate the model. At these locations, the calculation failed, and the 
triangular model does not contain geometry. 

Although the triangular model in this form is sufficient as a good 3D documentation, it would 
be difficult to present it in a web environment due to its file size. Therefore, the next stage was to 
create a compact generalized model. Although the model loses detail, it is much more economical 
in terms of data volume. 

Modelling part 

Agisoft Metashape features a tool for uniform model generalization. In this process, it reduces 
the point density but does not consider the logical subdivision of the model. It does not preserve 
important edges and leaves flat parts too dense (Figure 6), which is not an optimal solution. 
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Fig. 6 – Types of geometry generalization 

For these reasons, the Trimble SketchUp modelling program with the Scan Essentials plugin 
was used. Geometry was manually modelled directly into the point cloud. During the modelling 
process, generalization techniques were used to replace flat parts with planes (the reduction of the 
number of points was in this case in a ratio of up to 10^6:1), as well as alignment of surfaces along 
the axes (orthogonality), geometry simplification of some elements (elimination of detailed 
structures) or regularization of the dimensions of elements (e.g. constant stair spacing). A special 
approach was given to the thatched part of the roof, where the generalization techniques described 
above were ineffective due to the irregular structure. Therefore, this part was generalized by 
uniformly reducing the number of points of the original triangular model to a point spacing of 10 mm. 
Although all above-mentioned generalization techniques degraded the accuracy of the model in 
some areas, they contributed significantly to the overall clarity and topological correctness of the 
model. Due to the reduction in geometry, the resulting generalized model saved 663.9 MB (99.7%) 
compared to the original triangular model from Agisoft Metashape; the comparison of the parameters 
of the two models is shown below (Table 1). Data volumes refer to files in DAE text format. 

 
Tab. 1 - Comparison of model data volumes (exterior + interior) 

 No. of points No. of faces File size [MB] 

Detailed triangular model 4 691 084 9 343 001 666,0 

Generalized model 11 411 23 639 2,1 

 

 
Fig. 7 – Orthogonal projections of textures onto the generalized model 
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Orthogonal projections from the four horizontal directions and from below were used to 
texture the generalized model (Figure 7). This method can be used if the model has an orthogonal 
shape (the main walls are perpendicular to each other). Since the triangular model is the basis for 
both the generalized model and the projected textures, the position of the modelled elements 
corresponds to the projected textures. These can therefore be applied to all geometry of the selected 
wall after initial alignment. 

Visually inaccessible parts of the interior could not be covered with texture (Figure 8). 
However, given the purpose of the generalized model, it was not appropriate to leave these areas 
blank. Therefore, these parts were covered using graphics editor tools (Affinity Photo software was 
used). Copies of sections from other suitable parts of the image were used to replace larger areas. 
Smaller elements such as colour differences and other poorly rendered parts were smoothed out 
with the retouching functions. All interior textures (20 textures in total, 4 walls, and the floor in each 
room) were refined in this way, giving the model a better look for presentation purposes. 

 

 
Fig. 8 – Corrections to the orthogonal projection of one of the walls, "before" (left) and "after" 

Another weakness of textures was their size (data volume). To maintain the final size of the 
model specified, it was necessary to reduce it. Raster image files can be effectively compressed by 
using a suitable format, reducing resolution, reducing colour depth, or increasing compression (for 
some formats). The effect of changing each factor on the overall file size was tested (tested on the 
texture in Figure 8); the results are summarized in the table below (Table 2). As can be seen in 
Figure 9, reducing the resolution and increasing the compression rate have different impacts on the 
visual quality of the image file. Although the two compared texture sections were extracted from a 
file of similar size (approximately 600 kB), the sample located on the right shows significantly worse 
visual quality. Reducing the colour depth had a negligible impact on the file size. Therefore, to reduce 
the volume of texture data, the resolution was preserved and the JPG compression value was set to 
30. 

 
Tab. 2 - Dependence of texture file size on resolution and compression intensity (texture data from 

Figure 8, each file was modified from the original, IrfanView program used) 

  Resolution [px] 

  5000×2949 4000×2359 3000×1770 2000×1180 1000×590 

Q
u

a
lit

y
 (

J
P

G
) 

100 5151 kB 3604 kB 2386 kB 1290 kB 377 kB 

85 2243 kB 1567 kB 1022 kB 539 kB 156 kB 

70 1516 kB 1075 kB 701 kB 360 kB 100 kB 

55 1157 kB 818 kB 532 kB 268 kB 73 kB 

40 927 kB 649 kB 420 kB 210 kB 56 kB 

25 658 kB 459 kB 293 kB 145 kB 39 kB 
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Fig. 9 – Texture detail for different compression parameters (detail of Figure 8) 

 

 
Fig. 10 – Views of the model at different stages of the work process 
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In total, 5 textures were created for the exterior and 20 for the interior. Each of them required 
editing with retouching tools due to incompleteness. In total, the image files for the model included 
6.1 MB of data (JPG format). The total size of the textures in their original form (full resolution, low 
compression) was 193.5 MB, so 97% of the data was saved by graphical processing of the files. 
After adding the vector geometry of the model (DAE format), the total size of the generalized model 
was 11.4 MB. In this form, it meets the size and texture quality criteria (the quality can be visually 
compared in Figure 10). 

The main objective of the described technological procedure was the presentation of the 3D 
model in a web environment. For this purpose, the JavaScript library Three.js [20] and its 
ColladaLoader function were used. This function loads 3D data in Collada format (DAE extension) 
into the web browser window [6]. Since the model contains an interior that is initially covered by the 
roof, it was necessary to add controls to the loaded page, allowing the model to be displayed both 
in its complete form and in its uncovered form (interior revealed by removing the roof). The resulting 
output is an HTML file executable in a web browser in the form of a web page containing a 
generalized textured 3D model. In the upper right corner, the page contains checkboxes with a label 
for each layer (part of the model), each of which can be clicked to change the visibility of the layer 
(Figure 11). The content of the web page takes approximately 3 seconds to load with a normal 
internet connection speed. There is no need to include user instructions, as the interface is simple 
and intuitive. 

 
Fig. 11 – Presentation of the generalized model in a web environment 

 

RESULTS AND CONCLUSION 

The paper presents the methodology of the technical procedure for digitizing a physical model 
of approximately 1:20 scale of a building using photogrammetry (exterior and interior). Furthermore, 
the generalization of the resulting triangular model is carried out in both the form of geometry 
reduction and the reduction of the texture data volume. The use of photogrammetry ensures high 
accuracy and detail of the output, as well as the efficiency of the workflow. 

The generalization process was performed by manual modelling using a detailed point cloud 
in Trimble SketchUp. The generalization saved 99% of the data volume compared to the original 
triangular model (the size of the resulting textured model was 11.4 MB). The resulting model could 
thus be published and presented as a lightweight web application based on the features of the 
Three.js library, including a user-friendly environment for switching layer visibility. 

The developed procedure from digitization to presentation is applicable to physical models of 
buildings or other objects of similar dimensions. Thanks to the use of a turntable and a static camera 
position, it can be performed even by a person with no knowledge of photogrammetry. In future work, 
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it is planned to further improve the procedure technologically – for example, by testing a light diffusion 
device (softening the shadows in the image) or using a green screen to mask the background to 
speed up the calculation [2]. It is also worth exploring technological improvements to the 
generalization process. The latter involves difficult decisions about which elements to keep and 
which to omit, depending on the structure and subdivision of the digitized object. It requires an 
individual approach and is, therefore, time-consuming and difficult to automate. 
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