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Abstract 

Heterogeneous oxidation of multi-component aqueous organic aerosols: The effect of 

transport phenomena and reaction compartment on reaction kinetics. 

Tadini Wenyika Masaya 

The surface-bulk partitioning of small organic molecules in aqueous droplets was investigated 

using molecular dynamics. The air-particle interface was modeled using a 80-Å cubic water box 

containing series of organic molecules and surrounded by gaseous OH radicals. The properties of 

the organic solutes within the interface and the water-bulk were examined at a molecular-level 

using density profiles and radial pair distribution functions. Molecules containing only polar 

functional groups such as urea and glucose are found predominantly in the water bulk, forming 

an exclusion layer near the water surface. Substitution of a single polar group by an alkyl group 

in sugars and amides leads to the migration of the molecule toward the interface. Within the first 

2 nm from the water surface, surface-active solutes lose their rotational freedom and adopt a 

preferred orientation with the alkyl group pointing toward the surface. The different packing 

within the interface leads to different solvation shell structures and enhanced interaction between 

the organic molecules and absorbed OH radicals. The simulations provide quantitative 

information about the dimension, composition, and organization of the air-water interface as well 

as about the non-reactive interaction of the OH radicals with the organic solutes. It reveals that 

the enhanced reactivity of surface-active molecules is due to increased concentrations, preferred 

orientation, and decreased solvation near the air-water surface. The results are important to 

explain how heterogeneous oxidation mechanisms and kinetics within interfaces may differ from 

those of the bulk. 

An atmospheric pressure flow-tube reactor coupled with offline GC-MS analysis techniques was 

used to determine the kinetics of the OH-initiated oxidation of equimolar aqueous organic 

aerosol. Saccharides (glucose and MGP) and amides (propionamide, urea, and acetamide), were 

chosen as model molecules because of their partitioning properties, availability in the 

atmosphere, and the important role they play in atmospheric chemistry. The decay rates of the 

solutes (saccharides and amides) were determined by measuring the loss in signal of solutes in 



the particle phase as a function of OH exposure (time-integrated total concentration of OH 

radical). The reactivity of MGP towards OH radicals was shown to be higher in the presence of 

urea (a surface in-active molecule) than when in the presence of propionamide (a surface in-

active molecule). The decreases in MGP reactivity was shown by the change in rate coefficients 

from 1.2(±0.1) x 10-11 cm-3 s-1 in the urea-MGP particles to 4.7(±0.3) x 10-12 cm-3 s-1 in the 

propionamide-MGP particles. These findings highlight the importance of surface interactions 

over bulk interactions in determining the reaction rate of reactive species in aqueous aerosols. 

The change in particle size with change in chemical composition was also demonstrated.
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1 Introduction 

1.1 Chemical species in the atmosphere 

The earth’s atmosphere is composed of several chemical species, some of which serve as part of 

the protective envelope of gases surrounding the planet. The major components of the complex 

mixture we define as the earth’s atmosphere are N2, O2, and Ar.1  Water, CO2, Ne, He, CH4, Kr, 

H2, N20, CO, O3, and Xe exist as minor components of the atmosphere, while NH3, NO, SO2 and 

H2S exist as trace components.2–4 The composition of the atmosphere also extends to include 

many radicals, inorganic, and organic species. The complex nature of the earth’s atmosphere and 

its ever-evolving composition make the full understanding and mastery of it very elusive. 

However, the dependence of all life on the atmosphere makes research to understand the earth’s 

atmosphere not only worthy but a necessary endeavor. 

1.1.1 Oxidants 

The atmosphere’s oxidative capacity is a measure of the combined ability of all the oxidants 

present in the atmosphere to oxidize reactive species in the atmosphere such as emitted 

pollutants.  The oxidants present in the atmosphere include ozone (O3), hydroxyl radical (OH), 

Nitrate radical (NO3), and Hydrogen peroxide.5 OH radicals and hydrogen peroxide, are formed 

via photodissociation from the most abound oxidant,O3.
6–8 The nitrate radical (NO3) has been 

proven to be the main oxidant in the atmosphere at night to a point where the oxidative capacity 

of the atmosphere at night can be defined in terms of NO3 and O3 only.9–15 Lastly, the OH radical 

has been identified as the detergent of the atmosphere16 due to its ability to oxidize most of the 

chemicals in the atmosphere. This capability has led to the OH radical being identified as the 

most important oxidizing species in the atmosphere.16–21 A study of the atmosphere with the 

intent to understand the fate of chemical species ejected into or formed in the atmosphere can 
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therefore not ignore the above-mentioned oxidants. The OH radical due to its elevation above the 

other oxidates demands even more attention. 

1.1.2 Organics  

From as early as 1950 it had become apparent that organic compounds are present in the earth’s 

atmosphere and by the late 1980s 1000s of individual species had been identified.22 Since then 

the number has grown to over 10000 species and these include alkanes, alkenes, aromatics, 

carboxylic acids and their derivatives, saccharides, amine, amides, alcohols and carbonyl 

compounds.23–38 All these chemical species are believed to be involved in the processes 

happening in the atmosphere either as gases or as constituents in atmospheric aerosols. The 

existence of so many species that form a very complex chemical system present obvious 

challenges to any attempt to understand processes in the atmosphere or in subcomponent of the 

atmosphere such as organic aerosols. The challenges include difficulties in separation and 

identification of compounds, and in keeping track of multiple simultaneous reactions. It is 

therefore necessary to focus on a few species that can act as surrogates, looking at properties that 

can be extrapolated to other species not studied.   

1.2 Atmospheric aerosols 

Atmospheric aerosols are technically understood as being a suspension of fine solid or liquid 

particles (of a complex chemical nature) in the air, with a particle diameter ranging from 1nm to 

10 μm.39–41 

Atmospheric aerosols are found in the atmosphere either as a result of 1) being directly ejected 

into the atmosphere or 2) being formed from the interaction of gaseous components present in 

the atmosphere, (e.g., the reaction of volatile organic compounds (VOCs) with atmospheric 

oxidants to form secondary organic aerosols (SOAs)). The ejection of aerosols into the 
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atmosphere occurs during both natural processes, such as volcanic eruptions, and anthropogenic 

activity, such as the generation of thermal power from coal.42–45 Likewise, the gaseous 

components  that react to form particles in the atmosphere originate from natural processes and 

anthropogenic processes.46–48 

Cloud formation and earth’s solar radiation management have been proven to be influenced by 

atmospheric aerosols, therefore linking global climate to atmospheric aerosol chemistry.49–51 

Several health conditions have also been linked directly and indirectly to atmospheric 

aerosols.52–54 This suggest that the continuity of high quality living on the planet will depend 

significantly on understanding the chemistry of atmospheric aerosol. 

1.2.1 Formation of atmospheric particles 

Atmospheric particles can either be emitted directly into the atmosphere as primary particles, 

having been formed during other processes such as fossil fuel combustion, or be produced in situ 

from the reaction of atmospheric oxidants with VOCs. The later produces organic aerosol 

referred to as secondary organic aerosols (SOAs). 

The formations of SOAs is believed to proceed via one of two mechanisms, either by the 

condensation of gaseous components on to pre-existing particles or by nucleation of new 

particles.55,56 The formation of SOAs by nucleation begins with different gas phase molecules 

colliding with one another and coalescing due to the combined effect of intermolecular 

interaction (chemical bonding, hydrogen bonding, and Coulombic or Van De Waals 

interactions). This results in small clusters that may then grow if they can become stable against 

evaporation of the building constituents. Continued interaction with other gaseous components 

can then lead to additional uptake which subsequently leads to further growth. The small cluster 

may also coagulate to form larger particles.55,57–59Figure 1.1 Captures a depiction of the 
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formation of aqueous (AqSOA) and non-aqueous (GasSOA) SOAs as postulated by several 

researchers over the years. 

 

Figure 1.1 Schematic of gasSOA and aqSOA formation pathways in the gas and aqueous phases 

of the atmosphere. Dashed arrows denote oxidation reactions.56,60 

Formation of secondary inorganic aerosols (SIA) is comparatively well understood and similar; 

with the major difference being the nature of compounds that combine to form SIAs. SIA consist 

mainly of ammonium nitrate (NH4 NO3), ammonium sulfate ((NH4)2 SO4) and sodium nitrate 

(NaNO3).
61,62 

1.2.1.1 Amides and Saccharides in atmospheric aerosols  

Amides present as a good organic molecules to look at in the atmosphere because of their 

amphiphiles nature, which allow for the simultaneous studying of hydrophobic and hydrophilic 

interactions in atmospheric aerosol particles.63 The risk that the products of the radical oxidation 

of amides pose on human health and the evidence of amide presence in the atmosphere make 
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amides worthy of investigation.38,64–67 Evidence of amides being involved in new particle 

formation (NPF) in the atmosphere has also started to slowly emerge.68,69 NPF as an important 

mechanism for the formation of aerosols has been credited with the formation of over half the 

global budget of the atmosphere’s cloud condensation nuclei (CCN), which influences cloud 

processes and energy balance on the planet.70–72 Given the involvement of amides in atmospheric 

processes, potential health risk and potential involvement in key atmospheric nucleation 

mechanism, it is vital to study amides in the atmosphere.  

Water-soluble organic components (WSOC) have been established as the most important species 

amongst all organics making up organic aerosols, with the percentage of WSOC going as high as 

80% in some organic aerosols.73–75  Saccharides are one of the top substances making up WSOC 

with maritime aerosols containing up to 63% by mass saccharides and continental aerosols 

containing anywhere between 13-26% by mass.76–78 The sources of the three classis of 

saccharides (anhydro-saccharides, primary saccharides, and saccharide alcohols) present in the 

atmosphere have been shown to have multiple sources from natural and human activities.79–85 

Given the overwhelming presence of saccharides in organic aerosols it is credible to seek an 

understanding of how saccharides influence atmospheric processes including the chemistry of 

other organic species present. 

1.2.2 Chemical, physical, and optical properties Atmospheric aerosol particle 

1.2.2.1 Chemical properties 

The chemical constituents of atmospheric aerosol particles can be divided into two distinct 

groups, inorganic, and organic compounds. From these two divisions, three groups of aerosols 

are formed: organic aerosols (OAs), inorganic aerosols (IAs), and organic-inorganic aerosols.86–

88 Organic aerosols are the most abundant atmospheric aerosols making approximately 50% of 
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the total aerosols89–91, followed by inorganic aerosols and lastly organic-inorganic aerosols. For 

all three types of aerosols water-soluble organic components (WSOC) 73–75 and water-soluble 

inorganic ions (WSII) 92–94 have been established as the most important species amongst all 

chemical components making up atmospheric aerosols. 

1.2.2.2  Physical properties 

Atmospheric aerosol particles exist in various phases ranging from solid, semi-solid to liquid 

particles95–98 or as a combination of phases99,100. Particle are ascribed a phase based on the 

particle’s viscosity.97,101 Figure 1.2 shows viscosities and the corresponding phases. 

 

Figure 1.2 Viscosities and the corresponding phases of atmospheric aerosol particles. All the 

images used are from http://www.google.com.image. 

The viscosity of atmospheric aerosol particles is dependent on the chemical composition of the 

particles and the prevailing conditions of the immediate environment. Viscosity being a measure 
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of resistance to motion is inevitably related to diffusion as a measure of net motion.102 The two 

properties are related by the Stokes-Einstein equation: 

𝐷 =
𝑘𝐵𝑇

6𝜋𝑟𝜂
     (1.1) 

Where D is the bulk molecule diffusion, 𝑘𝐵 is the Boltzmann constant, T is the temperature(K), 𝑟 

is the radius of the diffusing molecule and 𝜂 is the dynamic viscosity. Atmospheric aerosol 

particles are suspended in a gas(air) with other gaseous chemical components, because of this 

gas-particle equilibrium is reached or attempted.  The establishment of the gas-particle 

equilibrium is governed by three processes: gas-phase diffusion, interfacial transport, and 

particle phase diffusion. The time taken to establish equilibrium is expressed by the equilibrium 

partitioning time scale 𝜏eq
103,104: 

𝜏𝑒𝑞 =  
𝑅𝑝

2

𝜋2𝐷𝑏
     (1.2) 

Where 𝑅𝑃 is the particle radius, 𝐷𝑏 is molecular diffusion coefficient of the condensing species 

in the particle. Liquid atmospheric aerosol particles allow for solute molecules to have large 

diffusion coefficients thereby reaching equilibrium extremely fast. This leads to the conclusion 

that the interaction of gas and bulk phase components are not limited by particle bulk-phase 

diffusion. On the other hand, semi-solid atmospheric aerosol particle components prove to be 

limited by particle-bulk phase diffusion.   

1.2.2.3 Optical properties 

Atmospheric aerosol particles possess the ability to scatter, absorb and transmit solar radiation as 

depicted in Figure 1.3. These optical properties are expressed quantitatively by values such as 

scattering coefficient, absorption coefficient, extinction coefficient, single scattering albedo and 



8 
 

optical depth. The optical properties of the atmosphere have a huge effect on the atmospheric 

global radiation and therefor global climate. The optical properties of the aerosols not only affect 

climate but also affect the environment directly through formation of haze and change of 

visibility. All the optical properties of atmospheric aerosols are summed up and best described 

by the complex refractive index (m): 

𝑚 = 𝑛 + 𝑖𝑘     (1.3) 

where 𝑛 is the real part of the complex refractive index, describing the scattering characteristics 

of the particle and 𝑘 is the imaginary part describing the absorbing characteristics.105–107 The 

optical properties of the atmospheric aerosol particles are dependent on the chemical 

composition, shape, and size of the particles.108 

 

Figure 1.3 Interaction of an atmospheric aerosol particle with solar radiation. 
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1.3 Chemistry of the interface: Heterogeneous chemistry of atmospheric organic aerosol 

particles 

1.3.1 Liquid surface 

The liquid surface is a hive of activity, molecules constantly evaporate from the liquid into the 

gas phase, while gas phase molecules also adsorb on to the liquid surface and diffuse into to the 

liquid bulk(Figure 1.4). This implies that a liquid surface is not an infinitesimal sharp boundary 

in the direction of its normal, but rather it is of a significant thickness. The mass transportation 

that occurs at the surface also make it clear that the liquid surface is an interface between the 

bulk of the liquid and the next medium (gas). The thickness of this interface has then to be 

defined and this can be done by looking at density ρ.  If the density normal to a surface is 

considered, it is observed that within a few molecules the density decreases from the maxima of 

the liquid bulk to the minima of the gas medium.109,110 The interface thickness can also be 

determined looking at the orientation of the liquid molecules. Interfacial liquid molecules tend to 

be oriented in a specific way and they lose this orientation the further they moves into the 

bulk.111,112 The most fundamental quantity to the liquid surface is surface tension, which is 

arguably a property not just of the liquid but of the interaction of the liquid surface and the gas 

phase components near the surface.113 
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Figure 1.4 Generalized illustration of the processes occurring at the liquid surface and involved 

in the heterogeneous oxidation of an aqueous organic aerosol particle. 

1.3.2 Thermodynamics of gas-liquid interfaces 

To be able to apply the thermodynamic formality to the liquid surface, an ideal interface has had 

to be define. This ideal dividing plan has been defined as being infinitely thin (assumed to be 0 

in most instances). Important excess quantities such as internal excess, can then be defined with 

respect to the positioning of the ideal Gibbs interface. The internal excess is a measure of the 

amount of substances that add to or are removed from the interface. Using the ideal Gibbs 

interface, the Gibbs adsorption isotherm relating surface tension to the amount of solute adsorbed 

at the interface is expressed as follows: 

Γ = −
1

𝑅𝑇

𝛿𝛾

𝛿𝑎
     (1.4) 
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Where 𝚪  is the internal excess, 𝜸 is the surface tension and 𝒂 is activity. For every gain in solute at 

the interface the surface tension decreases. When solute avoids the interface surface tension 

increases.114–116  

Partitioning Gibbs free energy can be used to quantitatively describe the partitioning behavior of 

solutes dissolved in a liquid exposed to a gas. Surface-active (having a higher affinity for the 

interfacial region) molecule has a negative value of partitioning Gibbs free energy and surface-

inactive (having a higher affinity for the liquid bulk region) molecules have a positive partitioning 

Gibbs free energy. The Partitioning Gibbs free energy is calculated as follows: 

∆𝑝𝐺𝑜 = −𝑅𝑇𝑙𝑛𝐾𝑝,𝑖     (1.5) 

Were 𝐾𝑝,𝑖  is partitioning equilibrium constant, R the ideal gas constant, and T the 

temperature.117 

𝐾𝑝,𝑖 =  
[𝑀𝑖]𝛴

[𝑀𝑖]𝐵
      (1.6) 

Were 𝑀𝑖 is a molecular species in bulk solution (B) migrating to the gas-liquid(water) interface, 

[𝑀𝑖]𝛴 and [𝑀𝑖]𝐵 are interface and bulk concentrations respectively. 

1.3.3 Reaction mechanisms and kinetics of heterogeneous oxidation of atmospheric 

particles 

The overall kinetics of the heterogeneous oxidation of atmospheric aerosols encompass the 

following separate physicochemical processes118–121:  

1. Gas-phase diffusion:  gas-phase species diffuses from the gas phase to the surface of the 

atmospheric particles. 
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2. Mass accommodation:  gas-phase species strikes a given particle surface via collision, stick 

(adsorption) to the surface or bounce(desorption) back to the gas phase. 

3. Surface chemical reaction: the gas-phase species react with surface-bounded particle 

molecules. 

4. Dissolution and bulk diffusion: unreacted gas-phase species dissolve in the bulk phase which 

depends on their solubility, the dissolved gas phase species then diffuse into the bulk phase. The 

products of surface reaction desorb into the gas phase or dissolve into the bulk phase. 

5. Bulk chemical reaction: the gas-phase species and surface reaction products react with bulk-

phase species. 

While research is still on going to understand all the processes listed above, the reactions at the 

liquid surface are the least understood. Surface reactivity for radicals, such as OH radical, is 

supported by calculation of the reacto-diffusive length, that is, the extent to which a reactant will 

penetrate the bulk phase before reaction.122 

1.3.4 The reactive uptake coefficient (γ)  

The reactive uptake coefficient (γ) is a quantity that expresses the probability that a reaction will 

occur after a gas-surface collision. This parameter has been used in models to determine the 

importance of given heterogenous reaction in the atmosphere. Reactive uptake coefficient (γ) 

values that are ≥ 0.1 signify that a reaction is efficient, while values ≤ 0.1 indicate the opposite. 

Numerous studies have been done to determine the uptake of radicals, the studies have shown 

that OH and CI radical reactions are very efficient with γ ≥ 0.11.123–126 OH uptake coefficients 

cannot exceed 1,however, reactive uptake  coefficient for the reaction of OH radicals and 

organics have been reported to go higher than 1.0. Reactive uptake coefficient values ≥ 1 reflect 

not only loss of the gas-phase radicals to the particle surface, but also hint at secondary 
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chemistry leading to loss of reactants from reaction with particle-phase intermediates. The 

traditional approach of measuring gas-phase radical loss cannot be used in these kind of studies 

and an approach of measuring decay of particle-phase species and monitoring them as a function 

of radical exposure time is used instead.127–130 As an indicator of the overall reaction efficient, 

reactive uptake coefficient (γ) is related to all the physicochemical processes involved in the 

heterogenous oxidation of atmospheric aerosols. This is presented in the following equation: 

1

𝛾
=

1

Γg
+

1

α
+

1

Γrxn
+

1

Γsol
     (1.7) 

Where Γ𝑔 is the gas-phase diffusion, Γ𝛼is the mass accommodation, Γ𝑟𝑥𝑛 accounts for the reaction 

term and Γ𝑠𝑜𝑙 accounts for solubility (dissolution).131 The reactive uptake coefficient (γ) is 

calculated from the following formular: 

𝛾 =
2𝑘𝑜𝑟𝑔𝑑𝑝𝜌0𝑁𝐴

3𝑐𝑀
     (1.8) 

were 𝑘𝑜𝑟𝑔 is the observed apparent decay rate constant of the particle species (the second order 

of heterogeneous reaction rate coefficient). 𝜌0, 𝑀, and 𝑁𝐴 are the density of particle, the 

molecular weight of particle species and the Avogadro’s number. 𝑑𝑝 is the mean surface-

weighted particle diameter and 𝑐 is the mean speed of gas-phase reactant.132–134 

The radical uptake onto the surface can occur in one of two ways, either by following the Eley–

Rideal (ER) (one-step reaction) or Langmuir–Hinshelwood (LH) (two-step reaction) kinetic 

mechanisms.135,136 The ER mechanism suggests that the radical does not adsorb onto the surface 

of the particle before reacting with the Bulk-phase species, rather the radical collides directly 

with the reactive bulk phase species and react. The LH mechanism suggests that the gas-phase 
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radical first adsorbs on to the surface and then reacts with the bulk-phase reactant.137,138 Figure 

1.5 show a depiction of the two mechanisms  

 

Figure 1.5 (1) Diagram of the Langmuir-Hinshelwood (L-H) reaction G (gas-phase reactants) + 

B (bulk molecule) → P (products). The G need to adsorb on the surface (a) before reacting to 

form P (b), which may remain on the surface (c) or desorb (d). (2) Diagram of the Eley-Rideal 

(E-R) reaction, the G does not adsorb onto the surface prior to reaction (a, b). The P may remain 

on the surface (c) or desorb (d).137,138 

Radical uptake could occur via one of the mechanism or could involve both. Experiment have 

been conducted to try and establish with mechanism is prevailing for OH radical oxidations.136 In 

some studies, the Inelastic scattering of OH radicals from squalane surfaces has been observed, 

and this is suggestive of OH radical being adsorbed on the surface for a considerable period.139 

Several other experiments have also produced evidence of OH radical adsorption and therefor 
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suggesting LH mechanism.140 Despite the above mentions results no unambiguous confirmation 

of LH or ER mechanism through kinetic observations has not been demonstrated. 

1.3.5 Chemistry reactions in the bulk-phase and at the air-water(liquid) interface 

The comparison of the kinetic for the radical uptake onto the surface with analogous gas-phase 

reaction and bulk-phase reactions suggest that the presence of an interface greatly alters the 

reaction rates.141 Enhancement of slow gas-phase reactions at the interface has been proven for 

radicals such NO3 and Br. OH radical reaction have been shown to be able to proceed near the 

collision limit once at the interface.126 Several explanation for this enhancement have been 

proposed such as longer residence times of radicals on interface because of following the LH 

reaction mechanism, low activation energies for surface reaction, more favorable reaction 

energetics through alternative reaction pathways and micro-confinement effects.142,143 This 

enhancement also makes it clear that while well understood analogous gas-phase and bulk-phase 

mechanisms make good initial assumptions for the mechanisms at the interface reactions, they 

are inadequate to explain surface oxidation chemistry. 

Several other studies have also highlighted other significant changes other than rate that have 

been caused by reactant species interacting at the interface. Prisle et al.144 reported increased acid 

production at the interface compared to the bulk due to a different acid-base chemistry occurring 

at the interface. Kumar et al145 study highlights an even more drastic difference between bulk and 

interface as it suggests a different reaction product from the same reactants. Suggesting 

hydroxyethyl hydroperoxide as the product for the surficial reaction, and nitroxyethyl 

hydroperoxide for the bulk reaction. Kusaka et al146 also reports the extreme change between the 

bulk and the interface chemistry as they report the photochemical reaction of phenol to be 10000 

times faster at the interface.  



16 
 

The partitioning properties of the bulk-phase reactants are key factor to the reactions that occur 

both at the interface and in the bulk. Some species in the bulk-phase are surface-active 

molecules, this means having a higher affinity for the interfacial region (higher number density 

at the interface than in the bulk). Other species will prove to be surface-inactive molecules, this 

means having a higher affinity for the bulk region (higher number density in the bulk than at the 

interface).147 The overall reaction rate of the heterogeneous oxidation of aqueous(liquid) 

atmospheric aerosol particles is therefore a summation of the surface rate and the bulk rate. The 

rate has to also take into account the thickness of the interface. The overall pseudo-first order 

reaction rate is given by the following equation: 

𝑘1 = 𝑘𝑏𝑢𝑙𝑘 + (
𝑘1,𝜎

𝛿
)     (1.9) 

were  𝑘𝑏𝑢𝑙𝑘 and 𝑘1,𝜎 are respectively the homogenous bulk (aqueous)-phase and heterogeneous 

surface reaction rate constants, and 𝛿 is surface water film thickness. Experimental studies have 

shown that as 𝛿 decreases, the contribution of 𝑘1,𝜎 to the overall reaction rate 𝑘1 increases.147–

149Figure 1.6 shows the kinetics framework for gas-phase oxidants reacting with reactive species 

in an aqueous(liquid) particle. 
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Figure 1.6 A schematic of two reaction channels (surface heterogeneous reaction and bulk 

homogeneous reaction) for gas-phase oxidants reacting with organic reactive reactants in the 

aqueous droplet. As and Ab are the reactive organic species at the surface of aqueous droplet and 

in the bulk of droplet. 𝑂𝑥𝑠 and 𝑂𝑥𝑏 are the gas-phase oxidants at the surface of aqueous droplet 

and in the bulk of droplet. P is the product.148 

Experimental studies suggest that the reaction mechanism in the bulk of aqueous(liquid) 

atmospheric aerosol remains similar to regular reaction occurring in bulk solvent e.g. water.145 

1.4 Drastic changes to chemistry at the interface of spherical particles 

As has been already pointed out in previous sections there is growing evidence that the chemical 

reactions at the interface of liquid particles and microdroplets150,151 are by several orders of 

magnitude enhanced compared to their bulk counterparts.  

However, even more drastic changes have been attributed to the liquid particle interface, such as 

the spontaneous formation of H2O2
152–154

 , the occurrences of phosphorylation reaction in 

microdroplets155, and a different electric field.156 The Zare and Mishra laboratories have detected 

H2O2 being produced at the interface of pure water microdroplets.157,158 As the H2O2 has not been 

detected in bulk water or at the interface of non-spherical large volumes of water, this 
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phenomenon has been attributed solely to the liquid particle interface. A mechanism for the 

formation of the H2O2 has been proposed:  

𝐻2𝑂 → 𝐻+ + 𝑂𝐻−     (1A) 

𝑂𝐻− → 𝑂𝐻∙ + 𝑒−      (1B) 

2𝑂𝐻. → 𝐻2𝑂2             (1C) 

However, this mechanism can only be plausible if the interfacial environment on liquid droplets 

can create a means to overcome the highly unfavorable ionization step 1B.  Investigations to 

determine if the interfacial environment poses the ability to alter the ionization energy demands 

of step B were conducted using ab initio calculations and reactive MD simulations. Some of the 

key findings from the investigations were that ionization energy of OH- increases with increasing 

water molecules in the solvation shell due to cluster induced stability, and that the water 

molecules continue to add stability beyond the first solvation shell. Leading to the conclusion 

that the interface OH- has a different ionization compared to bulk water OH- and therefore the 

interfacial environment makes OH- more susceptible to oxidation. The electric fields specific 

only to the air-water interface of aqueous droplets also make the limiting energetic step(1B) 

accessible. 

Phosphorylation which is known to be thermodynamically unfavorable in solution has been 

shown to have a -∆𝐺  of reaction in microdroplets. Inho Nam and Co found that sugar 

phosphorylation in microdroplets had a reduced entropic cost compared to bulk solution.155 The 

entropic change for the chemical reaction has been attributed to molecular orientation and 

reactants alignment at the air-water interface of aqueous droplets and a strong electric field in the 

interfacial region.159–162 



19 
 

The above mentioned recent observations that have been tied to the liquid particle and 

particularly the interface of the particle, show that little is understood about the air-liquid 

interface. The vast difference between interfacial chemistry and bulk chemistry is still yet to be 

fully explored. Understanding of interfacial chemistry in liquid particles presents us with new 

reactive possibilities previous not accessible.  

1.5 MD simulation of the interface: A computational look at the Gas- liquid interface 

Computer simulations of chemical systems can basically be divided into two major divisions. 

Classical mechanical simulations and quantum mechanical (QM) simulations. Quantum 

mechanical (QM) simulations present the best approximation to real life chemical systems and 

therefor give the highest accuracy.163 However, QM is limited to very small systems due to it 

being computationally expensive and having limited theory. Because of this, the classical 

mechanics approach is the go-to for most simulations of relatively large chemical systems.164,165 

A method known as QM/MM (quantum mechanics/molecular mechanics) method that harnesses 

the advantages of both classical mechanical simulations and quantum mechanical (QM) 

simulations has also been developed and continues to gain popularity.166 

In classical mechanical simulations Newton’s second law is numerically integrated to give time 

trajectories for a system of interacting atoms, ions and/or molecules. The position and velocity of 

an atom in the system can be determined from: 

�⃗�𝑖 =  𝑚𝑖�⃗�𝑖 =  −
𝜕𝑈

𝜕𝑟𝑖
     (1.10) 

Where �⃗�𝑖 is the force on a particle i with a mass 𝑚𝑖 and an acceleration �⃗�𝑖, U is the interatomic 

potential energy and 𝑟𝑖 represents the cartesian set of coordinates of a particle i.167 An ideal 
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model would be one that is able to fully describe a chemical system including properties such as the 

dynamics of electrons and nuclei of the atoms in the system. However, due to the extremely different 

time scales between nuclei and electron motions, classical simulations are unable to capture both 

these dynamic. To address this limitation, classical simulations invoke the Born-Oppenheimer 

approximation.168–170 The approximation allows for the examination of the dynamical evolution of 

the nuclei without considering explicitly the contribution from the electrons. This then prevents the 

use of classical simulation to model effects such as bond formation and bond breaking amongst other 

quantum mechanical effects. The time step used in the numerical integration (femtoseconds) also 

make the use of classical simulations to model processes occurring at much slower time scales 

(seconds) very computationally expensive and slow. 

1.5.1 Classical Computational methodologies 

Several different Classical simulations methods exist. These are Monte Carlo (MC) simulations, 

Langevin dynamics (LD) simulations, Brownian dynamics (BD) simulations, and molecular 

dynamics (MD) simulations. 

Monte Carlo Simulation, also known as the Monte Carlo Method, is a mathematical technique, 

which uses randomly generated probabilities to decide if the movement of a given molecule is 

permissible. MC simulation server to generate an ensemble of representative configurations 

under specific thermodynamics conditions for a chemical system. From these configurations 

thermodynamic quantities such as free energy may be determine. MC simulations are incapable 

of giving information about time depended changes but play a critical role in other simulation 

methods that are capable of time evolution studies.171,172 
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Langevin dynamics simulations like MC simulations attempt to describe the dynamics of 

molecular systems utilizing langevin equations.173,174 Brownian dynamics (BD) simulations are 

simplified visions of Langevin dynamics and are sometimes referred to as overdamped Langevin 

dynamics.175 Both LD and BD simulations use simplified description of the chemical system 

were solvent molecules are not treated individually.  

An MD simulation may be defined as a computer simulation technique that allows the prediction 

of time evolution of an interacting system of atom or molecules, by generating atomic 

trajectories of the system using numerical integration of Newton’s equation of motion for a 

specific interatomic potential defined by an initial condition and boundary condition. Figure 1.7 

shows the MD simulation procedure. Governed by classic mechanics, the Hamiltonian of a 

system model using MD simulation is given by the following equation: 

𝐻(𝑝, 𝑟) = ∑
𝑃𝑖

2

2𝑚𝑖
𝑖 + 𝑈     (1.11) 

Where 𝐻 is the total energy (Hamiltonian) of the system, 𝑃 is the momentum, 𝑟 is the position, 

𝑚 is the mass, and 𝑈 is the potential energy. From this Hamilitonian the equations of motion can 

then be derived. The classical equations of motion utilized are as follows: 

𝑟�̇� =
𝜕𝐻

𝜕𝑃𝑖
=

𝑃𝑖

𝑚𝑖
     (1.12) 

𝑃�̇� = −
𝜕𝐻

𝜕𝑟𝑖
= −∇𝑟𝑈     (1.13) 

Where −∇𝑟𝑈 is the force on the atoms in the system. From the above equations it becomes 

possible to calculate the position of atoms in the system at any time  𝑡 + ∆t and write a 

trajectory.176,177 
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Figure 1.7 The Molecular Dynamics simulation procedure. 

1.5.2 Properties of the gas-liquid interface 

Due to its ability to probe areas that remain inaccessible to available experimental techniques 

MD simulations have found extensive use in heterogenous chemistry and surface 

chemistry.178,179 Over the years a lot of insight on bulk-phase and interface interactions has been 

obtained using MD simulations.  Studies have look at structure and dynamics at the interface 

between water and air and have reported on specific properties such as surface tension, water 

molecule orientation and proton hoping.180–182 The partitioning of solutes between the bulk-phase 

and the interface has also been investigated using MD simulations looking at both organic and 

inorganic solutes.183–185 MD simulations have also been very instrumental in the study of OH 
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radical as an oxidant, with key results such as OH radical interface preference, solvation and its 

mobility mechanism in water  being reported.186,187 

1.6 The aims and objectives of this thesis 

Atmospheric aerosols are at the center stage of global climate, contributing directly to global 

climate by absorbing or scattering incoming solar radiation, and indirectly via cloud 

condensation effects. Plenty of research hours have gone into understanding atmospheric 

aerosols, however, a lot about atmospheric aerosol remains unknown188–191. 

The consensus in Heterogeneous chemistry studies is that the heterogenous chemistry of aerosol 

particles is controlled by chemical and physical processes occurring in the particle bulk and at 

the gas-condensed-phase interfaces.190,192–194 The relative importance of each of these properties 

changes depending on the chemical composition and physical properties of the aerosol particles, 

and the ambient condition.97,144,195,196 This is best demonstrated by the influence of transport 

phenomena such as mass transfer on the chemical evolution of an aerosol particle. Evidence 

shows that mass transfer influence decreases with decreasing particle viscosity and increasing 

rates of diffusion.196–199 

Aerosol particles have been treated and modeled as single-compartment reactors.196 However, 

evidence continues to grow that suggests that the aerosol particle is a complex multi-

compartment reactor, with each compartment having different conditions capable of producing 

unique chemistry. One of these compartments that has gained much notoriety is the gas-

condensed-phase interface. Many researchers suggest that the dominant chemical processes in 

the heterogeneous chemistry of aerosol particles occur in this small 1 to 2nm 

compartment.144,145,192,194–203 This idea holds so much sway that key reactivity accessing 
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coefficients are calculated on the premise that reactive interactions occur mainly on the 

interface.203 The reactive uptake coefficient can be used to compare the reactivity of a solute in 

particles of different sizes and densities. The importance of the interface has led to the 

conclusion that the chemical aging of aerosol particles is dependent on the ability of the chemical 

species in the aerosol to migrate to and populate the interfacial region. 

This thesis attempts to contribute to the existing pool of knowledge on the following key areas as 

they relate to the heterogeneous oxidation of aqueous organic aerosols: 

• The effect of intramolecular interaction between coexisting solutes, the solvent, and the 

gas-phase reactant, on chemical and physical evolution of aqueous aerosols. 

• The effect of chemical composition change on the reactivity of reactive species in the 

aqueous aerosols. 

• The importance of interfacial interactions and reaction on the heterogenous oxidation of 

aqueous aerosols. 

In chapter three MD simulations are used to develop and probe close enough approximations of 

atmospheric multicomponent aqueous particles. The air-water interface and particle bulk 

properties were closely examined, giving quantitative information about the dimensions and 

composition of each compartment. The influence of molecular structure and solvation structure 

was also investigated. 

In the fourth chapter, two similar analytical methods for the quantification and identification of 

amide and monosaccharaides in aqueous aerosols were developed and validated. The methods 

were developed to meet the specific needed of the studies done in chapter 5. However, it was 

designed to be easily adopted for other similar compound relevant to atmospheric chemistry. 
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In chapter 5 the effect of chemical composition on the reactivity of solutes in aqueous aerosol 

particles was investigated. The kinetics were measure by monitoring the loss of the particle-

phase reactants using an offline GC-MS. In the fifth chapter the importance of surface reaction 

and partitioning was also investigated. 
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2 Experimental methods, theoretical simulations, and models 

2.1 Overall experimental setup 

Figure 2.1 depicts the setup of the flow reactor used for the offline kinetics experiments done in 

this study. Firstly, an aerosol of multicomponent aqueous organic particles was generated by 

nebulizing an equimolar aqueous solution using a constant output atomizer (TSI, model3076). 

The solution being nebulized contained a combination of any two of the molecules of interest 

(propionamide, acetamide, urea, glucose, MGP, and lactose) at a concentration of 0.0128Mol/L 

for each reactant. The aqueous solution was nebulized under a 1.5L min-1 N2 flow. The 1.5L min-

1 particle flow was then flown into a 3 L Erlenmeyer flask which served both as a mixing 

chamber and a flow stabilizer. The residue time in the mixing chamber was estimated to be 84s. 

0.1L min-1 of O2(~5% of overall flow) and 0.2L min-1 of a varying O3 to N2 ratio was added to 

the 1.5L min-1 aerosol flow before being flown into the reaction tube. The total flow (1.9L min-1) 

was then flown into a 45-inch long and 1-inch I.D. quartz tube surrounded by three UV lamps 

(UVP, λ=254 nm). A total resident time of the order of 18s in the flow tube was determined.  

The O3 was generated by passing a flow varying O3 to N2 ratio, through an ozone generator (AC-

500G, Ozone Solutions, 0.87 g/hr). The O3 concentration in the flow tube was consequently 

varied by the ratio of O3 to N2 flowing through the ozone generator. The OH radicals were then 

generated by photolysis of ozone in the presence of water vapor. The amount of OH radicals was 

varied by changing the concentration of ozone in the flow tube. 

The mixed-phase relative rate approach was used in this kinetic study and hexane was chosen as 

the gas-phase reference compound to quantify the time average OH radical concentration. The 

initial hexane concentration entering the flow tube was 3 ppm and was injected at a height of 2/5 

of the total tube length from the bottom of the flow tube through a 1/8-inch I.D. Teflon tube. The 
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OH exposure for the whole flow tube was obtained by injecting hexane first into the top of the 

flow tube and then separately through the bottom 2/5 of the flow tube at a relatively low O3 

concentration. A correction factor was obtained and then applied to all OH exposure 

measurements. The decay of the relative hexane concentration is monitored by gas 

chromatography coupled to a flame ionization detector (FID) (Thermo Scientific Trace GC 

2000).  

On exiting the quartz tube, a 0.3 L min-1 portion of the total flow was diverted to the scanning 

mobility particle sizer (SMPS) (TSI, model 3936) for particle characterization. The diverted 

sample passed through an ozone denuder to remove an excess O3. On the same exit, another 0.05 

L min-1 sample of the total flow was passed through a packed potassium iodide tube to remove 

O3 on its way to the GC-FID for hexane measurement. 

The remaining portion of the flow was then passed through a PTFE (polytetrafluoroethylene) 

filter (Millipore FALP, 1.0 um, diameter 47mm) to collect samples for offline GS-MS analysis. 

The collection was performed for different times depending on the constituents of the particle 

being analyzed, ranging from 1hr to 3hr. 
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Figure 2.1 A depiction of the experimental setup used for the offline kinetics studies of the 

heterogeneous oxidation of aqueous organic aerosol particles. 

2.1.1 Physical Particle Characterization: Scanning Mobility Particle Sizer 

The physical characterization of aerosol particles generated for this study was done using the 

Scanning Mobility Particle Sizer (SMPS) (TSI Model 3936) system. The system constitutes of an 

Electrostatic Classifier (TSI Model 3080), which consists of a soft X-ray diffusion charger and a 

long Differential Mobility Analyzer (TSI 3081 long-DMA), and a Condensation Particle Counter 

(TSI Model 3775). 

The electrostatic classifier is an instrument mostly used in aerosol research for both particle 

sizing and for generation of monodisperse aerosols. Most electrostatic classifier can perform the 

above-mentioned tasks over a particle size range 5nm to 10000 nm. An Electrostatic classifier 

operates on the physical principle that the velocity of a charged spherical particle in an electric 

field is directly related to the diameter of the particle.1 Here a description of how the classifier 
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used for this study operated is given. When an aerosol flow is being introduced into the 

Electrostatic classifier it first passes through the impactor. The impactor removes particles larger 

than 1000 nm first. From the impactor the aerosol flow passes into the long Differential Mobility 

Analyzer (DMA), where the diffusion charger provides a known charge distribution on to the 

aerosols. Figure 2.2 shows a depiction of the components making up the electrostatic classifier. 

The polydisperse aerosol enters the top of the DMA through a 17.468-inch long tube. A 

sufficient potion of the flow is then sampled and the rest is discarded through the bypass outlet. 

Sheath air is flown in the same direction as the sample at a flowrate 10 time that of the sample 

flowrate.  As the combined flow moves down the DMA positively charged particles stick to the 

outer electrodes and neutral particle are removed together with the excess air. Negatively 

charged particles with a narrow range of electrical mobility exit the DMA through the 

monodisperse aerosol outlet. The negatively charged particles are directed to this outlet by the 

two high-voltage positively charged rods at the center of the DMA. Electrical mobility, 𝑍𝑝, is a 

ratio of particle charge to particle diameter and is calculated from the following equation: 

𝑍𝑝 =
𝑛𝑒𝐶

3𝜋𝜇𝐷𝑝
     (2.1) 

Where 𝑛 is the number of elemental charge on the particle, 𝑒 is the elementary charge (1.6 × 10-

19 Colomb), 𝐶 is the Cunningham slip correction, 𝜇 is gas viscosity and 𝐷𝑝 is the particle diameter. 
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Figure 2.2 Schematic of the components making up the particle classifying system.2 

A condensation particle counter (CPC) is a particle counter that is used to detect and count 

aerosol particles with high accuracy. The CPC used for this study made use of n-butanol as the 

working fluid. Particles leaving the classifier as a monodisperse enter the heated CPC saturator 

(T=39℃) which contains butanol vapors. The butanol vapor together with the particle stream 

then flow into the condenser(T=14℃). In the condenser large particles form as butanol vapors 

condense around the aerosol particles, which serve as condensation nucleation centers. The lager 

particles formed 1 to10μm can be detected by light scattering.3 
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2.1.2 Particle Composition Characterization: GC-MS analysis 

The composition of the aerosol particles was done offline using a GC-MS. The conditions and 

procedures used depended on the starting composition of the particles being analyzed. The 

analytical methods developed and used are full explained in chapter 3 along with the method 

validation. 

2.1.3 Relative Rate Measurements in Gas-phase Reactions: GC-FID and Hexane 

Measuring the concentration of OH radical remains a prevailing challenge due to the short life 

span of the radical. For this study the rate constant for the OH radical oxidation of various 

organic compounds was done using a mixed-phase relative rate approach. This approach 

eliminates the need to measure the concentration of the OH radicals and to establish absolute 

reaction times4,5. For this study, the approach requires the use of a gas-phase reference 

compound that had a known reaction rate with OH radical, did not react with any of the other 

species under study and had no other significant sink hole apart from reaction with OH radical. 

Hexane was chosen as the gas-phase reference compound because well-established reaction rate 

with OH radical 5.2×10-12 cm3 s-1 (6) and it was found that more than 99% loss of hexane is due to 

the reaction with OH radicals.7 The time dependent decay of hexane due to the reaction with OH 

radicals is determined using the following equation: 

𝑑[𝐻𝑒𝑥]

𝑑𝑡
= −𝑘ℎ𝑒𝑥. [𝑂𝐻]. [𝐻𝑒𝑥]     (2.2) 

Where [𝐻𝑒𝑥] and[𝑂𝐻] are the concentration of hexane and OH (molecules cm-3) in the flow 

tube, respectively. 𝑡 is the reaction time (s) and 𝑘ℎ𝑒𝑥 is the second-order rate constant (cm3 s-1). 

The reference compound and the aqueous aerosols particles (containing organic reactants) are 

well mixed and subjected to the same amount of OH radical for equal periods. This can be 

expressed as the OH exposure. The OH exposure was obtained from the measured loss of the 
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gas-phase reference compound, Hexane, using the integrated rate law for its reaction with OH 

radical: 

𝑂𝐻 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 =  −
ln(

[𝐻𝑒𝑥]𝑡
[𝐻𝑒𝑥]0

)

𝑘ℎ𝑒𝑥
= ∫ [𝑂𝐻]𝑑𝑡

𝑡

0
= < 𝑂𝐻 >𝑡. 𝑡     (2.3) 

Where [𝐻𝑒𝑥]0 is the initial concentration of hexane before any OH radical are introduced, and 

[𝐻𝑒𝑥]𝑡 is the concentration of hexane after being exposed to OH radicals. < 𝑂𝐻 >𝑡 . 𝑡 is the time 

averaged concentration of OH, or the OH exposure. The loss of the gas-phase reference 

compound hexane, was determined using an online GC-FID system. The aerosol flow was 

sampled onto the capillary column (phase ZB-5, 30 m × 0.32 mm I.D. and film thickness of 0.5 

μFT, phenomenex) using a six-port valve. Helium was used as carrier gas at a flow rate of 5.0 

mL min-1. The injection temperature and the FID detector temperature were 250℃ and 300℃, 

respectively. The oven temperature was isothermally set at 50°C for the 5 min runs. 

Using different OH exposure values calculated from the reference compound and the 

corresponding particle-bulk phase organic component(Org) losses, the 𝑘𝑜𝑟𝑔 was be measured for 

each compound of interest. From the integration of the time dependent decay of organic 

component (Org)(synonymous with equation 2.2 for hexane), a relationship between particle 

losses of Org and OH exposure is established. The following equation shows the relationship 

𝑂𝐻 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 =  −
ln(

[𝑂𝑟𝑔]𝑡
[𝑂𝑟𝑔]0

)

𝑘𝑜𝑟𝑔
= ∫ [𝑂𝐻]𝑑𝑡

𝑡

0
= < 𝑂𝐻 >𝑡 . 𝑡     (2.4) 

Where [𝑂𝑟𝑔]0 is the initial concentration of Org before any OH radical are introduced,  [𝑂𝑟𝑔]𝑡 

is the concentration of Org after being exposed to OH radicals, and  𝑘𝑜𝑟𝑔 is the second-order rate 

constant (cm3 molecule-1 s-1) for OH oxidation of organic compound (Org) in aerosol particles. 
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As the oxidation of the organic compound and the reference compound occurs simultaneously 

equation 2.3 can be substituted in equation 2.4 to give the following equation: 

ln (
[𝑂𝑟𝑔]𝑡

[𝑂𝑟𝑔]0
) = 𝑘𝑜𝑟𝑔[

ln(
[𝐻𝑒𝑥]𝑡
[𝐻𝑒𝑥]0

)

𝑘ℎ𝑒𝑥
]     (2.5) 

 

(
[𝑂𝑟𝑔]𝑡

[𝑂𝑟𝑔]0
) = exp (−𝑘𝑜𝑟𝑔 < 𝑂𝐻 >𝑡 . 𝑡)     (2.6) 

The observed decay rate constant (𝑘𝑜𝑟𝑔) for Org can be determine from an exponential fit by 

plotting 
[𝑂𝑟𝑔]𝑡

[𝑂𝑟𝑔]0
 versus < 𝑂𝐻 >𝑡. 𝑡. 

2.1.4 Reactive uptake measurement 

The observed rate constant 𝑘𝑜𝑟𝑔
 described above can be used to describe the efficiency of the 

oxidation of particle-phase organic species. However, this value (𝑘𝑜𝑟𝑔) is dependent on the 

experimental setup and the ambient conditions, therefore the obtained rate cannot be compared to 

other studies. A more useful term to describe the reaction efficiency in heterogeneous reaction is 

the reactive uptake coefficient, 𝛾𝑒𝑓𝑓 . For this study the reactive uptake coefficient (𝛾𝑒𝑓𝑓) was 

defined as a fraction of OH radical to particle collisions which successful cause the depletion of 

reactant molecule in the particle. The calculation for 𝛾𝑒𝑓𝑓 done were all under the assumption 

that the particles that were reacted, were all spherical and well mixed. From the definition of 

𝛾𝑒𝑓𝑓 given above, the time dependent decay of particle phase organic species becomes: 

𝑑[𝑂𝑟𝑔]

𝑑𝑡
= −𝛾𝑒𝑓𝑓 . 𝑓. 𝐽𝑐𝑜𝑙𝑙 . 𝐶𝑝. 𝐴     (2.7) 
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where 𝑓 is the fraction of particle molecules remaining in the particle (
[𝑂𝑟𝑔]𝑡

[𝑂𝑟𝑔]0
) and depends on the 

extent of reaction. 𝐽𝑐𝑜𝑙𝑙 is the OH flux at the particle surface, 𝐶𝑝 is the particle number density, 

and 𝐴 is the particle surface.  𝛾𝑂𝐻
𝑂𝑟𝑔

 can be obtained by substituting 
[𝑂𝑟𝑔]𝑡

[𝑂𝑟𝑔]0
 for 𝑓, 

−𝑘𝑜𝑟𝑔. [𝑂𝐻]. [𝑂𝑟𝑔] for 
𝑑[𝑂𝑟𝑔]

𝑑𝑡
 , and 𝑐̅.

[𝑂𝐻]

4
 for 𝐽𝑐𝑜𝑙𝑙, to give: 

 𝛾𝑂𝐻
𝑂𝑟𝑔

=
4.𝑘𝑜𝑟𝑔.[𝑂𝑟𝑔]0

𝑐̅.𝐴.𝐶𝑝
     (2.8) 

Were 𝑐̅ is the mean speed of gas-phase OH,[𝑂𝑟𝑔]0 is a spatially averaged concentration and can 

expressed as: 

[𝑂𝑟𝑔]0 =
𝐶𝑝.𝑉.𝜌0.𝑁𝐴

𝑀
     (2.9) 

Where 𝑉 is the particle volume, 𝑀 is the molar mass of particle species, 𝑁𝐴
 is the Avogadro’s 

number, and 𝜌0 is the initial particle-phase density. Given that 
𝑉

𝐴
=

𝐷𝑠𝑢𝑟𝑓

6
( 𝐷𝑠𝑢𝑟𝑓 is the mean 

surface weighted particle diameter of the aerosol distribution measured by the SMPS.), the final 

expression of 𝛾𝑂𝐻
𝑂𝑟𝑔

 is8,9: 

𝛾𝑂𝐻
𝑂𝑟𝑔

=
4.𝑘𝑜𝑟𝑔.𝐷𝑠𝑢𝑟𝑓.𝜌0.𝑁𝐴

6.𝑐̅.𝑀
     (2.10) 

Interpretation of  𝛾𝑂𝐻
𝑂𝑟𝑔

 has been given in the introduction chapter, all values of  𝛾𝑂𝐻
𝑂𝑟𝑔

 were 

reported with an uncertainty 𝛿𝛾𝑂𝐻
𝑂𝑟𝑔

. 

𝛿𝛾𝑂𝐻
𝑂𝑟𝑔

|𝛾𝑂𝐻
𝑂𝑟𝑔

|
= √(

𝛿𝑘𝑜𝑟𝑔

𝑘𝑜𝑟𝑔
)2 + (

𝛿𝐷𝑠𝑢𝑟𝑓

𝐷𝑠𝑢𝑟𝑓
)2    (2.10b) 
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2.2 Molecular Dynamics Algorithms: (MD) Simulations setup 

2.2.1 Periodic Boundary Conditions 

Boundaries are set to contain fast diffusing molecules during simulation. The molecules should 

be contained in a set boundary to preserve thermodynamic properties such as temperature, 

pressure and density. Several types of boundary conditions can be applied. 

Earlier simulation applied vacuum as a boundary conditions, however, the dynamics of the 

global system properties would fail to reproduce the condensed phase10,11. 

Fixed boundaries are by far the most simplistic approach to boundary conditions. Molecules 

making up the chemical system are encapsulated inside a box with a rigid, fixed wall that does 

not allow the passage of molecules. This wall is achieved by simply restraining some atoms in 

the simulation to form a closely packed layer of atoms that either completely reflect particles or 

interact with them through some potential energy function or force field.  Another simpler way to 

setup such boundaries would be to ignore all boundary atoms and use a repulsive potential on the 

boundaries to make nearby atoms feel a strong but very short-range force in the direction of the 

center of the box. These potentials maybe in the form of the repulsive term of the Lennard-Jones 

potential. Such boundaries cause artifacts in the simulation as unwanted surface effects emerge 

when the components of the system react to the boundary condition. 

Periodic boundary conditions are the most common way to avoid the unwanted surface effects 

that arise from fixed boundaries. In periodic boundary conditions each particle that reaches the 

edge of the simulation box reappears on the opposite side and continues to interact with nearby 

particles. It is as if the simulation box is surrounded by 26 (in three dimensions) translated copies 

of itself containing the same particles with identical properties compared to the original central 

system. Periodic boundary conditions thus yield a system with no surface molecules and 
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therefore no surface effects. For Periodic boundary conditions to work properly the system size 

needs to be large enough to avoid molecules interacting with their own image. The cutoff 

distance is not larger than half the distance of the shortest side of the periodic box, or otherwise 

an atom will interact with its image and cause erroneous simulations. On the downside periodic 

boundary conditions are a bottleneck for computer performance of molecular dynamics 

simulation programs, especially when system sizes become considerably larger. Periodic 

boundary conditions are also inappropriate for in-homogeneous or non-equilibrium systems.12 

Adaptive boundary conditions are well suited to reduce the computational cost of simulations 

that utilize periodic boundary conditions. Adaptive boundary conditions make use of adaptive 

resolution to drive down computational cost, solvent molecules change resolution between 

atomistic and coarse-grained representations on the fly as they move between different regions in 

the simulation box. Three different spherical regions centered around the molecule of interest 

ranging from all atom resolution at the center to coarse-grained further away radially, are 

defined. A hybrid region lies in-between where the resolution smoothly transitions from 

atomistic to coarse-grained.13,14 Adaptive boundary models can achieve around a factor three 

speedup compared to atomistic simulations; however they remain computationally demanding 

because of the atomistic.  

Stochastic boundary conditions have also been successfully used to avoid the PBC. In 

Stochastic boundary conditions a spherical system is divided radially into three different parts 

one termed the reaction region, the other buffer region, and the last being reservoir region. In the 

center reaction region, the present molecules submit to conventional molecular dynamics, while 

in the buffer region the molecules move according to Langevin dynamics and are thus subjected 
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to a thermal bath that serves as a thermal sink or source for the reaction region. In the outermost 

reservoir region molecules remain fixed.15–18 

Other boundary models exist such as elastic boundary conditions19. For this study Periodic 

boundary conditions (PBC) were employed despite being more computationally expensive. 

2.2.2 Thermostats and Barostats (Temperature and Pressure Control) 

Temperature is kept constant in constant temperature simulation using a thermostats. The 

Langevin thermostat was used to keep the temperature constant in all simulations. The 

thermostat maintains the temperature around the target temperature by the addition of friction 

and random forces.20–22 

To simulate the NPT ensemble, pressure was kept constant using the Nose-Hoover Langevin 

piston pressure control. This pressure control method couples well with the above stated 

temperature control method as both make use of Langevin dynamics. The Nose-Hoover 

Langevin piston is an amalgamation of the Nose-Hoover constant pressure method and the piston 

fluctuation control implemented using Langevin dynamics.23,24 

2.2.3 Ensembles 

An ensemble can be defined as a collection of weighted microstates that have an identical 

macrostate. It can also be defined as a collection of different ideal states that the same system can 

be in, all considered at the sometime. Different types of ensemble exist in molecular dynamics 

simulation which include25,26; 

1. Microcanonical Ensemble: total energy is conserved(E), the number of basic particles is 

conserved(N) and there is a boundary limit(V). The ensemble is also referred to as (NVE) 

ensemble. 
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2.  Canonical Ensemble: system temperature is conserved (not absolutely constant); the 

number of basic particles is conserved and there is a boundary limit (V) or there is 

constant pressure(p). the ensemble is referred to as NVT or NPT ensemble. 

3. Grand Canonical Ensemble: System temperature is conserved (not absolutely constant), 

The chemical potential of the particle reservoir is constant (μ), There is a boundary limit 

(V); or there is a constant pressure (P). The ensemble also called (GVT) ensemble or 

(GPT) ensemble 

For the simulation done in this study all the forms of the conical ensemble was used, with NVT 

and NPT being applied at different stages of the simulation. 

2.2.4 Langevin Dynamics 

Langevin Dynamic was included in all simulations looked at in this study to enable the 

generation of ensembles at constant temperature, volume and/or pressure. The Langevin equation 

is a modified Newtonian equation with a friction term added: 

𝑚�̇�𝐹(𝑟) = 𝑚𝛾𝑣 − 𝑚𝛾√
2𝑘𝐵𝑇

𝑚
𝑅(𝑡)    (2.11) 

where 𝑚 is the mass of a particle, 𝑣˙ is the acceleration, 𝐹(𝑟) is the force, 𝑟 is the position 

vector, 𝛾 is the friction coefficient, v = �̇� is the velocity, 𝑘𝐵 is the Boltzmann constant, T is the 

temperature, 𝑅(𝑡) is a univariate Gaussian random process.27,28 A friction coefficient of 1ps-1 

was applied to all simulation in this study. 

2.2.5 Initial Conditions 

The initial coordinated and velocity of each atom in a simulation must be provided. For the 

studies presented here, the initial coordinates for atoms and structure of molecules was provided 
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from Protein Data Bank (PDB) files obtained from the Research Collaboratory for Structural 

Bioinformatics (RCSB) website. These structures are built based on information from various 

structural study experimental. The initial velocity for atoms was assigned randomly from the 

Maxwell-Boltzmann distribution: 

𝑃(𝑣) = √(
𝑚

2𝜋𝑘𝐵𝑇
)34𝜋𝑒

−
𝑚𝑣2

2𝑘𝐵𝑇     (2.12) 

where m is the mass of the particle,  𝑣 is the velocity, 𝑘𝐵 is the Boltzmann constant, and 𝑇 is the 

temperature. 

2.2.6 Numerical Integration 

Classical MD simulations are heavily dependent on the numerical integration of Newtons laws of 

motion. This makes the numerical integrator one of the most vital parts of MD simulations. 

Various integration algorithms have been designed to perform this task, each with its own 

advantages and disadvantages.29,30 For this study a variation of the Verlet algorithm, the r-

RESPA method, was adopted and used. The method chosen is best for performing multiple 

timestep integration.31,32 

2.2.7 Integration Timestep 

The timestep is a key element that affects the accuracy and convergence of MD simulations. The 

selection of timestep is literally a compromise between computational cost and accuracy. Small 

time steps increase accuracy while also simultaneously increasing the computational cost. On the 

other hand, large timesteps lead to increased sampling of the conformational space but causes 

system instability. The ideal timestep should be small enough to be comparable to the most rapid 

component of the motion.33–35 A time step of 1fs was used for all simulation done for this study. 
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2.2.8 Minimization 

Minimization of MD simulation is done to remove any interactions (such as steric clashes 

between atoms) in the system that might lead to the numerical integrators becoming unstable 

when running dynamics. The NAMD default minimizer which makes use of the method of 

conjugate gradients was used for all simulations reported in this study. The conjugate gradient 

method has been shown to have better performance compared to other methods such as the 

velocity quenching method. Minimization was run until a convergence of the system and no bad 

contacts were found. 

2.3 Inter-atomic Interactions and Force Fields 

The potential energy surface of a system is described by a predefined potential function aided 

with parameters defined in parameter files. Potential functions are a system of equations used to 

approximate the interactions between the atoms, and the force acting on an atom is determined as 

the negative derivative of potential energy with respect to the position of the atom. The potential 

energy in a force field is decomposed into two parts, the bonded term and the non-bonded term. 

The bonded term consists of contributions coming from bonds, angles, dihedral angles and 

improper dihedral angles, while the non-bonded component describes contributions from van der 

Waals and electrostatic interactions. In cases where polarization has to be considered explicitly 

the force field expression is modified to include a polarization term. 

2.3.1 Bonded Interaction 

Atoms are considered for bonded interactions if the atoms are connected by 1 to 3 bonds. The 

bonds mechanics and angle bending are in most cases approximated by the harmonic functions 

with potential minimum at their reference bond length and angle 

𝐸𝑏,𝑖𝑗 =
1

2
𝑘𝑏,𝑖𝑗(𝑟𝑖𝑗 − 𝑟𝑖𝑗,0)2 , 𝐸𝑎,𝑖𝑗𝑘 =

1

2
𝑘𝑎,𝑖𝑗𝑘(𝑄𝑖𝑗𝑘 − 𝑄𝑖𝑗𝑘,0)2       (2.13) 
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In the event that the interaction of atoms participating in a bond need to be accounted for the 

Urey-Bradley potential function: 

𝐸𝑈𝐵,𝑖𝑗𝑘 =
1

2
𝑘𝑈𝐵,𝑖𝑗𝑘(𝑟𝑖𝑘 − 𝑟𝑖𝑘,0)2     (2.14) 

In the event of bond breaking down the anharmonicity is described by the Morse potential: 

𝐸𝑀𝑜𝑟𝑠𝑒,𝑖𝑗 = 𝐷𝑖𝑗[1 − exp (−𝛽𝑖𝑗(𝑟𝑖𝑗 − 𝑟𝑖𝑗,0))]2     (2.15) 

where the energy approaches 𝐷𝑖𝑗 as the distance 𝑟𝑖𝑗 becomes infinity. Dihedral angles which are 

periodic in character, determine the conformation of molecules. As part of the bonded 

interaction, they are described by the dihedral angle potential term which can be expressed as a 

sum of cosine functions 

𝐸𝑑,𝑖𝑗𝑘𝑙 = ∑ 𝑘𝑑,𝑖𝑗𝑘𝐼 [1 + cos(𝑛∅𝑖𝑗𝑘𝑙 − ∅𝑖𝑗𝑘𝑙,0)]     (2.16) 

Or alternatively by the Fourier series. Improper dihedrals angles that arise from double bonds or 

aromatic rings are described by a harmonic potential function similar to bonds and angles. 

𝐸𝑖𝑚,𝑖𝑗𝑘𝑙 =
1

2
𝑘𝑖𝑚,𝑖𝑗𝑘𝑙(휀𝑖𝑗𝑘𝑙 − 휀𝑖𝑗𝑘𝑙,0)2     (2.17) 

2.3.2 Non-Bonded Interaction 

In most standard simulations the total non-bonded potential is equivalent to the sum of each 

pairwise interaction.  The non-bonded interaction potential between two atoms is a summation of 

the van der Waals and electrostatic terms. The electrostatic terms being modeled by the Coulomb 

potential between point charges, where the dipole, quadrupole and higher-order contributions are 

implicitly included in an average manner, since the effective pairwise potentials are 

parameterized to reproduce the experimental observations or the results from quantum chemical 

calculations. The van der Waals interaction being modeled by the Lennard-Jones potential: 
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𝐸𝐿𝐽,𝑖𝑗 = 4휀𝑖𝑗[(
𝜎𝑖𝑗

𝑟𝑖𝑗
)12 − (

𝜎𝑖𝑗

𝑟𝑖𝑗
)6     (2.18) 

And the electrostatic interactions by the coulomb potential 

𝐸𝐶,𝑖𝑗 =
𝑞𝑖𝑞𝑗

4𝜋 0𝑟𝑖𝑗
     (2.19) 

Force field ignore the non-bonded interactions between atoms connected a single or double bond, 

as constraints and harmonic potential functions are considered fully capable of properly 

describing the bonds and angles. However, for atoms sharing a triple bond, the dihedral angle 

potential is usually coupled with a scaled 1-4 non-bonded interaction. This treatment is done to 

enhance the flexibility in the parameterization of the force field and the transferability of the 

optimized parameters. 

Cutoffs are employed when evaluating non-bonded interactions to conform to the requirements 

of periodic boundary conditions and to reduce computational cost. The use of this cutoff then 

necessitates considering long-range corrections (LRC) for both Lennard-Jones and Coulomb 

potentials. Only the LRC to the second term (–4εσ6/r6, dispersion term) needs to be evaluated 

for Lennard-Jones potentials. 

𝐸𝐿𝐽,𝐿𝑅𝐶 =
1

2
𝑁𝜌 ∫ 4𝜋𝑟2 (−

4휀𝜎6

𝑟6
) 𝑑𝑟

∞

𝑟𝑐

 

=
8𝜋

3
𝑁𝜌휀𝜎6𝑟𝑐

−3     (2.20) 

The proportionality of the coulombic potential to rij−1 make the evaluation of LRC interactions 

more difficult. The electrostatic interactions between the atoms in the simulation box and their 

translational periodic images must be considered explicitly to calculate the total Coulomb 

potential 
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𝐸𝐶,𝑡𝑜𝑡𝑎𝑙 =
1

4𝜋 0

1

2
∑ ∑

𝑞𝑖𝑞𝑗

𝑟𝑖𝑗,𝑛
𝑖𝑗∗𝑛      (2.21) 

2.3.3 Polarization 

Polarization and polarization effects are expected in any multiple-body interaction especially 

chemistry system loaded with different charge carrying atoms and molecules. The polarization 

effects are usually catered for in many force fields implicitly in the pair wise potentials.36,37 Such 

a treatment is what was adopted for all simulations in this study. For some cases this approach is 

inadequate, and the polarization effect must be considered explicitly.   

2.3.4 Several Force Fields and Water Models 

Several force fields are available and popular for use in MD simulations these include 

AMBER38,39, CHARMM40–42 and OPLS43. These force fields adopt the same potential functions 

with minor variation. For instance, the CHARMM force field uses the Urey-Brandley term to 

account for the 1-3 interactions. AMBER force field have the 1-4 scaling factor set to 0.5 for the 

Lennard-Jones potential, and 0.8333 for the Coulomb potential, while the 1-4 scaling is not used 

in CHARMM (set to unity). The OPLS (optimized potentials for liquid simulations) force field 

uses empirically optimized partial atomic charges and electrically neutral subunits. In the OPLS 

force field, the 1-4 nonbonded scaling factor is 0.5 for both van der Waals and electrostatic 

interactions. For this study all simulations were done using the CHARMM force field. 

Various models of the water molecule have been developed and used. The different model each 

correctly reproduce some experimental values of water properties, but non has managed to 

reproduce all properties. The three-site TIP3P water was used for all simulation as the water 

solvent.44  
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2.4 Software Packages 

2.4.1 MD Simulation Software 

Nanoscale Molecular Dynamics (NAMD) was used to conduct all simulations presented in this 

study. NAMD was chosen because of its ability to run using multiple processors (high parallel 

efficiency), simulate large systems, and its versatility with regards to potential functions, 

parameters, and file formats.45,46 NAMD versions 2.12 and newer were accessed free and used. 

Visual Molecular Dynamics (VMD) was used for simulation setup and for trajectory analysis. 

VMD was chosen because of its high compatibility with NAMD, extended library of plugins, 

ability to work with diverse structural data, ability to handle large data sets, and a friendly 

interface.47 

Packmol was used to create initial positions for molecules making up the different systems 

studied. Packmol was chosen for its ability to create various packing structures.48 

Lightweight Object-Oriented Structure Library (LOOS) was used for the analysis of 

molecular dynamics simulation. It offered a wide range of easy to use tools and already 

developed analysis procedures and codes, which made data analysis easier.49 
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3 A molecular dynamic study of the effects of partitioning on the OH 

radical interactions with solutes in multicomponent aqueous aerosols 

3.1 Introduction 

Aqueous aerosols are known to control cloud nucleation1-4 and to affect the climate, air quality, 

and human health.5-8 A complete understanding of their role in atmospheric phenomena remains 

challenging as the properties of nanometric aqueous particles differ greatly from those of a bulk 

solution.9-13 The chemical evolution of atmospheric aerosols as well as their ability to initiate cloud 

formation is mostly controlled by the properties of the gas–water interface.2,14 Phenomena such as 

micro-confinement,11 high surface electric field,15 preferred molecular orientation,12,14,16,17 and 

lower water densities at the interface18,19 affect reaction rates10,20 and photochemical processes,12 

thus enhancing certain reaction channels, while suppressing others.21-24 Because atmospheric 

aerosols contain a wide range of solutes, it has become important to improve our understanding of 

how chemical composition changes surface reactivity.25  

The presence of several organic compounds in aqueous aerosols results in the formation of coexisting 

liquid phases within the same aerosol.26-30  In the case of water-miscible organic solutes, the core of the 

liquid particle, hereafter referred to as the particle bulk, acts as an infinite chemical reservoir for the outer 

phase. When diffusion is not the rate limiting step, thermodynamic equilibrium is reached and the 

composition of the air–water interface is governed by the surface–bulk partitioning properties of the 

solutes.13,31,32 Surfactants with long alkyl chains have been detected in atmospheric aerosols and are 

known to accumulate at the surface.3,33,34 Smaller, more hydrophilic molecules also display surface–bulk 

partitioning leading to a solute concentration gradient close to the air–water interface.13 Surface active 

molecule moves to the interface, decreasing the surface tension,35,36 while surface inactive molecules are 

excluded from it, leading to an increase of the surface tension.32 Surface tension changes in atmospheric 

aerosols affect natural processes, especially cloud nucleation.37,38 A molecular-level understanding of the 
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properties of the interface is required to fully understand the fundamental processes governing the 

chemical evolution of aerosols. 

Surfactants at the air–water interface orient themselves with the hydrophobic chain toward the 

gas-phase, thus forming an outer molecular layer at high concentrations.36 Preferred molecular 

orientation near the air–water interface is also observed using surface-specific electronic sum 

frequency scattering (SFS) for smaller organic solutes such as alcohols,39 hexafluoro-2-

propanol,40 and more recently for malachite green and propionic acid.16,41 Molecular orientation 

is known to have an effect on photochemical activity42,43 and is also likely to affect reactivity by 

making certain organic functional groups more or less available to surface reactive species. 

Although the orientation of molecules at the air–water surface may appear to be intuitive, the 

extent of the molecular alignment, the size of the interfacial area, and its effect on reactivity 

remains mostly unquantified.  

Solvation is also known to affect and modulate reactivity of organic solutes and radicals.44-47 For 

example, the photodissociation of phenol in water has been shown to be 104 faster at the water 

surface than in the bulk.18 Recent MD simulations coupled to quantum calculations showed that 

the interfacial process is accelerated due to a lower dissociation barrier from incomplete 

hydrogen bonding to phenol at the air−water interface.19 Waters is also shown to stabilized the 

transition state for abstraction of a hydrogen atom from a solute leading to faster reaction 

compared to non-polar solvants.46 Interfacial solvation and molecular orientations are difficult to 

probe experimentally, especially because SFS techniques remain insensitive to molecules with 

lower surface density and higher orientational disorder.39 Classical and ab initio molecular 

dynamics (MD) methods are therefore vital to gained the required molecular-level understanding 

of the surface properties.  
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MD studies have shown that surface-adsorbed brominated halomethane are preferentially oriented 

with the carbon atom adsorbed on the water surface.48 For halocarbons with longer nonpolar 

hydrocarbon chains such as butyl and pentyl chloride/bromide, the alkyl chain is predicted to be 

pointing toward the gas phase.49 More recently, ab initio quantum-mechanical molecular dynamic 

simulations (QM/MM)  have been performed to probe molecules at the air–water interface of 

aerosols.12,14 Martins-Costa et al.12 investigated the electronic states and intersystem crossing 

processes of the photosensitizer imidazole-2-carboxaldehyde. The molecules are found to orient 

at the water surface and to have different absorption cross sections and spin orbit constants within 

the interface than in the bulk. Such studies highlight the strength of MD simulations for 

investigating interfaces as well as for explaining observed aerosol-specific chemical reactivity.14  

In the atmosphere, the OH radical is one of the most abundant oxidizer.50 MD simulations have 

shown that the radical absorbs at the water surface and partition between the bulk and the surface 

with an enhanced surface concentration.51-56 The preference of the OH radical for the air–water 

interface can be compared to the radical predicted diffusion−reaction length (~1–2 nm)57-60 under 

reactive conditions. Both suggest that the initiation step of the heterogeneous oxidation 

predominantly takes place within the interface. Several studies have also looked at the solvation 

of the OH radical.46,47,61-67  A different solvation of the radical and solute near the interface could 

explain enhanced surface rate coefficients24 and changes in oxidative chemical scheme. Overall, 

the reaction within the air−water interface will be governed by an interplay of the solute 

concentration gradients, the reactant solvation, and the molecular orientations. For all these 

reasons, surface active molecules are more likely to react with the OH radical while surface 

inactive molecules may be shielded from oxidation. A better understanding of the chemical 
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evolution of multicomponent aqueous aerosols under atmospheric conditions therefore requires a 

systematic study of the behavior of a wide range of molecules within the air–water interface.   

Atmospheric aerosols contain a wide range of solutes with different organic functional groups. In 

multicomponent particles, even though the solutes are dilute enough to neglect intermolecular 

interactions, concentration gradients near the surface lead to solute reactive uptake coefficients 

that are different from those observed in a single component particle.31  A better understanding 

of the effect of composition on the chemical fate of aerosols under oxidative conditions therefore 

requires a systematic investigation of the effect of the organic functional groups on 

heterogeneous reactivity. Amides and saccharides are good archetypal molecules for 

investigating such effects as they display a very wide range of partitioning properties. Table 3.1 

displays the chemical structure of a series of amides and saccharides. When available, it also 

displays the partition coefficient Kp.
13,32 A value lower than unity is characteristic of a surface 

inactive molecule with a preference for the water bulk. The concentration of the solute near the 

water surface is quasi-null for Kp close to 0,13,32 and increases as Kp increases. Glucose, Methyl 

b-D-glucopyranoside (MGP), and urea are considered as surface inactive, while acetamide and 

propionamide are surface active. The solvation of amides has been extensively studied both 

experimentally by means of various spectroscopic techniques8,68-82 and theoretically by Monte 

Carlo simulations83,84 and MD methods.85-93 The hydrophobic and hydrophilic nature of amides 

influences the amide–water interaction and the properties of the water solvation shells around the 

molecule. Similarly, there is a large number of studies on the solvation of saccharides showing 

their preference for the water phase.94-100 Although sugars are not expected partition toward the 

surface, they are found to have an enhanced reactivity toward phosphorylation at the air−water 
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interface of microdroplets.17 A more systematic investigation of organic solute surface 

partitioning is therefore required.  

Table 3.1 Name, structure, and partition coefficient for the organic solutes used in the MD studies 

Molecule Chemical structure Kp
32 

b-D-glucose 

 

0.2 

Methyl b-D-glucopyranoside 

 

 

Urea 

 

0.8 

Acetamide 

 

3.7 

Propionamide 

 

 

 

 In this study, classical MD is used to investigate the effect of the structure of small organic 

solutes (see Table 3.1) on surface concentration gradients, molecular orientation, and solvation, 

as well as their effect on the OH−solute interaction near the surface. The interface of aqueous 

particles is simulated using a 80-Å cubic water box surrounded by OH radicals in the gas phase. 

Although the model is oversimplistic and does not include reactive interactions it still provides 

molecular-level information about the solutes’ surface properties and radical–solute interactions. 

The size of the simulation box allows for the comparison of the solute behaviors between the 

bulk and the interface as well as the sizing of the interfacial region. Surface active molecules are 

found to migrate to the interface and to systematically orient with the alkyl group pointing 
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toward the water surface. The molecules regain full rotational freedom 2 nm away from the 

surface. The structure of the solvation sphere is also found to change considerably at the 

interface. Glucose and urea are confined to the bulk with no preferred orientation. MGP is found 

to be amphipathic with low surface concentration but still adopting a preferred orientation near 

the surface. The concertation gradient, the molecular orientation, and the reduced solvation near 

the surface all suggest an enhanced reactivity of surface-active molecules. The computational 

study establishes trends to better understand the different of reactivity observed in 

multicomponent aqueous particles. The results are used to discuss the OH-initiated oxidation of 

particles containing several solutes with different partitioning properties.  

3.2 Methods 

3.2.1 Molecular dynamic 

The air−particle interface was modeled using a 80×80×80 Å3 simulation box filled with 13,000 

water molecules and 240 organic molecules. The water box was surrounded on both sides along 

the z-axis by 80-Å vacuum boxes filled with a total of 40 OH radicals (see Figure 3.1), resulting 

in an overall 80×80×240 Å3 system.101,102 Vacuum was used instead of air as the number of 

nitrogen and oxygen molecules would be negligible within the considered volume.101 This 

volume is hereafter referred to as air. The 240 organic molecules in the water box were either 

made-up of urea, glucose, methyl b-D-glucopyranoside (MGP), propionamide, or acetamide. 

Solute mixtures were also investigated using an equal number of either, urea and MGP, 

propionamide and acetamide, or acetamide and MGP. Water was modeled with the rigid three-

charge three-site TIP3P model including Lennard-Jones interaction on all atoms.103,104 The OH 

radical model was based on previous models available in the literature.51 The OH radical 

permanent dipole was modeled using a -0.32e partial charge on the oxygen atom and a +0.32e 
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partial charge on the hydrogen, with e the elementary charge. The O−H bond length was set to 

0.97Å and the bond energy to 545 kCal mol-1Å-2. The Lennard-jones parameters on the atoms 

were adopted from the hydroxide ion model.51,105 The urea, propionamide, and acetamide 

geometry and interaction parameters were taken from the CHARMM 36 force field. In the case 

of MGP these parameters were adopted from D-glucose with methyl patch parameters from the 

CHARMM 36 force field.106,107 Nonbonding forces used a cutoff of 12 Å, and electrostatic 

interactions were modeled using the Particle Mesh Ewald method.108,109 All simulations were 

performed using the NAMD 2 package v. 2.14.110 

 

Figure 3.1 Initial water-box configuration of the constant NVT simulation cell. 

The organic molecules were randomly placed in the simulation box using PACKMOL111 

followed by the OH radicals on either side of the box periodic boundary conditions. The water 

molecules were added last to the simulation box using the VMD program solvation plugin.112 

The concentration of each organic molecule in the water solvent is 0.111 mol L-1. A constant 

NPT (constant number of particles, pressure, and temperature) preliminary run with 5,000 

minimization steps was run first with a 1-fs time step. The pressure and temperature were kept 

constant at 1 atm and 298 K, respectively using a Langevin barostat and thermostat with the 

damping coefficient set to 1/ps.113  
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During this initial simulation, the hydroxide radicals were held in fixed positions using fixed 

atom parameters.  

The initial production run outcome from the NPT ensemble was used as the starting point for the 

final NVT ensemble (constant number of particles, volume, and temperature). A constant-NVT 

equilibration run was performed for 5 ns, followed by a 110 ns constant-NVT production run, all 

with a time step of 1 fs. The constraints on the OH radicals from the initial production run were 

removed, and lateral pressure calculation parameters added to enable the calculation of surface 

tension.101,114 Five independent production runs with different organic molecule initial 

coordinates were performed to account for the effect of starting conformations on the final 

simulation results. The data displayed below are from a single production run and are 

representative of the outcomes of all 5 independent runs.  

3.2.2 Data analysis 

Density profiles ρ of a species along the z-axis were determined using the density profile tool in 

the VMD program.115 The modeled volume was divided into equally sized slabs along the z axis 

of thickness Dz. The density profile of a property pi for an atom indexed i was calculated using 

Eq. 3.1: 

𝜌𝑛 = (𝐿𝑥𝐿𝑦Δ𝑧)
−1

∑ 𝛿𝑛(𝑧𝑖)𝑝𝑖𝑎𝑡𝑜𝑚 𝑖  Eq. (3.1) 

where n is the slab integer, Lx and Ly are the sides of the periodic cell, and δn(zi) is the indicator 

function which is unity if the coordinate zi is within the slab volume and zero otherwise.115 

Radial pair distribution functions (RDF) g(r) were calculated using the RDF tool in VMD. 

The tool calculates the spherical atomic radial distribution function g(r) between the coordinates 

of two selected atoms over a given trajectory. The RDF calculations are performed within the 
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full simulation box as well as within the liquid bulk center and the interfacial regions.116 RDFs 

for each atom and molecule pair are histogrammed into 240 bins from a distance 0 Å to 24 Å 

(twice the maximum force cut off distance). The RDFs between different atom pairs and 

molecule pairs give a depiction of molecular arrangements and microstructure in the different 

regions of our simulation. 

Surface tension values γ were calculated using the mechanical definition of the atomic pressure. 

Surface tension is defined in terms of the difference between the normal (z-direction) and lateral 

components of the pressure tensor. For this study in which a simulation cell of length LZ (=3L) 

contains two surfaces, γ can be expressed using Eq. 3.2: 

𝛾 =
1

2
∫ [𝑃𝑍𝑍 − 0.5(𝑃𝑋𝑋 + 𝑃𝑌𝑌)]𝑑𝑧

𝐿𝑍

0
 Eq. (3.2) 

where PXX, PYY, and PZZ are the three diagonal components of the pressure tensor along the x-, 

y-, and z-direction, respectively.101 

3.3 Model validation 

The validity of the model to predict the behavior of organic molecules at the air–water interface 

was verified by calculating self-diffusion coefficients and bulk water density, examining water 

and OH radial density functions, as well as by examining trends in calculated surface tensions. 

The self-diffusion coefficient D of water and glucose were estimated from mean square 

displacement (MSD) using the Einstein’s relation:117 

𝐷 =  lim
𝑡→∞

<[𝑟(𝑡)−𝑟(0)]2>

6𝑡
 Eq. (3.3) 

where t is time, and [𝑟(𝑡) − 𝑟(0)]2 is the mean square displacement.118 The bulk density ρ of 

water is calculated using the following relation: 
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< 𝜌 >=  
𝑀𝑛𝑟𝑒𝑠

𝑁𝑎𝑣𝑜 < 𝑉 >
     𝐸𝑞. (3.4) 

were M is molar mass of water, 𝑁𝑎𝑣𝑜 is the Avogadro number, 𝑛𝑟𝑒𝑠 is number of water residue in 

the box of interest, and < 𝑉 > is the average simulation box volume.119 

Table 3.2 displays calculated and measured diffusion coefficient and water densities from the 

present study and previous studies on aqueous systems. The self-diffusion coefficient and water 

density from the present study compares well to literature values from TIP3P water model.  

Table 3. 2 Comparison of different water properties determined experimentally and theoretically 

using the TIP3 water model. 

Model T (K) D(10-9 m2 s-1) ρ (g cm-3) Nb 

TIP3Pa 298 4.91(0.21) 0.998 13676 

TIP3P120 301(4.4) 5.40(0.14) 1.001 820 

TIP3P121 297.0(0.9) 5.60(0.08) 0.998 901 

TIP3P122 298.15 5.19(0.08) 0.993 267 

TIP3P123 298.16 5.30 0.986 216 

TIP3P124 298 5.51  360 

TIP3P125 298 2.98  624 

TIP3P126 298.15 6.10 0.9986 2048 

TIP3P127 298.15 5.06  256 

TIP3P128 298.15 6.14 1.008 2100 

TIP3P129 298.15 5.50 0.98  

Exp  2.30130 0.997131  
apresent study  

bnumber of water molecules used in simulation N 

The water distribution functions, gOO(r), gOH(r), and gHH(r) were calculated and compared to 

literature data on similar systems (Table 3.3). The results from this study compare reasonably 

well to other simulations and experimental results. The RDF between oxygen−oxygen pairs of 

two water molecules (Figure A1) is similar to literature profiles101 and shows a sharp peak at 

2.75 Å (Table 3.3)for all three simulation setups. This value is close to the expected average 

hydrogen bond length in water, 2.8 Å.132 In addition, all RDFs between two identical species (not 
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showed) are found to be independent on the particle composition as expected for such dilute 

systems.  

Table 3.3 Comparison of Oxygen-Oxygen and Oxygen-Hydrogen pair distribution functional 

determined experimentally and theoretical using the TIP3P water model. 

 First max position Second max position Third max position 

Oxygen-Oxygen Å goo Å goo Å goo 

TIP3Pa 2.75 2.68 4.55 1.00 6.85 1.02 

TIP3P121 2.77 2.67 4.50 0.99 6.84 1.02 

Exp133 2.88 3.09 4.50 1.14 6.73 1.07 

Oxygen-Hydrogen Å goo Å goo Å goo 

TIP3Pa 1.85 1.27 3.25 1.44   

TIP3P121 1.83 1.24 3.22 1.44   

Exp133 1.85 1.38 3.30 1.60   
apresent study 

The RDFs of water atoms around the OH radical in the system were calculated and compared to 

literature profiles. Table 3.4 displays the main peak positions for the different atoms. The present 

simulations are in good agreement with  Campo and Grigera134. 

Table 3.4 First and second peak position of water-OH DRFs. 

RDF First peak Second peak 

 Present study 
Campo and 

Grigera134 
Present study 

Campo and 

Grigera134 

H∗H 2.45 2.4 4.45 4.30 

H∗O 1.75 1.75 3.75 3.75 

O∗H 2.05 1.97 3.35 3.35 

O∗O 2.85 2.85 - 6.90 

 

The surface tension of pure water is calculated to be 75.3 mN/m, 5% higher than the 

experimental value.101 Although MD has been extensively used to model the air–water 

interface,101 calculated surface-tension values varies considerably even for studies using the same 

water model. The discrepancy is due to different simulation parameters and even simulation 

times.101 The goal of the surface tension calculations performed here is to examine the relative 
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change in value due to the addition of solutes. Table 3.5 shows the simulated values of surface 

tension obtained for different solutes and solute mixtures. As solutes are added to the water 

system the calculated surface tension decreases. Amides are known to greatly reduce the 

air−water surface tension32,135 with an expected increasing effect as the alkyl chain length 

increases. Urea has been measured to increase the water surface tension, although the effect is 

expected to be negligible at the solute concentrations used in the simulations.32,136 The very small 

decrease of surface tension after addition of urea observed in Table 3.5 compared to pure water 

is likely to be an artefact of the modeling. Similarly, the addition of sugars to water, at low solute 

concentrations, is expected to lead to a negligible change.137 The presence of a methyl group in 

MGP however, is likely to reduce its hydrophilicity compared to glucose and to induce a 

measurable decrease of the surface tension. Overall, as seen in Table 3.5, the addition of an alkyl 

group to the solute consistently decreases the air–water surface tension. 

Table 3. 5 Simulated surface tension values 

Solutes 
Surface Tension 

(mN/m) 
Solutes(a) 

Surface Tension 

(mN/m) 

Urea 71.5 MGP and urea 66.5 

MGP 67.9 MGP and acetamide 63.4 

Acetamide 67.5 
Propionamide and 

acetamide 
56.6 

Propionamide 58.5   

(a)Including OH radicals 

Figure 3.2 displays the OH radical profiles for the 3 different mixtures. The origin of the z-axis is 

located 40 Å before the center of mass of the water box and is defined as the water surface. For 

all simulations, OH radicals maintain similar density distributions regardless of the combination 

of molecules making up the multi-component system. The OH density profiles show an increase 

in density from a constant value in the gas phase (with less than 5% fluctuation) to maxima near 
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the water surface, followed by a sharp drop and a constant value within the water bulk. The 

density profile is characteristic of the radical preference for the air-water interface. During the 

last 50 ns of the simulation, one OH radical spends an average of 45% of the simulation time 

within the first 10 Å below the surface, 24% in the gas phase, and the remaining 31% in the bulk. 

Hydroxyl radicals being predominantly located at the interfacial regions agrees with the findings 

of Roeselová et al.51 as well as with the potentials of mean force (PMF) calculations by Vácha 

and Slavíček52 showing active uptake of OH radicals at the interface.  

 

Figure 3.2 OH radical density profiles for a MGP–urea mixture (black line), (b) acetamide– 

propionamide (blue line), and (c) acetamide–MGP (red line) across the water-box (blue shaded 

area). 

Figure 3.3 displays the scattering plot of one OH radical (black dots) within the last 7 ns of the 

simulation. It shows occurrences of adsorption (green), desorption (red), absorption (purple) and 

transfer from the bulk to the interface (dark blue). In the absence of reactions, the radicals are at 

a dynamic equilibrium between the different phases of the system. These results are consistent 

with previous MD simulations of OH interaction at the air−water interface,51,138 although 

performed here over a much longer simulation time. 
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Figure 3.3 Scattering plot of one OH radical (black dots) within the last 7 ns of the simulation. 

Different trajectories of the radical are highlighted, gas-surface adsorption (green), desorption 

(red), absorption (purple), and bulk-to-interface transfer (dark blue). The blue shaded area is the 

water box. 

3.4 Results and Discussion 

3.4.1 Organic solute density profiles 

Figure 3.4 displays density profiles of (a) MGP and urea, (b) acetamide and propionamide, and 

(c) MGP and acetamide along the z-axis of the simulation box. The water box is represented by 

the blue shaded area. The quasi-null water-molecule density outside the 0−80 Å range indicates 

negligible evaporation and therefore the stability of the simulation water box. All organic 

molecules are found to be confined to the water box. The air−water interface (purple region) 

extends 10 Å into the water box and 10 Å into the gas phase. The interface may also be defined 

as the region where the water density is between 10% and 90% of its bulk value.138 Because no 

molecules were found in the gas phase, the two definitions lead to similar results. In Figure 3.4a, 

the density profiles of the two organic species (urea and MGP) show an increase from zero at the 

liquid surface to respective maxima within the water bulk or within the air–water interface. In the 

bulk phase, the density fluctuations are less than 20% from the maximum value. In the case of 

urea, the lack of a maxima within the interface area and near-flat density profile in the bulk 
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indicate that the organic species has a higher preference for the liquid bulk. The MGP density 

profiles (Figure 3.4a and Figure 3.4c) display a sharper density rise than that of urea in the 

interfacial area, although most of the molecules remain located within the bulk. The affinity of 

an organic molecule for a given region may be quantified by integrating the density profile over 

the corresponding z-range. For reference, the water volume within the interface represents 25% 

of the total water box. The integrated profile values are given in Table 3.6. With a relative bulk 

value of 89% for urea and 84% for MGP, MGP has a slightly higher affinity for the interface 

than urea.  
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Figure 3.4 Density profiles of (a) MGP (blue open diamonds) and urea (green filled diamonds), 

(b) acetamide (purple starts) and propionamide (open green triangles), and (c) acetamide (purple 

stars) and MGP (blue open diamonds) across the water-bulk (blue shaded area), air-water 

interface (purple shaded area), and air (unshaded area). 
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Table 3.6 Normalized integrated density profiles (% of total area) 

Molecules Interfacea Bulk area 

MGP 16 84 

Urea 11 89 

Acetamide 28 72 

Propionamide 45 55 

MGP 17 83 

Acetamide 33 67 

 aLeft and right 

In Figure 3.4b, the density profiles of propionamide and acetamide show a sharp increase with 

maxima within the interface. The bulk density is found to be much lower than that of urea and 

MGP (Figure 3.4a). The propionamide density profile displays a sharper density rise within the 

interfacial region compared to that of acetamide, resulting in 45% of the propionamide molecules 

within the interface compared to 28% for acetamide (see Table 3.6). The trends described in 

Figures 3.4a and b for MGP and acetamide are also observed in Figure 3.4c for a mixture of MGP 

and acetamide. In all cases, in Figure 3.4, within the fluctuations of the models, the density profile 

of a given molecule is found to be independent of the chemical composition.  

The shape of the profiles observed for urea and MGP in Figure 3.4 is likely due to the 

amphipathic properties of MGP and the strictly hydrophilic nature of urea. Urea possesses only 

polar functional groups, two NH2 groups and one carbonyl group, all contributing to its 

hydrophilicity and overall bulk preference. MGP possesses polar functional groups (hydroxyl 

group) and one non-polar functional group (methyl). The polar functional groups contribute to its 

hydrophilic tendency resulting in bulk preference, but the presence of one methyl group in MGP 

induces a change that reduces the molecule’s hydrophilicity. The effect of the methyl group is 

apparent when comparing the density profiles of MGP and D-glucose (Figure A3). In the case of 
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acetamide and propionamide the hydrophobicity of the alkyl functional group increases with 

increasing chain length,139-142 leading to a distinct propionamide preference for the interface. These 

results highlight the effects that functional groups have on the behavior of molecules near the water 

surface. 

For all the investigated solutes, the bulk concentration is achieved within 2-nm from the 

water surface. For surface-active molecules it results in a thin layer with concentrations higher 

than that of the bulk. Similar surface-enhanced concentrations have been observed for aqueous 

particles containing ionic solutes.143,144 In this case the thickness of the surface excess charge layer 

ranges from 1.4 to 2 nm depending on the ion structure and is independent of the particle size. The 

similarities between the two systems suggest that the thickness of the partitioning layer is a 

property of the solvent and may be independent of the solute. Although not investigated here, the 

thickness of the partitioning layer is likely to also be independent of the particle size. For larger 

particles (>1 m), any interfacial phenomena would therefore also occur within a similar 2-nm 

layer. Even though the fraction of the interface volume to that of the particle decreases with 

increasing particle radius, the properties of this layer are sufficient to considerably enhanced 

chemical mechanisms in microdroplets.15,17  

3.4.2 Molecular orientation 

Equations 1 and 2 were also used to plot the density profiles for individual functional groups of 

the solutes. Figure 3.5 displays the atom density profile for (a) MGP, (b) acetamide, and (c) 

propionamide along the z-axis. The MGP carbon labeling is displayed in Figure A4. For all 3 

molecules, the density profiles of the methyl group (black lines) are shifted toward the surface 

compared to those of the other functional groups. In the water bulk, all profiles are 

indistinguishable. The methyl density distribution profiles suggest that the molecules loose 
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rotational freedom near the surface and adopt a preferred orientation with the most hydrophobic 

group pointing toward the water surface. Molecules recover full rotational freedom 2 nm away 

from the surface. Urea and glucose show no preferred orientation when found at the interface 

(see atom density profiles in Figure A5). The preferred orientation of the molecules at the 

interface is consistent with previous findings for alkanes.141 Preferred molecular orientations at 

interfaces was suggested by Zare and co-workers17 to explain the production of sugar phosphates 

in charged microdroplets. The orientation adopted by the acetamide, propionamide, and MGP are 

attributed to nonpolar hydrophobic nature of the methyl functional group.145,146 Figure 3.6 is a 

snapshot of the interface showing the MGP preferred orientation with the methyl group pointing 

toward the surface.  
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Figure 3.5 Atom density profiles for (a) MGP, (b) acetamide, and (c) propionamide across the 

water-bulk (turquoise blue), air-water interface (purple) interface). 

  

Figure 3.6 Snapshot of the air−water interface showing an oriented methyl -D-glucopyranoside 

molecules. 
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3.4.3 Interfacial solvation and OH-solute interactions 

The structures of the solute solvation shells were obtained by probing the instantaneous 

configurations of each solute at every time step (100 frames) of the MD trajectories. The water 

molecules included in the solvation sphere were determined based on the distance between the 

water oxygen atom to any of the carbon atoms of the solute. The cutoff distance corresponds to 

the first local minima of the oxygen−solute radical distribution functions.147,148 Similar 

instantaneous configurations of OH radical−solute positions were also sampled. The number of 

OH radicals around the solutes were determined based on the distance of the radical oxygen 

atom to any one of the carbon atoms of the solutes.  

Table 3.7 Number of molecules around solutes. The number in parenthesis indicates the cutoff 

distance for determination of the solvation sphere. 

 Bulk Interface 

 H2O OH. H2O OH. 

OH radical (4.25 Å) 15.3 -- 4.5 -- 
OH radical (2.45 Å) 3.3 -- 1.5 -- 

Acetamide (4.25 Å) 27.4 0 15.4 0.3 

Urea (4.30 Å) 23.7 0 15.2 0.1 
Glucose (4.30Å) 35.3 0 29.8 0.1 

MGP (4.30 Å) 38.4 0 30.6 0.1 

 

Table 3.7 displays the number of water or OH molecules around the different solutes in the bulk 

or within the interface. The values displayed in Table 3.7 for the OH are without any other 

solutes. The solvation shell of the OH radical is found to vary by up to 10% (not shown) 

depending on the solutes present in the water box. The change in functional group in the solute 

does not have large effects on the solvation sphere as observed for other systems.148-150 The 

hydration shell for surface active solutes and the OH radical, are found to decrease considerably 

at the interface. Similar “half-hydration” have been observed for molecules such as coumarin 

110.92 The change is less significant for glucose and MGP, although in the case of methyl 
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substituted sugar, the lower hydration shell is consistent with the alignment of the methyl group 

toward the surface.  

According to the mobility mechanism of the OH radical in solution47 and because of the lower 

solvation sphere, the encounter of the solute with the radical will take less steps at the interface 

than in the bulk. This is evidenced in Table 3.7 by the higher number of OH radical penetrating 

the solute solvation shell within the interface compared to the bulk. A higher collision rate of the 

reactant within the interface could lead to enhanced reactivity. Other solvation effects, such as 

stabilization of the transition states and intermediates needs to be investigated to fully understand 

how the interfacial solvation may affect the reactivity.  

Radial pair distribution functions (RDFs) g(r) were plotted to quantify the interaction between 

the OH radical and the different functional groups of the organic solutes in both the interface and 

the bulk regions. Figure 3.7 displays the RDFs of the OH radical H atom with the carbonyl 

oxygen atom of (a) urea, (b) acetamide, and (c) propionamide in the bulk (red lines) and at the 

air−water interface (blue lines). RDFs for the interaction of the OH radical with the other atoms 

are displayed in Figure A6. In Figure 3.7 the RDFs displays two maxima, one for distances 

below 3 Å and one for longer distances. The sharp peak at short distances is characteristic of 

hydrogen bonding interactions between the radical H atom and the carbonyl oxygen. For all three 

molecules, within the interface, this peak is more intense that the second broader peak. Its 

intensity decreases within the bulk, and in the case of propionamide, becomes very small 

compared to that of the broader peak. A similar difference between RDFs in the bulk and 

interface is observed for the carbonyl carbon (Figure A6). Radical distribution functions in the 

interface also appear to decay faster with r than those in the bulk. This suggests a tighter 

interaction between the OH radical and the organic solute within the interface. This is likely due 
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to the different molecular packing and solvation at the interface relatively to the bulk. Although 

such interactions may not be representative of the reactive potential between the radical and the 

molecule, they provide valuable information to understand surface phenomena in aqueous 

aerosols. 

 

Figure 3.7 Radial pair distribution functions of the OH radical H atom with the carbonyl oxygen 

atom for (a) urea, (b) acetamide, and (c) propionamide in the bulk (red lines) and at the air-water 

interface (blue lines). The profiles are normalized by the area under the curve.  
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3.5 Conclusion and implications for atmospheric heterogeneous chemistry 

The MD simulations described above provide a molecular level snapshot of the air–water interface 

as found in atmospheric multicomponent aqueous droplets. Analysis of the density profiles and 

radial distribution functions provides quantitative information about the dimension and 

composition of the interface and shows how molecular structure governs the behavior of the 

solutes near the water surface. Although it does not model the whole droplet, the simulations show 

that: 

(1) Bulk properties are reached within the first 2 nm of the surface.  Surface active molecules 

are found to accumulate within the top 2 nm of the droplet while surface inactive molecules 

form a depletion zone at the surface. For a particle containing a mixture of urea and 

acetamide, the properties of the outer phase are solely defined by acetamide, while those 

of the inner phase are mostly defined by urea. The MD simulations also show that the OH 

radicals preferentially accumulate within the 2-nm interfacial region. The dimension of the 

interface is comparable to the diffusion−reaction length (~1–2 nm)57-60 of the radical under 

reactive conditions. This overlap is likely to lead to interface-specific reaction mechanisms 

and kinetics. For aqueous aerosol for which diffusion of the reactants to the surface is not 

the rate limiting step, surface active molecules are rapidly consumed while surface inactive 

molecules are shielded from direct reaction with the oxidant.13     

(2) Surface active solutes lose rotational freedom and orient themselves with the hydrophobic 

group pointing toward the water surface. Methyl-substituted glucose is mostly surface 

inactive with low surface concentrations but still displays a preferred surface orientation 

due to the presence of a methyl group. Hydrophobic organic groups will become more 

accessible for reaction, changing the likely reaction mechanism compared to that of the 
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bulk.  Such behavior is expected for surfactant with large alkyl chains and is shown to 

happen here for smaller molecules. 

(3) Reduced OH radical and solute solvation at the interface leads to an increased number of 

OH radicals coming into contact with surface active solutes. The number of water 

molecules in the radical and solutes solvation spheres is found to decrease considerably 

within the interface. The extend of this decrease dependents on the molecular structure. 

This is also confirmed by a tighter interaction between the OH radical and the organic 

solute within the interface as observed in the radial pair distribution functions. The effects 

will contribute to a change in reaction rate coefficients withing the interface compared to 

the bulk.   

The increased surface concentration, molecular orientation, and tighter OH−solute interaction 

all suggests an enhanced reactivity of surface-active molecule within the air−water interface. 

No such enhancement is expected for surface inactive solutes. These findings have major 

implications for the chemical transformation of aqueous aerosols where the interface is a 

gateway for atmospheric oxidizers. The different surface behavior of the organic solutes can 

explain heterogeneous atmospheric phenomena that are inconsistent with known bulk liquid 

or gas phase chemistry.19,151  

Amides and urea have been detected in atmospheric aerosols152 and are known to oxidized by the 

OH radical.153 In mixed particles, urea will be shielded from reaction with OH radicals by 

surrounding surface active compounds. In the gas phase, amides react with the OH radical through 

abstraction of a hydrogen atom from the alkyl group, with negligible abstraction from the NH2 

group.154 Although the overall gas phase rate coefficients are relatively low (<210-12 cm3 s-1) for 

gas phase reactions, reaction with OH remains the main amide sink in the atmosphere.154 In the 
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aqueous aerosol phase, abstraction of an alkyl hydrogen atom is likely to remain the dominant 

initial reaction pathway for reaction of OH with amines. The loss of rotational freedom observed 

at the interface and the exposure of the alkyl group toward the particle surface may enhance the 

accessibility of alkyl hydrogens for abstraction by the OH radicals. Under such conditions, the 

interface reaction is likely to be faster than that occurring in the bulk. Saccharide molecules have 

also been detected in aerosols,155 and the effect of surface partitioning on their heterogeneous 

oxidation has been discussed.13 Alkyl substituted saccharides however, may have drastically 

different behavior as they are more likely to be found at the interface and to lose their rotational 

freedom.   

These findings are likely to apply to more abundant atmospheric compounds such as dicarboxylic 

acids. The OH radical reacts with dicarboxylic acids by abstraction of a hydrogen atom from the 

carbon chain. Upon addition of molecular oxygen, the reaction proceeds though Russell 

disproportionation or Bennett−Summers elimination as observed in the gas phase.156 The final 

products are a mixture of alcohols and ketones. Scission of the carbon chain may lead to the 

formation of small volatile fragments. The final composition of the particle will be greatly 

dependent on the structure of the reacting acid. In the case of a multicomponent particle, molecules 

at the particle surface will be more likely to react with the OH radical, making the overall chemical 

scheme very different from that of a system where the OH radical can react with all the solutes. 

Model trying to reproduce the chemical evolution of atmospheric aerosols must take such 

phenomena into account to accurately reproduce the heterogeneous chemistry.  
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4 Method development and validation of a reverse phase gas 

chromatographic method (GC-MS) for the simultaneous 

quantification of saccharides and amides. 

 

4.1 Introduction 

Atmospheric aerosol particles are heavily abundant in the atmosphere coming from emissions 

credited to both anthropogenic and naturogenic activities.1,2,10,3–9,9 The particles making the 

aerosol differ in their physical state (solid or liquid) and vary greatly in physical properties such 

as size.11–14 However, the chemical composition of the aerosol particles have proven to be the 

most complex, with atmospheric aerosols having the possibility to contain virtually all 

compounds known to man in infinite combinations.15–2021–23 The influence that these atmospheric 

aerosols have on the environment and climate has necessitated a hefty investment in research 

geared at better understanding atmospheric aerosols and any associated processes.20,24–26 

In a bid to better understand the chemical composition of atmospheric aerosols several offline 

and online methods have been developed. The chemical composition of aerosol particles has 

generally been determined by gas- and liquid-chromatographic techniques, mostly with mass 

spectrometric detection for both offline and online analysis.27,28,37–39,29–36 The analysis of volatile 

organic compounds in aerosols in terms of detection and quantification has proven to be 

relatively straightforward. The challenge has been in the analysis of semi-volatile and 

nonvolatile organic compounds, especially those that also undergo thermal decomposition as 

opposed to boiling. Previously highlighted references showed that several offline methods that 

utilize derivatization prior to GC separation have been developed to address this challenge. 

However, most of the available methods are optimized for looking at a single class of 
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compounds. The method developed here was successfully optimized to simultaneously detect 

and quantify different classes of compounds. 

The complex nature of the atmosphere makes it more challenging to study atmospheric aerosols 

and associated chemical processes in their natural environment. To address this challenge most 

research aimed at understanding atmospheric chemistry has been done in reactors designed to 

imitate atmospheric processes.40–48 This has necessitated the development of analytical methods 

specific to the needs of the different experimental setups and their objectives. 

In this study, offline methods were developed and validated for the simultaneous detection of 

amides, urea, and saccharides using GC-MS. The methods borrow from previous methods 

developed for the analysis of amides49–52 and saccharides53–55. Precolumn derivatization based on 

silylation reagents BSA and TMSC was utilized to resolve the problem of low volatility and 

thermal decomposition. Method development focused on generating a procedure for the analyses 

of aerosols collected from a flow tube reactor designed to imitate the heterogeneous oxidation of 

aqueous organic aerosols in the atmosphere. The methods developed focus on the specified 

analytes partly because of their atmospheric relevance, and primarily because of their significates 

to the heterogenous oxidation experiment in chapter 5. However, the methods are flexible and 

can be applied to the analysis of another compound with similar functional groups that are 

relevant to atmospheric chemistry. 

4.2 Materials and methods 

4.2.1 Instrumentation and conditions 

Gas chromatographic analyte separation was done using the Trace1310 gas chromatography. 

Samples were handled and injected into the trace 1310 GC using the AI 1310 liquid autosampler. 

Analyte detection and quantification was done via the use of the ISQ QD single quadrupole mass 
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spectrometer. The three were coupled and operated using the chameleon software, version 7. 

Sample weighing was carried out using a high-precision analytical balance. Water was extracted 

from samples using the LabCorp lyophilizer. 

4.2.1.1 GC-MS conditions 

Chromatographic and detection parameters were set and adjusted through a vigorous 

optimization process.  Some of the parameters, such as the mobile phase gas (He), column type 

(capillary column 150m x 0.25mm I.D, film thickness 0.25μm, TS-SQC Thermo), injection 

conditions (10 μl syringe, draw speed, and 1 μl air volume below the sample, injection port 

temperature 300 °C), ionization technique (EI – 70 eV), MS transfer line temperature (275°C)  

and scan rate (0.2s), were informed by literature and resource availability and were therefore 

kept constant throughout the optimization process55. The selection of the ion source temperature 

was done by conducting the detection of all analytes of interest using different ion source 

temperatures ranging from 200 to 320°C (20°C increments). The ion source temperature giving 

the highest signal intensity for every analyte of interest was then chosen. The split ratio was 

determined through a series of trial-and-error experiments, starting with a very high ratio and 

moving to a lower ratio, until high S/N ratios and good peak shapes were achieved. Parameters 

such as initial oven temperature, temperature gradient, final temperature, carrier gas flow rate, 

and injection volume were all tested and adjusted to achieve the best chromatographic resolution. 

Table 4.1 and Table 4.2 show the optimum operating conditions established for the methods 

developed here. 

4.2.2 Reagents and Chemicals 

Propionamide 97% and chlorotrimethylsilane 98% were purchased from ACROS organics. N, O-

Bis(trimethylsilyl) acetamide 95% was purchased from Thermo Scientific. D- (+)-xylose 98%, 
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and pyridine anhydrous 99.5% were purchased from Alfa Aesar. Methyl α-D-glucopyranoside ≥ 

99% and Glucose 99.5% ≥ was purchased from SIGMA. 

4.2.2.1 Preparation of Stock solution and calibration Standard solutions 

Appropriate amounts of propionamide, MGP, xylose, urea, glucose and acetamide were weighed 

separately and dissolved in pyridine to give propionamide (0.01mg/ml), MGP (0.01mg/ml), 

xylose (0.05mg/ml), urea (0.001mg/ml), glucose (0.01mg/ml) and acetamide (0.01mg/ml) stock 

solutions. Working standards of the analytes were prepared from the stock solution as per need 

and all calibration standards were prepared in triplicates. 

Table 4.1 Instrument optimum operating conditions for the MGP-Urea-Xylose method. 

Parameter Gas Chromatograph Mass spectrometry 

Ion source temperature - 300 

Ionization technique - EI 

Transfer line temperature - 275°C 

Scan rate - 0.2s 

Start time - 1.62mins 

End time - 16mins 

Full scan - 50-350 amu 

Split ratio 300 - 

Pressure 73.8ka - 

Carrier gas Helium - 

Ionization energy 70.0eV - 

Total flow rate 1 - 

Column flow 0.200ml/min - 

Injection volume 1µl - 

Injection port temperature 300°C - 

Purge Flow 5ml  
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Table 4.2 Instrument optimum operating conditions for the MGP-Propionamide-Urea method and 

Propionamide-Urea-MGP method. 

Parameter Gas Chromatograph Mass spectrometry 

Ion source temperature - 300 

Ionization technique - EI 

Transfer line temperature - 275°C 

Scan rate - 0.2s 

Start time - 1.62mins 

End time - 16mins 

Full scan - 50-350 amu 

Split ratio 50 - 

Pressure 73.8ka - 

Carrier gas Helium - 

Ionization energy 70.0eV - 

Total flow rate 1 - 

Column flow 0.200ml/min - 

Injection volume 11µl - 

Injection port temperature 300°C - 

Purge Flow 5ml - 

 

4.2.3 Aqueous organic aerosol collection and preparation (actual sample) 

A 1 to 2mg sample of the aerosol flow was collected by placing a 0.1 micron, 47mm PTFE 

Laminated Membrane filter in the flow path of the aerosol for 1 to 2hrs. The filter was then 

removed and placed in a beaker with 5 ml of water and sonicated for 15 mins to extract the 

sample collected on the filter into the water. The aqueous solution from the sonication was then 

frozen using liquid nitrogen, before being moved to the lyophilizer to extract out all the water. 

The dried product from the lyophilizer was then dissolved in pyridine and taken through the 

silylation step. 

4.2.4 Derivatization  

Of the three derivatization mechanisms (alkylation, silylation, and acylation) available for GC-

MS, silylation was chosen for this method. Silylation was chosen for its ability to readily 
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volatilize non-volatile  compounds and give volatile products, and its ability to volatilize 

compounds that a considered unstable at high temperatures (200-300°C).56–58 

4.2.4.1 BSA Silylation 

The samples and standards that contained a mixture of amides, monosaccharides and urea were 

derivatized using BSA. BSA was used for this application because it is highly reactive towards 

nitrogen-containing compounds such as amino acids and amides, as well as compounds bearing 

hydroxyl or carboxyl groups such as methyl α-D-glucopyranose. BSA also requires very mild 

conditions and gives relatively more stable by-products. The volume of reagent to be used was 

determined by derivatizing a standard solution containing 1mg each of urea, MGP and 

propionamide. The volume of solvent tested ranged from 200 to 600µl. The optimum reagent 

volume was then selected based on achieving complete derivatization, the highest possible peak 

area, and having a satisfying amount of silylation reagent remaining (determined by observing 

the reagent peak from the full sample chromatographs). To determine the reaction time, a large 

volume(10ml) of a standard sample containing 1mg/ml of each analyte what heated at a constant 

temperature for 210mins. Aliquots were then withdrawn from the large volume and analyzed at 

30min intervals. For the reaction temperature determination, several 1mg/ml standard solutions 

were reacted at different temperatures ranging from 40°C to 140°C for a fixed amount of time. 

Optimum conditions assured complete derivation of the sample with the use of the least possible 

resources. 

4.2.4.2 BSA-TMCS Silylation 

The samples and standards that contained a mixture of sugars and urea (MGP-Urea-Xylose 

method) were derivatized using BSA and TMCS. The TMCS is not a strong silylation agent due 

to having a poor leaving group, however, TMCS acts as a catalyst in derivatization reactions. 
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BSA:TMCS(2:1) reagent performance was compared and chosen as the reagent of choice to the 

well know TMSI:BSA:TMCS (3:3:2) reagent. The volume of reagent to be used was determined 

by derivatizing a standard solution containing 1mg each of urea, MGP and xylose. The volume 

of solvent tested ranged from 50 to 250µl of BSA and 25 to125µl of TMCS. The optimum 

reagent volume was then selected based on achieving complete derivatization and having a 

satisfying amount of silylation reagent remaining (determined by observing the reagent peak 

from the full sample chromatographs). To determine the reaction time, a large volume(10ml) of a 

standard sample containing 1mg/ml of each analyte what heated at a constant temperature for 

210mins. Aliquots were then withdrawn from the large volume and analyzed at 30min intervals. 

For the reaction temperature determination, several 1mg/ml standard solutions were reacted at 

different temperatures ranging from 40°C to 140°C for a fixed amount of time. Optimum 

conditions assured complete derivation of the sample with the use of the least possible resources. 

4.2.5 Preparation of Calibration Curves 

Internal standards calibration was used and calibration curves for each individual method were 

developed. The internal standards approach was used to account for routine variations in the 

response of the GC-MS system, the volume of sample injected into the chromatographic 

system(1µl), and retention time. 

4.2.5.1 Calibration Curves for MGP-Urea-Xylose method: Internal standard xylose 

Samples containing different concentrations of MGP and urea ranging from 0-1.2mg/ml and 

1mg/ml Xylose were prepared from stock solutions. The chromatograms of the standard samples 

were obtained, and the peak areas were determined. Calibration curve were prepared by plotting 

the ratios of analyte peak area to internal standard peak area against ratios of analyte 

concentration to internal standard concentration, as shown in the results. A second calibration 
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curve showing the ratios of analyte peak area to internal standard peak area against analyte 

concentration was also plotted. 

4.2.5.2 Calibration Curves for MGP-Propionamide-Urea method: Internal standard urea 

Samples containing different concentrations of MGP and Propionamide ranging from 0 -

1.6mg/ml and 0.5mg/ml urea (internal standard), were prepared from standard solution. The 

chromatograms of the standard samples were obtained, and the peak areas were determined. A 

calibration curve was prepared by plotting the ratios of analyte peak area to internal standard 

peak area against ratios of analyte concentration to internal standard concentration, as shown in 

the results. A second calibration curve showing the ratios of analyte peak area to internal 

standard peak area against analyte concentration was also plotted. 

4.2.5.3 Calibration Curves for Propionamide-Urea-MGP method: Internal standard MGP 

Samples containing different concentrations of urea and propionamide ranging from 0-1.0mg/ml 

and 1mg/ml MGP(internal standard), were prepared  from standard solution. The chromatograms 

of the standard samples were obtained, and the peak areas were determined. A calibration curve 

was prepared by plotting the ratios of analyte peak area to internal standard peak area against 

ratios of analyte concentration to internal standard concentration, as shown in the results. 

4.3 Method Validation 

4.3.1 Specificity 

4.3.1.1 Identity 

For each analytical method, standards containing 1mg of a single analyte were used to determine 

Identity specificity. The chromatograms and mass spectra from the analysis of the standard 

solutions were then compared. 
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4.3.1.2 Assay Tests 

Critical separation of peaks was investigated by calculating the resolution factors of the peaks. 

𝑅𝑆 =  
2(𝑡𝑅2 − 𝑡𝑅1)

(𝑊1 + 𝑊2)
 

𝑅𝑠 = 𝑝𝑒𝑎𝑘 𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛, 

𝑊 = 𝑝𝑒𝑎𝑘 𝑤𝑖𝑑𝑡ℎ, 𝑡𝑅 = 𝑟𝑒𝑡𝑒𝑛𝑠𝑖𝑜𝑛 𝑡𝑖𝑚𝑒  

4.3.2 Precision 

4.3.2.1 Repeatability 

Repeatability was determined for each analytical method. 15 determinations covering the range 

of standard prepared were used, 3 concentrations and 5 replicates each. For the MGP-Urea-

Xylose method 0.2mg /ml, 0.6mg/ml and 1.2mg/ml standards where used. For the MGP-

Propionamide-Urea method 0.1mg /ml, 0.8mg/ml and 1.6mg/ml standards where used. For the 

Propionamide-Urea-MGP method 0.1mg /ml, 0.8mg/ml and 1.6mg/ml standards where used. 

4.3.2.2 Intermediate Precision 

Intra- day and inter-day precision for each analytical method were determined. For intra- day 

precision the standards used for repeatability were analyzed three times on the same day, with 

the analysis being done at 5hour intervals. For inter-day precision, the same standards were 

analyzed on three different days. From this data, % RSD was calculated. 

4.3.3 Linearity 

Linearity was determined for each analytical method. It was assessed through analysis of 

combined standard solutions in the range of 0.2 – 1.2mg/ml for MGP-Urea-Xylose method, 0.1- 

1.6mg/ml for MGP-Propionamide-Urea method, and 0.1-1.6mg/ml for Propionamide-Urea-MGP 

method. 
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4.3.4 Detection Limit 

Two approaches were used to determine the detection limits of each analytical method. 

4.3.4.1 Visual Evaluation 

To determine the detection limit based on the visual evaluation approach, standards of known 

low concentrations were analyzed and a minimum concentration at which the analyte can be 

confidently separated from the blank signal was established. 

4.3.4.2 Standard Deviation of the Response and the slope 

The detection limit (DL) was calculated for each analytical method from the residual standard 

deviation of the calibration curve regression line using the following expression: 

𝐷𝐿 =  
. 3.3𝜎

𝑆
 

𝜎 = 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 

𝑆 = 𝑠𝑙𝑜𝑝𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝑐𝑢𝑟𝑣𝑒 

4.3.5 Quantitation Limit 

Two approaches were used to determine the quantification limits of each analytical method. 

4.3.5.1 Visual Evaluation 

To determine the quantification limit based on the visual evaluation approach, standards of 

known low concentrations were analyzed and a minimum concentration at which the analyte can 

be confidently separated from the blank signal was established. 

4.3.5.2 Standard Deviation of the Response and the slope 

The quantification limit (QL) was calculated for each analytical method from the residual 

standard deviation of the calibration curve regression line using the following expression: 

𝑄𝐿 =  
10𝜎

𝑆
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𝜎 = 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 

𝑆 = 𝑠𝑙𝑜𝑝𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛 𝑐𝑢𝑟𝑣𝑒 

4.3.6 Robustness 

The robustness of the analytical methods was tested by varying two chromatographic conditions, 

flow rate and temperature, by ±10%. The % RSD between the data at each variable condition 

was then determined. 

4.3.7 Accuracy 

To determine the accuracy, each analytical method was applied to the analysis of a standard with 

an analyte of known purity and concentration. 

4.4 Results and Discussion 

As the study of atmospheric chemistry and the aerosols in the atmosphere has continued it has 

become apparent that the aerosols in the atmosphere are small chemical reservoirs containing 

multiple chemical components. This, therefore, implies that anyone seeking to understand 

aerosols from a chemical perspective would have to have analytical methods capable of detecting 

and quantifying the various chemical components. The ideal methods would have to be rapid, 

simple, sensitive, specific, inexpensive, and capable of detecting several compounds 

simultaneously. 

4.4.1 Method Development 

4.4.1.1 Optimization of silylation derivatization 

Effective derivatization is at the center of the successful quantitative analysis of saccharides, 

amides, and urea using GC-MS. The samples (imitations of atmospheric multi-component 

organic aerosols) to be analyzed by these methods are composed of species possessing functional 

groups (-OH, NH2) that compete to react with the silylating agent. This competition could lead to 
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incomplete derivatization of all target analytes, which in turn leads to underestimation of 

concentration and a lack of precision. For this study, the efficiency of the derivatization was 

assessed using reaction time, temperature, and derivatization reagent type and quantity.  

For the MGP-Urea-Xylose method, the TMSI:BSA:TMCS (3:3:2) reagent and BSA:TMSC 3:2 

reagents were tested. Both reagents gave satisfactory results as determined by the ability to give 

unique products for each target analyte, which could be clearly separated by GC-MS. The 

BSA:TMSC 3:2 reagent was then selected as the reagent of choice on the basis of ease of use. 

The influence of reaction time, reaction temperature, and reagent volume were then assessed for 

BSA:TMSC (Figure 4.1). 

 

 

Figure 4.1 Effect of derivatization parameters; A) reaction temperature B) reaction time and C) 

BSA reagent volume relative to peak area. 



137 
 

The results showed that the complete derivatization of urea and a saccharide using BSA:TMSC 

3:2 as the reagent, could be achieved after 60mins of reaction at 60°C and 150µl of reagent. The 

derivatization extent was not improved by increasing the reagent quantity above 150 µl and 

heating above 60°C for any analyte. A reaction temperature of 80°C, a reaction time of 90mins, 

and a reagent volume of 300µl were eventually selected as the derivation conditions. The 

parameters values settled on were increased to be values in the interpolation range between the 

first highest signal and the last of graphs in Figure 4.1 to gain some assurance for complete 

derivation. 

For the MGP-Propionamide-Urea method and Propionamide-Urea-MGP method, the 

BSA:TMSC 3:2 and BSA reagents were tested. BSA:TMSC reagent was not able to derivatize 

the amide of interest to give products that could be detected by the GC-MS. The BSA reagent 

was then selected as the reagent of choice based on its ability to give unique products for each 

target analyte, which could be clearly separated by GC-MS. The influence of reaction time, 

reaction temperature, and reagent volume were then assessed for BSA (Figure 4.2). 
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Figure 4.2 Effect of derivatization parameters; A) reaction temperature B) reaction time and C) 

BSA reagent volume relative to peak area. 

The results showed that the complete derivatization of urea, amide, and a saccharide using BSA 

as the reagent, could be achieved after 150mins of reaction at 60°C and 200µl of reagent. The 

derivatization extent was not improved by increasing the reagent quantity above 200 µl and for 

any analyte (Figure 4.2 C). The derivatization extent did not change with increasing reaction 

time for amide and Urea, while the derivatization extent for MGL stopped improving above 

150mins (Figure 4.2 B). A reaction temperature of 80°C, a reaction time of 150mins, and a 

reagent volume of 300µl were eventually selected as the derivation conditions. The parameters 

values settled on were increased to be values in the interpolation range between the first highest 

signal and the last of graphs in Figure 4.2 to gain some assurance for complete derivation. 
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4.4.1.2 Optimization of GC-MS parameters 

Without an effective way to separate and detect analytes no quantitative analysis of saccharides, 

amides, and urea using GC-MS is possible. It becomes of paramount importance to determine the 

right separation and detection conditions for any analytical method. 

 To develop a highly sensitive and selective instrument method, the Chromatographic and 

detection parameters used for the presented methods were set and adjusted through a vigorous 

optimization process described in the methodology section. Some of the parameters were 

informed by literature. The results presented below are from measurements performed under 

optimal operating conditions. These optimal conditions gave the best-shaped, high sensitivity, 

and good peak separation, while the other tested operating conditions gave either no results or 

relatively poor chromatograms. 

4.4.1.2.1 MGP-Urea-Xylose method 

For the MGP-Urea-Xylose method, analytes of interest were successfully separated using a trace 

1310 GC under the chromatographic conditions listed in Table 4.1 and a Thermo (capillary 

column 150m x 0.25mm I.D, film thickness 0.25μm, TS-SQC Thermo) capillary column. The 

qualitative and quantitative detection was achieved using a thermos ISQ QD single quadrupole 

mass spectrometer under detection conditions also listed in Table 4.1. The ion source 

temperature was selected to be 300°C from the tested range 200°C to 320°C, the results showed 

that 300°C gave the highest peak intensities, therefore, implying the highest sensitivity for all 

analytes. A split ratio of 50 provided a high Signal to noise ratio and satisfactory peak shapes as 

compared to the other tried ratios. The final oven temperature gradient program settled on for 

this method was as follows: start at an initial temperature of 40 °C holing for 0mins, ramp to 160 

°C at 30 °C/min, then ramp to 170 °C at 2 °C/min, ramp to 300 °C at 30 °C/min, and finally hold 

for 2 min. A solvent delay time of 1.5 min was used. The column was reconditioned at 300 °C 



140 
 

for 2 min to eliminate all impurities co-extracted from the matrix and reduce carry-over effects. 

A chromatogram of a 1mg/ml urea, xylose, and MGP standard sample is presented in Figure 4.3. 

Retention times were 3.0428 and 3.189 mins for the urea peaks (blue), 5.0494, 5.1344, 5.7466, 

and 6.335mins for the xylose peaks (black), and 8.0185mins for the MGP peak (red).  

 

Figure 4.3 The total ion chromatogram (TIC) of an MGP-Urea aerosol sample with xylose as an 

internal standard. Several peaks were obtained corresponding to the derivatization products of 

urea (blue), Xylose (black), and MGP (red). 

4.4.1.2.2 MGP-Propionamide-Urea method and Propionamide-Urea-MGP method 

For the MGP-Propionamide-Urea method and Propionamide-Urea-MGP method, analytes of 

interest were successfully separated using a trace 1310 GC under the chromatographic conditions 

listed in Table 4.2 and a Thermo (capillary column 150m x 0.25mm I.D, film thickness 0.25μm, 

TS-SQC Thermo) capillary column. The qualitative and quantitative detection was achieved 

using a thermos ISQ QD single quadrupole mass spectrometer under detection conditions also 

listed in Table 4.2. The ion source temperature was selected to be 300°C from the tested range 

200°C to 320°C, the results showed that 300°C gave the highest peak intensities, therefore, 
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implying the highest sensitivity for all analytes. A split ratio of 300 provided a high Signal to 

noise ratio and satisfactory peak shapes as compared to the other tried ratios. A chromatogram of 

a 1mg/ml propionamide, urea, and MGP standard sample is presented in Figure 4.4. Retention 

times for the two analytical methods were 1.7981 and 1.8662mins for the propionamide peaks 

(green), 2.7675 and 3.1144 mins for the urea peaks(blue) and 6.1923, 6.7841 and 8.0153mins for 

the MGP peaks(red). Figure 4.4 shows a full chromatogram from the analysis of an MGL-

Propionamide sample with urea as the internal Standard. 

 

Figure 4.4 The total ion chromatogram (TIC) of an MGP-Propionamide aerosol sample with 

Urea as an internal standard. Several peaks were obtained corresponding to the derivatization 

products of propionamide (green), Urea (blue), and MGP (red). 

4.4.2 Method Validation 

The methods detailed here were validated using several parameters that speak to specificity, 

precision, accuracy, linearity, and robustness. 
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4.4.2.1 Specificity 

4.4.2.1.1 Identity 

The identity specificity of each method was determined as stated in the methodology section. 

Figure 4.5, Figure 4.6, and Figure 4.7 display the results of the identity specificity for the MGP-

Urea-Xylose method. For the GC-MS conditions described for this method, the three figures 

show that the derivatization of urea gives products that separate into two product peaks at times 

2.760min and 3.0324min, while those of MGP give one peak at 8mins, and those of xylose give 

4 peaks at 5.0494, 5.1344, 5.759min, and 6.335mins. The three figures also display the mass 

spectrum corresponding to all the major peaks and all the products corresponding to the peaks 

can be distinguished apart with relative ease using the mass spectrum. The data shows that using 

this method the molecules of interest can be told apart, and the chance of any analyte being 

mistaken for the others is non-existent. Molecules like the analytes of interest and which are also 

potential products of the oxidation of the analytes by OH-radical were analyzed and compared. 

For this method glucose was analyzed and compared to the results of MGP and xylose, it was 

clear that the three could be clearly distinguished in a mixture containing all three. However, 

there are peaks that would have very low resolution between MGP and Glucose peaks make 

quantification challenging 
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Figure 4.5 The total ion chromatogram (TIC) of a urea standard sample silylated using BSA and 

TMCS. A) A full chromatogram of the Derivatized Urea standard; B) Mass spectrum of first 

peak at retention time 2.760min. C) Mass spectrum of second peak at retention time 3.0324min. 

 

Figure 4.6 The total ion chromatogram (TIC) of a xylose standard sample silylated using BSA 

and TMCS. A) A full chromatogram of the Derivatized xylose standard; B) Mass spectrum of 

third peak at retention time 5.759min. C) Mass spectrum of fourth peak at retention time 

6.348min 
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Figure 4.7 The total ion chromatogram (TIC) of a MGP standard sample silylated using BSA 

and TMCS. A) A full chromatogram of the Derivatized MGP standard; B) Mass spectrum the 

peak at retention time 7.997min. 

Figure 4.8, Figure 4.9, and Figure 4.10 display the results of the identity specificity for the MGP-

Propionamide-Urea method and Propionamide-Urea-MGP method. For the GC-MS conditions 

described for these methods, the three figures show that the derivatization of propionamide gives 

products that separate into two product peaks at times 1.7981 and 1.8662mins, while those of 

urea give two peak at 2.7675 and 3.1144 mins, and those of MGP give three peaks at 6.1923, 

6.7841 and 8.0153mins. The three figures also display the mass spectrum corresponding to all 

the major peaks and all the products corresponding to the peaks can be distinguished apart with 

relative ease using the mass spectrum. The data shows that using these methods the molecules of 

interest can be told apart, and the chance of any analyte being mistaken for the others is close to 

non-existent. Molecules similar to the analytes of interest and which are also potential products 

of the oxidation of the analytes by OH-radical were analyzed and compared. For this method 

glucose (Figure 4.11) and acetamide were analyzed and compared to the results of propionamide 
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and MGP. The results show that the method cannot detect acetamide due to BSA not being able 

to silylate acetamide. The method can detect glucose (Figure 4.11) and MGP(Figure 4.10),  but 

cannot be used to quantify the two analytes in the same sample as some of the peaks coelute. 

 

 

Figure 4.8 The total ion chromatogram (TIC) of a propionamide standard sample silylated using 

BSA. A) A full chromatogram of the Derivatized propionamide standard; B) Mass spectrum of 

peak at retention time 1.765min. 
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Figure 4.9 The total ion chromatogram (TIC) of a urea standard sample silylated using BSA. A) 

A full chromatogram of the Derivatized urea standard; B) Mass spectrum of first peak at 

retention time 2.770min. C) Mass spectrum of second peak at retention time 3.049min. 

 

Figure 4.10 The total ion chromatogram (TIC) of an MGP standard sample silylated using BSA. 

A) A full chromatogram of the derivatized MGP standard; B) Mass spectrum of first peak at 

retention time 6.202min. C) Mass spectrum of second peak at retention time 6.784min. C) Mass 

spectrum of third peak at retention time 8.029min. 
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Figure 4.11 The total ion chromatogram (TIC) of a glucose standard sample silylated using 

BSA. 

4.4.2.1.2 Assay Tests 

Peak resolutions were determined to further validate the method’s ability to clearly separate and 

identify analytes and to give a quantitative measure to the specificity of the method.  Table 4.3 

shows the peak resolutions of peaks from the MGP-Urea-Xylose method, while Table 4.4 shows 

the peak resolutions for the MGP-Propionamide-Urea method and Propionamide-Urea-MGP 

method. The lowest resolution of all methods are significantly above the acceptable minimum 

peak resolution (1.5) for regulated analytical procedures.59 These results point out to both 

methods being highly capable of separating the molecules of interest. 
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Table 4.3 Peak resolutions for MGP-Urea-Xylose method. 

 Urea Xylose MGP 

 Peak 1 Peak 2 Peak1 Peak2 Peak3 Peak4 Only Peak 

Retention Time 3.041 3.190 5.049 5.137 5.748 6.336 8.022 

Width (mins) 0.030 0.022 0.033 0.036 0.044 0.054 0.076 

Resolution 5.740 67.974 2.551 15.444 12.066 25.932 

 

Table 4.4 Peak resolutions for MGP-Propionamide-Urea method and Propionamide-Urea-MGP 

method 

 Propionamide Urea MGP 

 Peak 1 Peak 2 Peak1 Peak2 Peak1 Peak2 Peak3 

Retention Time 1.797 1.864 2.768 3.084 6.190 6.781 8.015 

Width (mins) 0.020 0.032 0.021 0.124 0.05 0.065 0.077 

Resolution 2.560 34.323 4.384 35.640 10.208 17.404 

 

4.4.2.2 Precision 

4.4.2.2.1 Repeatability 

The repeatability of each method was determined as described in the methodology section. Table 

4.5 shows the standard samples used to determine the repeatability of the MGP-Urea-Xylose 

method and the %RSD. The %RSD for all analytes fall below 2% indicating that the method is 

highly reproducible. The repeatability for the three analytes was not affected by the 

concentration level. 
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Table 4. 5 Repeatability calculations for MGP-Urea-Xylose method. 

Repeatability Concentration 

(mg/ml) 

Mean (n=5) 

Ratio of Areas 

SD %RSD 

Urea 0.2 

0.6 

1.2 

0.12386 

0.46147 

1.0208 

0.00170 

0.00602 

0.01143 

1.37 

1.30 

1.12 

Xylose  

1.0 

 

(Area) 

1405751 

 

 

20279 

 

 

1.44 

 

MGP 0.2 

0.6 

1.2 

0.14451 

0.50285 

1.09148 

0.00298 

0.00341 

0.009794 

2.06 

0.68 

0.90 

 

Table 4.6 shows the standard samples used to determine the repeatability of the MGP-

Propionamide-Urea method and Propionamide-Urea-MGP method, and the %RSD. The %RSD 

for all analytes fall below 2% indicating that the method is highly reproducible. The repeatability 

for the three analytes was not affected by the concentration level. 

4.4.2.2.2 Intermediate Precision 

The intermediate precision was determined as described in the methodology section. Table 4.7 

shows the standard samples used to determine the repeatability of the MGP-Urea-Xylose method 

and the %RSD. The %RSD for all analytes at given concentrations goes above 2% indicating 

that the method loses precision over the 72-hour period. The loss of precision is due to the 

degradation of the derivatization products. These results and the intraday low RSD (below 2%) 

obtained for intra-day precision led to the conclusion that all prepared samples should be 

analyzed within 24 hours of being prepared. 
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Table 4.6 Repeatability calculations for MGP-Propionamide-Urea method and Propionamide-

Urea-MGP method. 

Repeatability Concentration 

(mg/ml) 

Mean (n=5) 

Ratio of Areas 

SD %RSD 

Propionamide 0.1 

0.8 

1.6 

0.05924412 

0.453043585 

0.830965 

0.000480548 

0.006295163 

0.009562603 

0.81 

1.39 

1.15 

 

Urea 

 

0.5 

1.0 

(Area) 

22671165.8 

41974843.7 

 

193236.1628 

814680.8527 

 

0.85 

1.94 

MGP 0.1 

0.8 

1.6 

0.08393971 

1.173717565 

2.161978229 

0.001407062 

0.012060518 

0.025326 

1.68 

1.03 

1.17 

 

Table 4.8 shows the standard samples used to determine the repeatability of MGP-Propionamide-

Urea method and Propionamide-Urea-MGP method, and the %RSD. The %RSD for all analytes 

at given concentrations goes above 2% indicating that the method loses precision over the 72-

hour period. The loss of precision is due to the degradation of the derivatization products. These 

results and the intraday low RSD (below 2%) obtained for intra-day precision led to the 

conclusion that all prepared samples should be analyzed within 24 hours of being prepared. 

Table 4.7 Inter-day precision calculations for MGP-Urea-Xylose method. 

Inter- day Concentration 

(mg/ml) 

Mean (n=15) 

Ratio of Areas 

SD %RSD 

Urea 0.2 

0.6 

1.2 

0.12526 

0.45146 

1.09955 

0.00787 

0.02356 

0.02574 

6.29 

5.22 

2.34 

Xylose  

1.0 

 

(area) 

1421939.858 

 

 

40973.46 

 

2.88 

MGP 0.2 

0.6 

1.2 

0.14410 

0.53864 

1.1159 

0.00726 

0.01340 

0.019794 

5.04 

2.49 

1.77 
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Table 4.8 Inter-day precision calculations for for MGP-Propionamide-Urea method and 

Propionamide-Urea-MGP method. 

Inter- day 

 

Concentration 

(mg/ml) 

Mean (n=15) 

Ratio of Areas 

SD %RSD 

Propionamide 0.1 

0.8 

1.6 

0.058352316 

0.45942477 

0.827099519 

0.003261816 

0.011756486 

0.013107641 

5.59 

2.56 

1.58 

 

Urea 

 

0.5 

1.0 

(Area) 

22631211.7 

 

 

294464.0112 

 

 

1.30 

MGP 0.1 

0.8 

1.6 

0.082870102 

1.171162188 

2.16862541 

0.001598011 

0.013931066 

0.072934563 

1.93 

1.19 

3.36 

4.4.2.3 Calibration Curves, Linearity, Range, L.O.D and L.O.Q 

The calibration range for the MGP-Urea-Xylose method was determined using solutions starting 

from 0.2mg/ml to 1.2mg/ml. The linearity was assessed by plotting calibration curves shown in 

Figure 4.12 and determining the regression coefficients, reported in Table 4.9. The L.O.D and 

the L.O.Q of the method were determined and presented in Table 4.10 and 4.11 respectively. 

 

Figure 4.12 Standard calibration curve for MGP(red) and urea(blue) obtained for the MGP-

Urea-Xylose method. The coefficients a and b represent the y-intercept and the slope 

respectively. 
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Table 4.9 linearity and range for MGP-Urea-Xylose method. 

 Linearity and 

range 

Regression 

Coefficient 

Slope Intercept 

Urea 0.1-1.2mg/ml 0.997 0.972 -0.096 

MGL 0.1-1.2mg/ml 0.999 0.955 -0.057 

 

Table 4.10 L.O.D MGP-Urea-Xylose method. 

L.O.D Visual 

Evaluation 

SD of 

regression line 

Urea 0.05mg/ml 0.095 

MGL 0.05mg/ml 0.047 

 

Table 4. 11 L.O.Q MGP-Urea-Xylose method. 

L.O.Q Visual 

Evaluation 

SD of 

regression line 

Urea 0.05mg/ml 0.287 

MGL 0.05mg/ml 0.142 

 

 

Figure 4.13 Standard calibration curve for propionamide(green) and MGP(red) obtained for the 

MGP-Propionamide-Urea method. The coefficients a and b represent the y-intercept and the 

slope respectively. 
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Table 4.12 linearity and range for MGP-Propionamide-Urea method. 

 Linearity and 

range 

Regression 

Coefficient 

Slope Intercept 

Pram 0.1-1.6mg/ml 0.998 0.254 0.030 

MGL 0.1-1.6mg/ml 0.998 0.719 -0.051 

 

Table 4.13 L.O.D for MGP-Propionamide-Urea method. 

L.O.D Visual 

Evaluation 

SD of 

regression line 

Pram 0.02mg/ml 0.081 

MGL 0.02mg/ml 0.082 

 

Table 4.14 L.O.Q for MGP-Propionamide-Urea method. 

L.O.Q Visual 

Evaluation 

SD of 

regression line 

Pram 0.03mg/ml 0.247 

MGL 0.03mg/ml 0.249 

 

The calibration range for the MGP-Propionamide-Urea method was determined using solutions 

starting from 0.1mg/ml to 1.6mg/ml. The linearity was assessed by plotting calibration curves 

shown in Figure 4.13 and determining the regression coefficients, reported in Table 4.12. The 

L.O.D and the L.O.Q of the method were determined and presented in Table 4.13 and 4.14 

respectively. 
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Figure 4.14 Standard calibration curve for propionamide(green) and urea(blue) obtained for the 

Propionamide-Urea-MGP method. The coefficients a and b represent the y-intercept and the 

slope respectively. 

Table 4.15 linearity and range for Propionamide-Urea-MGP. 

 Linearity and 

range 

Regression 

Coefficient 

Slope Intercept 

Pram 0.1-1.0 mg/ml 0.999 0.316 0.024 

Urea 0.1-1.0 mg/ml 0.998 1.41 0.008 

 

Table 4.16 L.O.D for Propionamide-Urea-MGP. 

L.O.D Visual 

Evaluation 

SD of 

regression line 

Pram 0.02 mg/ml 0.031 

Urea 0.02mg/ml 0.020 

 

Table 4.17 L.O.Q for Propionamide-Urea-MGP. 

L.O.Q Visual 

Evaluation 

SD of 

regression line 

Pram 0.03mg/ml 0.094 

Urea 0.03mg/ml 0.059 
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The calibration range for the Propionamide-Urea-MGP method was determined using solutions 

starting from 0.1mg/ml to 1.0mg/ml. The linearity was assessed by plotting calibration curves 

shown in Figure 4.14 and determining the regression coefficients, reported in Table 4.15. The 

L.O.D and the L.O.Q of the method were determined and presented in Table 4.16 and 4.17 

respectively.  

The results show that the limits of detection greatly depends on the method used to determine the 

value. All the results confirm that the methods developed here can be used for the quantitative 

analysis of sample containing amides, urea, and saccharides. 

4.4.3 Analysis of a real sample 

Several samples of aqueous organic aerosols were collected from a flow tube reactor as 

described in the methodology section. The samples were collected after being subjects to varying 

degrees of OH exposure. The samples where then analyzed following the methods developed 

here. The analytes of interest were successfully detected and quantified. The concentration of the 

analytes detected was observed to decrease with increasing OH exposure. 

4.5 Conclusion 

Analytical methods suitable for the offline simultaneous detection of monosaccharides, urea, and 

amides in aqueous organic aerosols has been developed successful. The use of internal standards 

in the methods preserve the high analytical quality of the methods. The method validations prove 

the methods are capable and accurate. 

Application of the methods to the real samples showed no challenges such as coelution or 

unidentified species. The method is best suited for the analysis of samples from the flow tube 

reactor, however with slight alterations it can be expanded to be used for other analysis. 
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5 Heterogeneous oxidation of multi-component aqueous organic 

aerosols: The effect of transport phenomena and reaction 

compartment on reaction kinetics. 

 

5.1 Introduction 

In a previous study1, we looked at the heterogeneous oxidation of aqueous aerosol particles 

composed of methyl β-D-glucopyranoside (MGP)-only, lactose-only, and any equimolar mixture 

of lactose and MGP by OH radicals. The kinetic results showed that the reactivity (as 

demonstrated by uptake coefficient and reaction rate) of lactose towards OH radicals was 

reduced in the presence of MGP. In the absence of significant quantities of MGP, the reactive 

uptake coefficient of lactose goes as high as 10.6(±4.0).  The lactose-only particles also showed 

that the rate of reaction of the lactose with OH radicals reduced as the reaction proceeded due to 

the formation of glucose (one of the products of lactose oxidation). The decay of lactose starts 

with an initial rate coefficient of 13(±5) x 10-12 cm3 s-1, which then falls to 3.0(±1.0) x 10-13 cm3 

s-1 as oxidation continues. We explain this observation as being caused by the partitioning 

difference between Lactose and the other competing particle bulk reactants glucose and MGP. 

We demonstrate the partitioning difference quantitatively by calculating the ∆𝑝𝐺𝑜 of 

partitioning. We also demonstrate the partitioning difference qualitatively and quantitatively 

using MD simulation. From this study several questions emerged that required us to investigate: 

the influence of one solute type on the chemical and physical processes of another solute in a 

multi-component aqueous aerosol particle, and the influence of partitioning ability on the 

oxidation of a solute in an aqueous organic particle. The MD simulation done for this earlier 

study did not also address intramolecular interactions between the solutes, solutes to solvent, 

solvent to OH radicals, and solutes to OH radicals. The mentioned computational shortfalls were 



165 
 

addressed in a later study presented, in chapter 3 of this thesis, to get a better understanding of 

the effect of surface-bulk partitioning on Heterogenous chemistry. 

The partitioning of molecules at the interface not only affects the chemistry of the solutes in the 

particle but also affect the physical properties of the particle such as size.2–4 Surface active 

molecule greatly reduces the surface tension of the aqueous particles therefore leading to 

formation of smaller particles.5–7 This affects the capability of the particles to participate as 

nucleation sites and most likely impacts on the uptake of the gas-phase reactants.8,9 Numerous 

studies of OH radical reacting with different organic species in bulk solution have been 

conducted. The studies include the reaction of OH radicals with saccharides, amide, and urea. 

Several also exist for the reaction of OH radical with organic molecules in the gas phase. Both 

the gas-phase studies and the bulk solution studies were used as foundation blocks for this 

study.10–13 

In this chapter results of the oxidation of several organic solutes in aqueous aerosols are 

presented. The results are presented with the aim to show: the influence of partitioning on 

heterogeneous oxidation, the effect of particle composition evolution on particle size, the effect 

of particle size on reactivity of a solute, and the influence of coexisting components on the 

oxidation of another component. The results also seek to demonstrate that the oxidation of a 

solute in an aqueous aerosol particle is dependent of its accesses to the interface. Table 5.1 lists 

the solutions made and used to generate the aqueous aerosols for this study. 
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Table 5.1 List of aqueous solutions used to generate aerosols along with available corresponding 

density, viscosity, and surface tension data. 

Solute Concentration 

mol L-1 

Density(ρ) 

(Kg/m3) 

Viscosity 

(mPa.s) 

Surface tension 

(mNm-1) 

MGP 0.0258 - - - 

Glucose 0.0258 0.999 (14) 0.92 (14) 75 (15) 

Urea 0.0258 0.997 (16) 0.89 (17)    72 (18,19) 

Water  0.997 (20) 0.89 (21) 72 (22) 

Propionamide 0.0258 - - - 

Acetamide 0.0258 0.997 (23) 0.89 (24) - 

MGP 

Urea 

0.0129 

0.0129 

- - - 

MGP 

Propionamide 

0.0129 

0.0129 

- - - 

 

5.2 MD simulation 

MD simulations were done to determine the effect of the gas phase oxidant, OH radical, on the 

size of aqueous particles.  The simulations where setup as described in chapter 3. However, the 

content of the water box was kept constant, 13 000 water, 120 MGP, and 120 urea molecules, 

while varying the number of OH radicals from 0 to 360.  
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5.3 Experimental results 

5.3.1 Particle size characterization 

Table 5.2 Mean diameter of aerosol particles made from different solutions. 

Particle  Mean weighted Diameter(nm) 

MGP 255.0 (±2.0) 

Glucose 252.0 (±1.0) 

MGP-Urea 230.6 (±1.4) 

MGP-Pram 237.7 (±1.3) 

Urea 176.5 (±1.3) 

Water   91.9 (±0.8) 

Propionamide   92.7 (±1.6) 

Acetamide 107.6 (±0.9) 

  
 

Table 5.3 Mean number of aerosol particles made from different solutions. 

Particle # /cm3 Particles 0 OH 

exposure 

#/cm3 Particules Max OH 

exposure 

MGP 490000 (±6300) 340000 (±13000) 

Glucose 410000 (±2900) 260000 (±3400) 

MGP-Urea 430000 (±1800) 370000 (±1700) 

MGP-Pram 330000 (±2700) 260000 (±3000) 

Urea 160000 (±2600) 150000 (±2100) 

Water 57000 (±1100) 57000 (±800) 

Propionamide 29000 (±700) 30000 (±800) 

Acetamide 31000 (±900) 32000 (±900) 
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Figure 5.1 Particle size distribution for an aerosol generated from a pure MGP solution before 

exposure to OH radical (black) and after (red). Left) size distribution expressed as diameter 

concentration(mm/cm3) and right) size distribution expressed as number concentration (#/cm3). 

Figure 5.1 displays the particle size distribution of an aerosol generated from an aqueous solution 

of MGP (relative humidity of 100%). The displayed particles range from 14.3nm to 673.2nm in 

diameter due to the cutoff limits of the SMPS method limitations. The graphs indicated that 

when the aerosol is exposed to the maximum amount of OH radical the particle number 

concentration decreases considerably, reaching up to 38%. The diameters over which the 

particles are distributed do not change and the weight given to each diameter remains unchanged 

relative to the other diameters after exposure to OH radical.  
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Figure 5.2 Particle size distribution for an aerosol generated from a pure glucose solution before 

exposure to OH radical (black) and after (red). Left) size distribution expressed as diameter 

concentration(mm/cm3) and right) size distribution expressed as number concentration (#/cm3). 

Figure 5.2 displays the particle size distribution of an aerosol generated from a aqueous solution 

of glucose (Table 5.1). Like MGP solution results (Figure 5.1), graphs indicated that when the 

aerosol is exposed to the maximum amount of OH radical the particle number concentration 

decreases considerably. The diameters over which the particles are distributed do not change and 

the weight given to each diameter remains unchanged relative to the other diameters after 

exposure to OH radical. Figure 5.2 also shows the number of particles generated using the MGP 

solution is greater than that generated using the glucose solution. 

Figure 5.3 displays the particle size distribution of an aerosol generated from an aqueous solution 

of urea (Table 5.1). The graphs indicated that when the aerosol is exposed to the maximum 

amount of OH radical the particle number concentration decreases, however, the decrease is less 

pronounced as compared to that of MGP and glucose. The diameters over which the particles are 

distributed show a slight shift to lower diameters, and weight given to each diameter increases in 

favor of lower diameters. Figure 5.3 also shows the number of particles generated using the urea 

solution is far less than that generated using the MGP or Glucose solutions. This is expected 
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because of the difference in molecule size, mass and density of solution. However, partitioning 

properties of the three molecules would suggest all three having almost similar number and 

diameter concentrations.  

 

Figure 5.3 Particle size distribution for an aerosol generated from a pure urea solution before 

exposure to OH radical (blue) and after (red). Left) size distribution expressed as diameter 

concentration(mm/cm3) and right) size distribution expressed as number concentration (#/cm3). 

Figure 5.4 and 5.5 displays the particle size distribution of an aerosol generated from aqueous 

solutions of propionamide and acetamide respectively (Table 5.1). The graphs indicated that 

when the aerosol is exposed to the maximum amount of OH radical the particle number 

concentration slightly increases. The diameters over which the particles are distributed do not 

change and the weight given to each diameter remains unchanged relative to the other diameters 

after exposure to OH radical. Figure 5.4 and Figure 5.5 also show that the number of particles 

generated using the acetamide or propionamide solutions is far less than that generated using the 

Urea, MGP or Glucose solutions. 

Figure 5.6 displays a comparison of the particle size distributions of aerosols generated from 

aqueous solutions of propionamide(green), acetamide(purple), urea (dark blue) and pure 

water(black) respectively. The graphs indicated that aerosols generated by urea solution have the 
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highest particle number concentration, followed by water, acetamide and propionamide having 

the least. Figure 5.6 also indicated that the urea solution generated aerosols also have a wider 

range of particles and larger Particles. Figure 5.6 shows that solutions with a higher surface 

tension than water generate more and larger particles. 

 

Figur 5.4 Particle size distribution for an aerosol generated from a pure propionamide solution 

before exposure to OH radical (green) and after (red). Left) size distribution expressed as 

diameter concentration(mm/cm3) and right) size distribution expressed as number concentration 

(#/cm3). 
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Figure 5.5 Particle size distribution for an aerosol generated from a pure acetamide solution 

before exposure to OH radical (purple) and after (red). Left) size distribution expressed as 

diameter concentration(mm/cm3) and right) size distribution expressed as number concentration 

(#/cm3). 

 

Figure 5.6 Particle size distribution for aerosols generated from a pure Urea solution (dark 

Blue), water (turquoise), acetamide (purple), and propionamide (green) before exposure to OH 

radical. Left) size distribution expressed as diameter concentration(mm/cm3) and right) size 

distribution expressed as number concentration (#/cm3). 
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Figure 5.7 a) Particle size distribution for an aerosol generated from a pure MGP-Propionamide 

solution before exposure to OH radical (purple) and after (red), size distribution expressed as 

number concentration (#/cm3). b) Percentage change in number concentration (#/cm3) at different 

OH exposures. 

Figure 5.7 displays the particle size distribution of an aerosol generated from an aqueous solution 

containing MGP and Propionamide (Table 5.1). Figure 5.7 a) indicated that when the aerosol is 

exposed to the maximum amount of OH radical the particle number concentration decreases 

considerably. The diameters over which the particles are distributed do not change and the 

weight given to each diameter remains unchanged relative to the other diameters after exposure 

to OH radical. Figure 5.7 a) also shows the number of particles generated using the MGP-

Propionamide solution is less than that generated using the MGP and glucose solution. The most 

abounded particle have a count of 8.2 x 105 (#/cm3), 6.8 x 105 (#/cm3), and 4.1 x 105 (#/cm3), for 

MGP, glucose and MGP-propionamide aerosols respectively. Table 5.3 also displays the 

difference in the total number of particles per cm3. Figure 5.7 b) displays the percentage change 

in particle number concentration per diameter with varying OH exposure of an aerosol generated 

from MGP-propionamide aqueous solution. The graphs indicate that the particle number 

concentration of smaller particles increases when the aerosol is exposed to OH radicals, up to 
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66% particle gain. All the other particles experience a decrease in number concentration, with 

particles ranging from 80nm to 450nm experiencing the greatest decrease in number density up 

to 37% particle loss. A similar behavior is also observed for the aerosols generated from single 

solute solutions that experience significant change in number and diameter concentration, MGP, 

glucose and urea Figure 5.7 b) also indicates that while the highest OH exposure gives the 

greatest percentage change always, there is no clear correlation between the amount of OH 

exposure and percentage change. 

5.3.2 Kinetic results 

The decay rate of reactants in the equimolar aerosol particles due to oxidation with OH radicals 

can be expressed by the following equation: 

[𝑀]𝑡

[𝑀]0
= exp (−k < OH >∙ t)     (5.1) 

where k (cm-3 s-1) is the second-order rate constant for OH oxidation, and [𝑀]𝑡 and [𝑀]0 are the 

concentrations of reactant before and after oxidation with OH radical, and < OH >∙ t is the OH 

exposure. The rate coefficient for heterogenous process is dependent on particle size, this makes 

it inappropriate for use to compare the reactivity of systems with different particle sizes. The best 

term to express and compare the reactivity of aerosol particles is the reactive uptake: 

𝛾𝑒𝑓𝑓 =
2𝑘𝑑𝑝𝜌0𝑁𝐴

3𝑐𝑀
     (5.2) 

 

 

 

 



175 
 

Table 5.4 Reaction and diffusion parameters from bulk solution studies. 

 OH Rate coefficient  

(cm3 s-1) 

Bulk diffusion coefficient 

(cm2 s-1) 

MGP 5.8 x 10-12 (1) 4.5 x 10-6 (25)  

Urea - 1.4 x 10-5 (26) 

Propionamide 1.78 x 10-12 (27) 1.2 x 10-5 (26) 

Acetamide (0.4−1.1) x 10-12 (27)  1.25 x 10-5 (23,28) 

OH - 2.8 x 10-5 (29) 

 

Table 5.5 Rate constant and uptake coefficients for the heterogeneous oxidation of organic 

compounds in aqueous aerosol particles. 

Particle composition Rate coefficient (cm3 s-1) Uptake coefficients 

MGP 

Urea 

1.2(±0.1) x 10-11   8.5(±0.7) 

8.0(±0.6) x 10-12 18.2(±1.4)  

MGP 

Propionamide 

4.7(±0.3) x 10-12   3.3(±0.2) 

1.1(±0.1) x 10-11 21.2(±1.9) 

Urea 1.1(±0.6) x 10-11 17.5(±9.5) 

MGP 1.1(±0.1) x 10-11   8.6(±0.8) 

 

 

Figure 5.8 Relative signal of unreacted urea (blue dots) and methyl β-D-glucopyranoside (red 

triangles) in mixed equimolar aqueous aerosols as a function of OH exposure. The solid lines are 

exponential fits to the experimental data over the whole full range. 
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 Figure 5.8 displays the relative signal of urea (blue dots) and MGP (red triangles) reactants in 

aqueous aerosols as a function of OH exposure. Each displayed data points are an average of 

three independent measurements taken under the same conditions. The solid lines represent 

exponential fits applied to the experimental data. The exponential fit on urea gives back a rate 

coefficient of 8.0(±0.6) x 10-12 cm-3s-1 and 1.2(±0.1) x 10-11 cm-3s-1 for urea and MGP 

respectively. 

 

Figure 5.9 Relative signal of unreacted propionamide (green dots) and methyl β-D-

glucopyranoside (red triangles) in mixed equimolar aqueous aerosols as a function of OH 

exposure. The solid lines are exponential fits to the experimental data over the whole full range. 

Figure 5.9 displays the relative signal of propionamide (green dots) and MGP (red triangles) 

reactants in aqueous aerosols as a function of OH exposure. Each displayed data points are an 

average of three independent measurements taken under the same conditions. The solid lines 

represent exponential fits applied to the experimental data. The exponential fit on propionamide 

gives back a rate coefficient of 1.1(±0.1) x 10-11 cm-3s-1 and 4.7(±0.3) x 10-12 cm-3s-1 for 

propionamide and MGP respectively. 
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The good exponential fits for all the traces in Figure 5.8 and 5.9 are suggestive of all the reaction 

proceeding via pseudo first order. This affirms that the reactions are not governed by the 

diffusion of the reactants.  The uptake coefficients were calculated accordingly and are presented 

in Table 5.5 alongside the rate coefficients. 

5.4 Discussion 

5.4.1 Particle characterization   

Using water as the reference point, the solutions under study shown in Table 5.1 can be divided 

into two distinct groups. Group one made up of solutions that generate a higher number of 

particles over a wider range of diameters than pure water upon atomization. Group two made up 

of solutions that generate a lower number of particles and have a shorter range of diameters. 

Solutions made of molecules with relatively lower partitioning coefficients (Kp), glucose, MGP, 

and urea make up group one. Solutions made up of molecules with relatively higher Kp values, 

acetamide, and propionamide, make up group two. The liquid properties that are important to 

atomization are surface tension, viscosity, and density (Table 5.1). The difference in the number 

concentration and particle size distribution of these solution implies that the addition of the 

above mention solutes to water greatly alter the density, viscosity, and/or surface tension of 

water. Surface tension influences the stability of the fluid by resisting the formation of new 

surfaces, and fluids with higher surface tension tend to have larger particles30. Following this 

logic, results shown in Figures 5.1 to 5.3 show that solutions made from group one molecules 

have a higher surface tension than water, while Figures 5.4 to 5.5 show that solutions from group 

two molecules have a lower surface tension. This gives a bit of confidence that surface active 

molecules and surface inactive molecules maintain their partitioning properties even in 

nanoparticles. However, the observed difference could also be because of how the molecules 
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affect viscosity. Within group one, the noted difference in number concentration and size 

distribution can be attributed to a difference in the density of the solutions. Based on surface 

tension alone glucose and MGP solutions should give very similar results while urea solution 

should give a higher number concentration and larger particles. However, MGP-solution has the 

higher number concentration because of a higher density. 

Figure 5.1 to 5.3 and Figure 5.7 a) all clearly indicate a loss of particles when aerosols MGP, 

glucose or urea are exposed to OH radical. Table 5.3 also indicates a significant change between 

initial total number of particles and total number of particles after exposure to OH. Several 

explanations can be given to rationalize the observation. Change in average size and particle 

number concentration due to water evaporation in response to relative humidity changes can be 

ruled out on the basis that the relative humidity (RH) before exposure to OH and after is the 

same ~100% (wet aerosols were never dried). A simple water diffusion-controlled31 evaporation 

can also be ruled out on the fact that the high RH conditions do not encourage such evaporation, 

and in the event this was happening the effect would be the same before and after exposure to 

OH radicals32. The next possibility would be evaporation of water from the particles that is 

induced by the presence of the gas phase oxidant, OH radical, at/or near the air-water interface. 

The presence of the OH radical does affect interfacial properties as has been show for surface 

tension in chapter 3. However, our MD simulation studies suggest that there is no significant 

change in movement of water molecules(evaporation) from the surface to the gas-phase with 

increase in OH radicals. The increase in the number of OH radicals does not affect the overall 

distribution of water molecule in the simulation. The MD simulation results reduce the merit of 

the OH radical induced water evaporation. In this study solute composition has been shown to 

contribute immensely to aerosol particle size distribution and number concentration (Figure 5.1 
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to 5.7). Therefore, it is a plausible explanation that the change in number particle experienced 

after exposure to OH radicals is due to particle composition change. The composition change 

being due to the oxidation of the initial solute by OH radical to form smaller molecules and 

molecules with higher Kp values. Such a change in composition would reduce particle solution 

density and surface tension which in turn would lead to secondary atomization5–7,30. Secondary 

atomization is the breakdown of larger aerosol particles into much smaller particles or total 

disintegration. Results displayed in Figure 5.7 b) suggest secondary atomization, looking at the 

change per diameter it is apparent that while larger particles (> 80nm) are lost, some smaller 

particles (< 80nm) are gained. The results in Figure 5.4 to 5.5 which show that no significant 

change in number concentration is observed for particle made from solutes with high Kp and low 

density, can be justified by this same explanation. For the acetamide and propionamide aerosols 

no new solutes formed are significantly different from the initial solutes, hence no change in 

number concentration or particle size distribution. The previous explanation assumes a mass 

conservation for the solute and a water mass flux between the gas-phase and particle. However, 

another possibility would be a loss of both water and solute.  The oxidation of solute by OH 

radical could lead to the formation of volatile and semi-volatile components that leave the 

particle on formation and subsequently cause the loss of water molecules from the particle. while 

the last two explanations a plausible, there is need for further investigation into the oxidation 

products and the effect of composition change. 

5.4.2 Kinetics 

Information from bulk aqueous solution studies was used as the foundation for this study, mostly 

to validate major assumptions. Using bulk solution diffusion coefficients (Table 5.4) and mean 

particles diameters (Table 5.3), the time taken by each analyte to fully sample a spherical volume 



180 
 

of diameter equal to the mean diameter of appropriate aerosol was determined. The obtained 

times are several orders of magnitude smaller than the reaction time 18 s. This eliminates 

difference in diffusion of molecules in the aerosol particles as a cause for any observed reactive 

differences. The reactivity of the analytes of interest towards OH radical in bulk solutions are 

similar. This similarity is shown by the reaction rates coefficient which are in close proximity of 

each other (Table 5.4).  

The two rate coefficients obtained for methyl β-D-glucopyranoside are both different from the 

bulk solution value. The rate coefficient from the MGP-Urea (1.2(±0.1) x 10-11) solution was 

higher than the bulk value (5.8 x 10-12), while that value from the MGP-Propionamide 

(4.7(±0.3) x 10-12 cm-3s-1) was lower than the bulk value. The two rate coefficients seem to 

suggest that the reactivity of MGP towards the OH radical increases slightly in aerosols which 

include a highly surface inactive molecule (Urea) and is reduced in the presence of surface-active 

molecules (propionamide). However, the aerosol size distributions for the two solutions are 

different and hence rate coefficients cannot be used to make such a conclusion. Particle size is a 

major contributor to heterogenous reactivity, hence the reactivity of MGP in these two aerosols 

are best compared using uptake coefficients. The uptake coefficient determined for MGP from 

the oxidation of the MGP-Propionamide aqueous aerosol is 3.3(±0.2), while that determine for 

MGP from the oxidation of the MGP-Urea is 8.5(±0.7) (see Table 5.5). The uptake coefficients 

show that the reactivity of MGP towards OH radicals is higher in particles containing urea (a 

surface inactive molecule) as compared to particles containing propionamide (a surface-active 

molecule). The reactive uptake coefficient for MGP(8.6(±0.8)) determined from the oxidation of 

just MGP aqueous aerosol is similar to the one determined from MGP-Urea aqueous aerosol. 

This suggests that the reactivity of MGP was suppressed by the presence of propionamide in the 
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MGP-Propionamide aerosol. Assuming that surface reactions dominate heterogeneous oxidation, 

this observation can be explained by the difference in partitioning ability of Urea, MGP and 

propionamide between the gas and particle bulk liquid phase. The petitioning difference of the 

compounds are quantitatively demonstrated by the Gibbs free energy of partitioning calculate 

from solvent accessible surface area (SASA). Propionamide has a negative ∆𝑝𝐺𝑜, which 

suggests a high concentration at the particle surface, while the ∆𝑝𝐺𝑜 positive values of MGP and 

Urea indicate a higher concentration in the particle bulk than at the surface. Molecular dynamics 

studies presented in chapter 3 of this thesis, demonstrate the partitioning differences of the three 

components and the difference of interaction with the gas phase oxidant. MGP and Urea are 

shown to be highly surface inactive spending over 50% of the simulation time in the particle 

bulk. Propionamide is highly surface active spending over 50% at the particle surface. The MD 

simulation show that OH radical spends an average of 45% of the simulation time at the surface, 

24% in the gas phase, and the remaining 31% in the bulk. The simulation show that the 

molecules with high surface activity have a higher chance to interact with the gas phase oxidant. 

The MD simulations also show that the solvation structure of the molecules in the bulk and at the 

interface are also very different, with bulk solvation including multiple solvation shells that 

increase the energy cost of reactive interactions.33 The OH radical is shown to be able to 

penetrate the seconds and first solvation shell of the solutes at the interface, something that was 

rare in the particle bulk.  The simulations suggest stronger interactions between OH radical and 

the particle reactants when at the surface as compared to the bulk. However, the simulation also 

show that in the event of none reactive coexistence, one solute does not affect the partitioning 

and solvation properties of another solute. The change in the reactivity of MGP in the different 

aerosols also seem to suggest that heterogenous oxidation mainly occurs at the interface. The 
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reactivity of MGP is suppressed by restricted access to the interface caused by the presence of 

the surface active propionamide. The reduced reactivity of the MGP could also be due to the 

increased competition for OH radicals at the interface. The propionamide which is present at the 

interface in larger quantities reacts with the OH radical before it can react with the MGP 

molecules being supplied slowly from the particle bulk. The uptake coefficient determined for 

urea from the oxidation of the MGP-Urea aqueous aerosol is 18.2(±1.4), while that determine for 

urea from the oxidation of the Urea only aqueous aerosol is 17.5(±9.5). The uptake coefficients 

show that the reactivity of urea towards OH radicals is not significantly altered by the presence 

of MGP in the particles. The particle size distribution is significantly different between MGP-

urea aerosols and Urea only aerosol. However, the similarity in the uptake coefficients of Urea 

seem to suggest that the size of the particle did not affect the uptake of the gas-phase reactants. 

5.5 Conclusion 

The heterogeneous oxidation of multi-component aqueous aerosols particles show a difference in 

reactivity for a monosaccharide with changing aerosol composition. Methyl β-D-

glucopyranoside (MGP) displayed a much higher reactive uptake coefficient when in a particle 

consisting of a surface inactive molecule, urea, as compared to when in a particle consisting of a 

surface active molecule, propionamide. The difference in reactivity of the MGP in the different 

aerosols seems to be due to difference in access to the particle surface and competitive reactions 

occurring at the surface. The kinetic data coupled with MD simulation presented in chapter 3 and 

available partitioning data all suggest that solutes sharing the same particle do not alter each 

other’s mobility and overall distribution in the particle. This only applies for molecules that share 

a non-reactive coexistence. The kinetic data presented here reaffirms the effect of partitioning on 

the reactivity of components in aqueous atmospheric aerosols. 
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The physical particle characterization of aerosols demonstrates the change in particle diameter 

with change of the particle chemical composition and change in number concentration when 

exposed to OH radicals. The data allows for the discussion of the causes of change in particle 

size with chemical aging. Using MD simulation the study dismissed the idea of the gas-phase 

oxidate having any contribution to particle size change before reacting with the particle 

components. The diffusion of water molecules from the aerosol particles to the gas phase due to 

low relative humidity is also discredited. The results favor change in particle size due to change 

in chemical composition that results in secondary atomization and change due to leaving 

products. The inclusion of the finding of this study in atmospheric chemistry models will help 

improve the predictive power of these models.  
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6 Conclusion 

The thesis captures research work done to investigate three key areas in the heterogeneous 

oxidation of aqueous organic aerosols: 

• The effect of intramolecular interaction between coexisting solutes, the solvent, and the 

gas-phase reactant, on chemical and physical evolution of aqueous aerosols. 

• The effect of chemical composition change on the reactivity of reactive species in the 

aqueous aerosols. 

• The importance of interfacial interactions and reaction on the heterogenous oxidation of 

aqueous aerosols. 

 

Detailed below in sections 6.1 and 6.2 are the major conclusions of this study 

 

6.1 MD simulation studies 

(1) Bulk properties are reached within the first 2 nm of the surface.  Surface active molecules 

are found to accumulate within the top 2 nm of the droplet while surface inactive molecules 

form a depletion zone at the surface. For a particle containing a mixture of urea and 

acetamide, the properties of the outer phase are solely defined by acetamide, while those 

of the inner phase are mostly defined by urea. The MD simulations also show that the OH 

radicals preferentially accumulate within the 2-nm interfacial region. The dimension of the 

interface is comparable to the diffusion−reaction length (~1–2 nm) of the radical under 

reactive conditions. This overlap is likely to lead to interface-specific reaction mechanisms 

and kinetics. For aqueous aerosol for which diffusion of the reactants to the surface is not 

the rate limiting step, surface active molecules are rapidly consumed while surface inactive 

molecules are shielded from direct reaction with the oxidant.    
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(2) Surface active solutes lose rotational freedom and orient themselves with the hydrophobic 

group pointing toward the water surface. Methyl-substituted glucose is mostly surface 

inactive with low surface concentrations but still displays a preferred surface orientation 

due to the presence of a methyl group. Hydrophobic organic groups will become more 

accessible for reaction, changing the likely reaction mechanism compared to that of the 

bulk.  Such behavior is expected for surfactant with large alkyl chains and is shown to 

happen here for smaller molecules. 

(3) Reduced OH radical and solute solvation at the interface leads to an increased number of 

OH radicals coming into contact with surface active solutes. The number of water 

molecules in the radical and solutes solvation spheres is found to decrease considerably 

within the interface. The extend of this decrease dependents on the molecular structure. 

This is also confirmed by a tighter interaction between the OH radical and the organic 

solute within the interface as observed in the radial pair distribution functions. The effects 

will contribute to a change in reaction rate coefficients withing the interface compared to 

the bulk.   

6.2 The kinetics of OH+aqueous organic particles 

(1) Heterogeneous oxidation of equimolar molar aqueous aerosol particles reveals a much 

higher reactive uptake coefficient for a monosaccharide, MGP, when in coexistence with 

are surface inactive molecule, urea, as compared to when in coexistence with 

propionamide. Such a behavior is not expected for molecules in aqueous solutions where 

the diffusion of the reactants has been shown not to be the rate limiting process. The 

difference in reactivity seems to be due to difference in partitioning properties and 
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competitive reactions at the surface of the particle. The finding also shows the importance 

of surface reactions over bulk reactions in the oxidation of atmospheric aerosol particles. 

(2) The reactive uptake coefficient of urea does not change with a change in the size of the 

aerosol particles being subjected to OH radical. 
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7 APPENDIX A  

 

 

 

Figure A1 Radial pair distribution functions for water O-water O for different simulation setups. 

 

 

Figure A2 Scattering plot of 40 OH radicals (red dots) within the last 50 ns of the simulation. 

The interfacial region is indicated by the purple area, and the turquoise blue area represents the 

water box. 
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Figure A3. Density profiles of MGP (blue open diamonds) and glucose (black open circles), (b) 

acetamide (purple starts) and propionamide (open green triangles), and (c) acetamide (purple) 

 

 

 

Figure A4. Labeling of the carbon atom in methyl b-D-glucopyranoside (MGP) 
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Figure A5. Atom density profiles for (a) urea and (b) glucose across the water-bulk (turquoise 

blue), air-water interface (purple) interface).  
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Figure A6. Radial pair distribution functions of the OH radical H atom with the nitrogen and 

carbon atoms of (a and d) urea, (b and e) acetamide, and (c and f) propionamide in the bulk (a, b, 

c) and at the air-water interface (d, e, f). The profiles are normalized by the area under the curve. 
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