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SOLVABILITY ISSUES FOR SOME
NONCOERCIVE AND NONMONOTONE PARABOLIC

EQUATIONS ARISING IN
THE IMAGE DENOISING PROBLEMS

Peter Kogut∗, Yaroslav Kohut†, Nataliia Parfinovych‡

Abstract. This paper is devoted to the solvability of an initial-boundary value problem
for second-order parabolic equations in divergence form with variable order of nonlinearity.
The characteristic feature of the considered class of Cauchy-Neumann parabolic problem
is the fact that the variable exponent p(t, x) and the anisotropic diffusion tensor D(t, x)

are not well predefined a priori, but instead these characteristic depend on a solution of
this problem, i.e., p = p(t, x, u) and D = D(t, x, u). Recently, it has been shown that the
similar models appear in a natural way as the optimality conditions for some variational
problems related to the image restoration technique. However, from practical point of
view, in this case some principle difficulties can appear because of the absence of the
corresponding rigorous mathematically substantiation. Thus, in this paper, we study the
solvability issues of the Cauchy-Neumann parabolic boundary value problem for which
the corresponding principle operator is strongly non-linear, non-monotone, has a variable
order of nonlinearity, and satisfies a nonstandard coercivity and boundedness conditions
that do not fall within the scope of the classical method of monotone operators. To
construct a weak solution, we apply the technique of passing to the limit in a special
approximation scheme and the Schauder fixed-point theorem.

Key words: Weak solution, parabolic equation, variable order of nonlinearity, noncoer-
cive problem, compensated compactness technique..
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1. Introduction

This paper is devoted to the proof of existence of weak solutions u(t, x)
to the following Neumann-Cauchy initial-boundary value problem (IBVP) for
anisotropic parabolic equation of p(t, x, u)-Laplacian type with variable exponent
of nonlinearity

∂u

∂t
− div

�
|D(t, x, u)∇u|pu(t,x)−2D(t, x, u)∇u

�
+ u = f

in QT := (0, T )× Ω,
(1.1)

∂νu = 0 on (0, T )× ∂Ω, (1.2)
u(0, ·) = f0(·) in Ω. (1.3)
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Here, Ω ⊂ RN is a bounded simple-connected open set with a sufficiently smooth
boundary ∂Ω, T > 0 is a positive value, f ∈ L2(0, T ;L2(Ω)) and f0 ∈ L2(Ω)
are given distributions, D = D(t, x, u) is the anisotropic diffusion tensor, and the
exponent pu : QT → R is defined by the rule

pu(t, x) := 1 + g

�
1

h

ˆ t

t−h
|(∇Gσ ∗ �u(τ, ·)) (x)|2 dτ

�
, ∀ (t, x) ∈ QT , (1.4)

where

g(s) =
a

a+ s
, (1.5)

Gσ(x) =
1

�√
2πσ

�N exp

�
− |x|2
2σ2

�
, σ > 0, (1.6)

(Gσ ∗ �u(t, ·)) (x) =
ˆ

RN

Gσ(x− y)�u(t, y) dy, (1.7)

�u denotes zero extension of u from QT to R×RN , and h > 0 and a > 0 are given
small positive values.

The main characteristic feature of the proposed IBVP is the fact that the
matrix of anisotropy D and the exponent p depend not only on (t, x) but also
on u(t, x). It is well-known that the variable character of exponent p causes a
gap between the monotonicity and coercivity conditions. Because of this gap,
equations of the type (1.1) can be termed equations with nonstandard growth
conditions, and it can be viewed as a generalization of the evolutional version of
p(t, x)-Laplacian equation

∂u

∂t
= div

�
|∇u|p(t,x)−2∇u

�
(1.8)

with an exponent that depends only on t and x. During the last decades equa-
tion (1.8) was intensively studied by many authors. There is extensive literature
devoted to equation (1.8). We limit ourselves by referring here to the follow-
ing ones [6, 7, 13, 37, 39, 43] which provide an excellent insight to the theory of
evolutional p(t, x)-Laplacian equations.

PDEs with variable nonlinearity are rather interesting from the purely math-
ematical point of view. On the other hand, their study is motivated by various
applications where the problem (1.1)–(1.3), or some special cases of it, appear in
the most natural way [1,2,12,15]. It was recently shown that the model (1.1)–(1.3)
naturally appears as the Euler-Lagrange equation in the problem of restoration
of cloud contaminated satellite optical images [18,26]. Moreover, the above men-
tioned problem can be considered as a model for the deblurring and denoising
of multi-spectral images. In particular, this model has been proposed in [19, 30]
in order to avoid the blurring of edges and other localization problems presented
by linear diffusion models in images processing. We also refer to [28], where the
authors study some optimal control problems associated with a special case of
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the model (1.1)–(1.3) and show the given class of optimal control problems is well
posed.

It is also worth to notice that the model (1.1)–(1.3) can be considered as a
natural generalization of the well-know Perona-Malik model [38]. In spite of the
fact that Perona-Malik model reduces the diffusivity of color in places having
higher likelihood of being edges, its major defect is that this model is ill-posed
and there are no results of existence and its consistency (see [28]). To overcome
this problem it has been proposed to modify this model by applying a Gaussian
filter on the gradient (we can refer to the pioneering works [5, 14]).

However, to the best of our knowledge, the above reported results on the
solvability of parabolic equations of the type (1.1) mainly concern the equations
with variable exponent and matrix of anisotropy depending on (t, x) only, whereas
less attention has been paid to IBVP of the form (1.1) with D = D(t, x, u) and
the exponent pu(t, x) given by the rule (1.4). Besides, in contrast to the majority
of the existing results, we do not predefine the variable exponent p a priori, but
instead we associate this characteristic with a particular solution of IBVP (1.1)–
(1.3). Thus, the rate of nonlinearity p and the tensor D can be affected by
the values of the unknown solution u. It is worth to emphasize that we do not
assume here that the dependency of p and D on u is local whereas it is the crucial
assumption in the most of existing publications (see for instance [6,8]). In fact, we
show that each weak solution to this problem lives in the corresponding ’personal’
functional space, and, in view of our assumptions on the structure of D(t, x, u)
and pu(t, x), the problem (1.1)–(1.3) can admit the weak solutions that may not
possess the usual properties of solutions to parabolic equations. In particular, it
would be rather questionable assertion that a weak solution to the above is unique
and it satisfies the standard energy equality.

The remainder of the paper is organized as follows: In Section 2 we give some
preliminaries and introduce the main assumptions on the structure of anisotropic
diffusion tensor D(t, x, u) and variable exponent pu(t, x). We also give here the
main auxiliary results concerning the Orlicz spaces and Sobolev-Orlicz spaces with
variable exponent. In Section 3 we focus on the solvability issues for IBVP (1.1)–
(1.3). With that in mind we follows the indirect approach using the technique of
passing to the limit in some special approximation scheme.

2. Main Assumptions and Preliminaries

Let Ω ⊂ RN be a bounded connected open set with a sufficiently smooth
boundary ∂Ω, and let T > 0 be a given value. We suppose that the unit outward
normal ν = ν(x) is well-defined for HN−1-a.e. x ∈ ∂Ω, where a.e. means here
with respect to the N − 1-dimensional Hausdorff measure HN−1. We set QT =
(0, T )×Ω. For any measurable subset D ⊂ Ω we denote by |D| its N -dimensional
Lebesgue measure LN (D). We denote its closure by D and its boundary by ∂D.
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Let χD be the characteristic function of D, i.e.,

χD(x) :=

�
1, for x ∈ D,
0, otherwise.

For vectors ξ ∈ RN and η ∈ RN , (ξ, η) = ξtη denotes the standard vector
inner product in RN , where t stands for the transpose operator. The norm |ξ| is
the Euclidean norm given by |ξ| =

�
(ξ, ξ). We also make use of the following

notation diamΩ = supx,y∈Ω |x− y|.

2.1. Functional Spaces

Let X denote a real Banach space with norm � · �X , and let X � be its dual.
Let �·, ·�X�;X be the duality form on X � ×X. By � and ∗

� we denote the weak
and weak∗ convergence in normed spaces X and X �, respectively.

For given 1 � p � +∞, the space Lp(Ω;RN ) is defined by

Lp(Ω;RN ) =
�
f : Ω → RN : �f�Lp(Ω;RN ) < +∞

�
,

where �f�Lp(Ω;RN ) =
�´

Ω|f(x)|p dx
�1/p for 1 � p < +∞. The inner product of

two functions f and g in Lp(Ω;RN ) with p ∈ [1,∞) is given by

(f, g)Lp(Ω;RN ) =

ˆ

Ω
(f(x), g(x)) dx =

ˆ

Ω

N�

k=1

fk(x)gk(x) dx.

We denote by C∞
c (RN ) the locally convex space of all infinitely differentiable

functions with compact support in RN . We recall here some functional spaces
that will be used throughout this paper. We define the Banach space H1(Ω) as
the closure of C∞

c (RN ) with respect to the norm

�y�H1(Ω) =

�
ˆ

Ω

�
y2 + |∇y|2

�
dx

�1/2

.

We denote by
�
H1(Ω)

�� the dual space of H1(Ω).
Given a real Banach space X, we will denote by C([0, T ];X) the space of all

continuous functions from [0, T ] into X. We recall that a function u : [0, T ] → X is
said to be Lebesgue measurable if there exists a sequence {uk}k∈N of step functions
(i.e., uk =

�nk
j=1 a

k
jχAk

j
for a finite number nk of Borel subsets Ak

j ⊂ [0, T ] and

with akj ∈ X) converging to u almost everywhere with respect to the Lebesgue
measure in [0, T ].

Then for 1 � p < ∞, Lp(0, T ;X) is the space of all measurable functions
u : [0, T ] → X such that

�u�Lp(0,T ;X) =

�
ˆ T

0
�u(t)�pX dt

� 1
p

< ∞,
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while L∞(0, T ;X) is the space of measurable functions such that

�u�L∞(0,T ;X) = sup
t∈[0,T ]

�u(t)�X < ∞.

The presentation of this topic can be found in [21].
Let us recall that, for 1 � p � ∞, Lp(0, T ;X) is a Banach space. Moreover,

if X is separable and 1 � p < ∞, then the dual space of Lp(0, T ;X) can be
identified with Lp�(0, T ;X �).

For our purpose X will mainly be either the Lebesgue space Lp(Ω) or Lp(Ω;RN )
or the Sobolev space W 1,p(Ω) with 1 � p < ∞. Since, in this case, X is separable,
we have that Lp(0, T ;Lp(Ω)) = Lp(QT ) is the ordinary Lebesgue space defined
in QT = (0, T ) × Ω. As for the space Lp(0, T ;W 1,α(Ω)) with 1 � α, p < +∞,
it consists of all functions u : [0, T ] × Ω → R such that u and |∇u| belongs to
Lp(0, T ;Lα(Ω)). Moreover,

�
ˆ T

0

��
ˆ

Ω
|u|α dx

� p
α

+

�
ˆ

Ω
|∇u|α dx

� p
α

�
dt

� 1
p

defines the norm in Lp(0, T ;W 1,α(Ω)).
Now we state the well-known Gagliardo-Nirenberg embedding theorem (see

[36, Lecture II]) that will plays an important role in our further analysis (for
more details and other types of embedding, we refer to [9–11]).

Theorem 2.1 (Gagliardo-Nirenberg). Let v be a function in W 1,q(Ω) ∩ Lρ(Ω)
with q � 1, ρ � 1. Then there exists a positive constant C, depending on N , q,
and ρ, such that

�v�Lγ(Ω) � C�∇v�θLq(Ω;RN )�v�1−θ
Lρ(Ω),

for every θ and γ satisfying

0 � θ � 1, 1 � γ � +∞,
1

γ
= θ

�
1

q
− 1

N

�
+

1− θ

ρ
. (2.1)

As a consequence of this assertion, we have the following embedding result.

Corollary 2.1. Let v ∈ Lα(0, T ;W 1,α(Ω)) ∩ L∞(0, T ;L2(Ω)) with α = 1 + δ
where 0 < δ << 1. Then v ∈ Lγ(QT ) with γ = αN+2

N and

�v�Lγ(QT ) � C�v�
2

(N+2)

L∞(0,T ;L2(Ω))
�∇v�

N
N+2

Lα(0,T ;Lα(Ω)). (2.2)

Proof. Setting q = α, p = 2, and θ = N
N+2 , we deduce from (2.14) that

γ =
(N + 2)α

N
, γθ = α, γ(1− θ) =

2α

N
.
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Hence, utilizing the Gagliardo-Nirenberg inequality, we can write

�v(t)�γLγ(Ω) =

ˆ

Ω
|v(t)|γ dx � C�∇v(t)�θγ

Lα(Ω;RN )
�v(t)�(1−θ)γ

L2(Ω)
,

and, therefore,

ˆ T

0

ˆ

Ω
|v(t)|γ dxdt � C

ˆ T

0
�∇v(t)�αLα(Ω;RN )�v(t)�

2α
N

L2(Ω)
dt

� C�v�
2α
N

L∞(0,T ;L2(Ω))

ˆ T

0
�∇v(t)�αLα(Ω;RN ) dt. (2.3)

As a result, the announced inequality (2.2) easily follows from (2.3).

2.2. Variable Exponent

Let u ∈ C([0, T ];L2(Ω)) be a given function. Let uσ(t, x) be its convolution
with N -dimensional Gaussian of width (standard deviation) σ > 0 (see (1.7)).
We associate with a function u : QT �→ R the exponent pu : QT → R defined by
the rule (1.4).

Since Gσ ∈ C∞(RN ), it follows from (1.4) and absolute continuity of the
Lebesgue integral that 1 < pu(t, x) � 2 in QT and pu ∈ C1([0, T ];C∞(RN ))
even if u is just an absolutely integrable function in QT . Moreover, for each t ∈
[0, T ], pu(t, x) ≈ 1 in those places of Ω where some discontinuities are present in
u(t, ·), and pu(t, x) ≈ 2 in places where u(t, x) is smooth or contains homogeneous
features. In view of this, pu(t, x) can be interpreted as a characteristic of the sparse
texture of the function u.

The following result plays a crucial role in the sequel (for comparison, we refer
to [17, Lemma 2.1], [18]).

Lemma 2.1. Let {uk}k∈N ⊂ C([0, T ];L2(Ω)) be a sequence of measurable func-
tions such that each element of this sequence is extended by zero outside of QT

and

sup
k∈N

�uk�C([0,T ];L2(Ω)) < +∞,

uk → u weakly in L2(0, T ;L2(Ω)) for some u ∈ C([0, T ];L2(Ω)).
(2.4)

Let �
puk

= 1 + g

�
1

h

ˆ t

t−h
|(∇Gσ ∗ �uk(τ, ·))|2 dτ

��

k∈N

be the corresponding sequence of variable exponents. Then there exists a constant
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C > 0 depending on Ω, G, and supk∈N �uk�C([0,T ];L2(Ω)) such that

α := 1 + δ � puk
(t, x) � β := 2, ∀ (t, x) ∈ QT , ∀ k ∈ N, (2.5)

{puk
(·)} ⊂ S =




q ∈ C0,1(QT )

�������

|q(t, x)− q(s, y)| � C (|x− y|+ |t− s|) ,
∀ (t, x), (s, y) ∈ QT ,

1 < α � q(·, ·) � β in QT .





(2.6)

puk
→ pu = 1 + g

�
1

h

ˆ t

t−h
|(∇Gσ ∗ �u(τ, ·)) (·)|2 dτ

�

uniformly in QT as k → ∞,
(2.7)

where

δ = ah

�
ah+ �Gσ�2C1(Ω−Ω)

|Ω| sup
k∈N

�uk�2L2(0,T ;L2(Ω))

�−1

, (2.8)

�Gσ�C1(Ω−Ω) = max
z=x−y

x∈Ω,y∈Ω

�
|Gσ(z)|+ |∇Gσ(z)|

�

=
e−1

�√
2πσ

�N
�
1 +

1

σ2
diamΩ

�
. (2.9)

Proof. In view of the initial assumptions, the sequence {uk}k∈N is uniformly
bounded in L2(0, T ;L2(Ω)). Hence, by smoothness of the Gaussian filter ker-
nel Gσ, it follows that

1

h

ˆ t

t−h

��� (∇Gσ ∗ �uk(τ, ·))(x)
���
2
dτ � 1

h

ˆ t

t−h

�
ˆ

Ω
|∇Gσ(x− y)| |�uk(τ, y)| dy

�2

dτ

� �Gσ�2C1(Ω−Ω)

|Ω|
h

�uk�2L2(0,T ;L2(Ω)),

2 � puk
(x) = 1 +

ah

ah+

ˆ t

t−h
|(∇Gσ ∗ �uk(τ, ·)) (x)|2 dτ

� 1 +
ah

ah+ |Ω|�Gσ�2C1(Ω−Ω)
�uk�2L2(0,T ;L2(Ω))

,

∀ (t, x) ∈ QT ,

where �Gσ�C1(Ω−Ω) is defined in (2.9). Then L2-boundedness of {uk}k∈N guaran-
tees the existence of a positive value δ ∈ (0, 1) (see (2.8)) such that estimate (2.5)
holds true for all k ∈ N.
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Moreover, as follows from the relations
��puk

(t, x)− puk
(t, y)

��

� ah

���������

ˆ t

t−h

�
|(∇Gσ ∗ �uk(τ, ·)) (x)|2 − |(∇Gσ ∗ �uk(τ, ·)) (y)|2

�
dτ

�
ah+

ˆ t

t−h

|(∇Gσ ∗ �uk(τ, ·)) (x)|2 dτ

��
ah+

ˆ t

t−h

|(∇Gσ ∗ �uk(τ, ·)) (y)|2 dτ

�

���������

� 1

ah

�
ˆ T

0

(|(∇Gσ ∗ �uk(τ, ·)) (x)|+ |(∇Gσ ∗ �uk(τ, ·)) (y)|)2 dτ

�1/2

×
�
ˆ T

0

|(∇Gσ ∗ �uk(τ, ·)) (x)− (∇Gσ ∗ �uk(τ, ·)) (y)|2 dτ

�1/2

�
2�Gσ�C1(Ω−Ω)

�
|Ω|�uk�L2(0,T ;L2(Ω))

ah

×
�
ˆ

Ω

|∇Gσ(x− z)−∇Gσ(y − z)|2 dz

ˆ T

0

ˆ

Ω

u2(τ, z) dz dτ

�1/2

=
2�Gσ�C1(Ω−Ω)

√
|Ω|γ1

ah

�
ˆ

Ω

|∇Gσ(x− z)−∇Gσ(y − z)|2 dz

�1/2

,

∀x, y ∈ Ω
(2.10)

with γ1 = sup
k∈N

�uk�2L2(0,T ;L2(Ω)), and smoothness of the function ∇Gσ(·), there

exists a positive constant CG > 0 independent of k such that, for each t ∈ [0, T ],
we have the following estimate

|puk
(t, x)− puk

(t, y)| �
2�Gσ�C1(Ω−Ω)γ1

�
|Ω|CG

ah
|x− y|, ∀x, y ∈ Ω.

Arguing in a similar manner, we see that
��puk

(t, y)− puk
(s, y)

��

� 1

ah

����
ˆ t

t−h
|(∇Gσ ∗ �uk(τ, ·)) (y)|2 dτ −

ˆ s

s−h
|(∇Gσ ∗ �uk(τ, ·)) (y)|2 dτ

����

=
1

ah

����
ˆ t

s
|(∇Gσ ∗ �uk(τ, ·)) (y)|2 dτ −

ˆ t−h

s−h
|(∇Gσ ∗ �uk(τ, ·)) (y)|2 dτ

����

�
�Gσ�2C1(Ω−Ω)

ah

������

ˆ t

s

�
ˆ

Ω
uk(τ, z) dz

�2

dτ

�����+
�����

ˆ t−h

s−h

�
ˆ

Ω
�uk(τ, z) dz

�2

dτ

�����

�

�
2�Gσ�2C1(Ω−Ω)

|Ω|γ2
ah

|t− s|, ∀ t, s ∈ [0, T ], (2.11)

where γ2 = supk∈N �uk�2C([0,T ];L2(Ω)).
As a result, utilizing the estimates (2.10)–(2.11), and setting

C :=
2�Gσ�C1(Ω−Ω)γ1

�
|Ω|CG

ah
+

2�Gσ�2C1(Ω−Ω)
|Ω|γ2

ah
, (2.12)
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we see that

|puk
(t, x)− puk

(s, y)| � |puk
(t, x)− puk

(t, y)|+ |puk
(t, y)− puk

(s, y)|
� C [|x− y|+ |t− s|] ,

∀ (t, x), (s, y) ∈ QT := [0, T ]× Ω.
(2.13)

Thus, {puk
} ⊂ S. Since max(t,x)∈QT

|puk
(t, x)| � β and each element of the se-

quence {puk
}k∈N has the same modulus of continuity, it follows that this sequence

is uniformly bounded and equi-continuous. Hence, by Arzelà–Ascoli Theorem the
sequence {puk

}k∈N is relatively compact with respect to the strong topology of
C(QT ). Taking into account the estimate (2.13) and the fact that the set S is
closed with respect to the uniform convergence and

1

h

ˆ t

t−h
|(∇Gσ ∗ �uk(τ, ·)) (x)|2 dτ → 1

h

ˆ t

t−h
|(∇Gσ ∗ �u(τ, ·)) (x)|2 dτ

as k → ∞, ∀ (t, x) ∈ QT

by definition of the weak convergence in L2(0, T ;L2(Ω)), we deduce: puk
→ pu

uniformly in QT as k → ∞, where

pu(t, x) = 1 + g

�
1

h

ˆ t

t−h
|(∇Gσ ∗ �u(τ, ·)) (·)|2 dτ

�

in QT . The proof is complete.

2.3. Anisotropic Diffusion Tensor

Let SN be the set of all real-valued symmetric matrices A = [aij ]
N
i,j=1, (aij =

aji ∈ R). We suppose that SN is endowed with the Euclidian scalar product
A · B = tr(AB) :=

�N
i,j=1 aijbij and with the corresponding Euclidian norm

�A�SN = (A · A)1/2 =
�
tr(A2). We also make use of the spectral norm �A�2 :=

sup
�
|Aξ| : ξ ∈ RN with |ξ| = 1

�
of matrices A ∈ SN , which is different from

the Euclidean norm �A�SN . However, the relation �A�2 � �A�SN �
√
N�A�2

holds true for all A ∈ SN .
Let u ∈ C([0, T ];L1(Ω)) be a given function and we assume that this function

is zero-extended outside of QT . Being mainly motivated by practical implementa-
tions in image processing [24, 33], we define the so-called structure tensor Jρ(uσ)
associated with the function u : QT �→ R as follows

Jρ(uσ) := Gρ ∗ (∇uσ ⊗∇uσ) = Gρ ∗
�
∇uσ (∇uσ)

t� , (2.14)

where Gρ is the Gaussian convolution kernel, and

∇uσ = ∇uσ(t, x) := (∇Gσ ∗ �u(t, ·)) (x).
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It is not very hard to verify that the symmetric matrix Jρ(uσ) =



j11 . . . j1N
. . . . . . . . .
j1N . . . jNN




is positively semi-definite and uniformly bounded in Ω. Indeed, for any ξ ∈ RN ,
we have

ξtJρ(uσ)ξ � N

ˆ

Ω
Gρ(x− y)|∇uσ(t, ·)|2|ξ|2 dx

� 2e−1

�√
2πρ

�N |Ω|�u(t, ·)�2L1(Ω)�Gσ�2C1(Ω−Ω)
|ξ|2,

� 2e−1

�√
2πρ

�N |Ω|�u�2C([0,T ];L1(Ω))�Gσ�2C1(Ω−Ω)
|ξ|2, ∀ (t, x) ∈ QT ,

(2.15)

ξtJρ(uσ)ξ =

ˆ

Ω
Gρ(x− y) (∇uσ(t, y), ξ)

2
RN dy � 0, ∀ (t, x) ∈ QT . (2.16)

Taking this fact into account, we introduce the so-called relaxed version of the
anisotropic diffusion tensor D(t, x, u) and define it as follows (for comparison we
refer to [1, 2])

D(t, x, u) := εI + Jρ(uσ), (2.17)

where ε > 0 is a small parameter, and I ∈ (RN ,RN ) is the unit matrix.
It is easy to infer from (2.15)–(2.16) and (2.17) that, for any u ∈ C([0, T ];L1(Ω)),

the following two-side estimate

d21|ξ|2 � ξt [D(t, x, u)]2 ξ � d22|ξ|2, ∀ ξ ∈ RN , ∀ (t, x) ∈ QT . (2.18)

holds true with

d1 = ε,

d2 = ε+
2e−1

�√
2πρ

�N |Ω|�u�2C([0,T ];L1(Ω))�Gσ�2C1(Ω−Ω)
.

For the further convenience, we suppose that d2 � 1.
Then arguing as in the proof of Lemma 2.1, we can establish the following

result.

Lemma 2.2. Let {uk}k∈N ⊂ C([0, T ];L2(Ω)) and u ∈ C([0, T ];L2(Ω)) be mea-
surable and extended by zero outside of QT functions with properties (2.4). Let
{D(t, x, uk)}k∈N be the corresponding sequence of anisotropic diffusion tensors.
Then

d21|ξ|2 � ξt [D(t, x, uk)]
2 ξ � d22|ξ|2, ∀ ξ ∈ RN , ∀ (t, x) ∈ QT , ∀ k ∈ N, (2.19)

D(t, x, uk) → D(t, x, u) uniformly in QT as k → ∞, (2.20)
{D(·, ·, uk)} ⊂ D, (2.21)
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where

d1 = ε, , d2 = ε+
2e−1

�√
2πρ

�N |Ω| sup
k∈N

�uk�2C([0,T ];L1(Ω))�Gσ�2C1(Ω−Ω)
,

D =



Λ ∈ C0,1(QT ;RN×N )

������

�Λ(t, x)− Λ(s, y)�2 � C (|x− y|+ |t− s|) ,
∀ (t, x), (s, y) ∈ QT .





2.4. On Orlicz Spaces

Let w ∈ C([0, T ];L2(Ω)) be a given function. Let pw : QT → R be the
corresponding variable exponent which is defined by the rule (1.4). Then

1 < α � pw(t, x) � β < ∞ a.e. in QT

(see Lemma 2.1), where the constants α and β are given by (2.5). Let p�w(t, x) =
pw(t,x)

pw(t,x)−1 be the corresponding conjugate exponent. It is clear that

2 =
β

β − 1� �� �
β�

� p�w(t, x) �
α

α− 1� �� �
α�

=
α

δ
a.e. in QT , (2.22)

where β� and α� stand for the conjugates of constant exponents. Denote by
Lpw(·)(QT ) the set of all measurable functions f : QT → R such that

ˆ

QT

|f(t, x)|pw(t,x) dxdt < ∞.

Then Lpw(·)(QT ) is a reflexive separable Banach space with respect to the Lux-
emburg norm (see [20, 22] for the details)

�f�Lpw(·)(QT ) = inf

�
λ > 0 :

ˆ

QT

|λ−1f(t, x)|pw(t,x) dxdt � 1

�
. (2.23)

Its dual is Lp�w(·)(QT ), that is, any continuous functional F = F (f) on Lpw(·)(QT )
has the form (see [43, Lemma 13.2])

F (f) =

ˆ

QT

fg dxdt, with g ∈ Lp�w(·)(QT ).

Notice that

�f�α
Lpw(·)(QT )

− 1 �
ˆ

QT

|f(t, x)|pw(t,x) dxdt � �f�β
Lpw(·)(QT )

+ 1,

∀ f ∈ Lpw(·)(QT ),
(2.24)

�fk − f�Lpw(·)(QT ) → 0 ⇐⇒
ˆ

QT

|fk(t, x)− f(t, x)|pw(t,x) dxdt → 0

as k → ∞,
(2.25)
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and the estimates: if f ∈ Lpw(·)(QT ) then

�f�Lα(QT ) � (1 + T |Ω|)1/α �f�Lpw(·)(QT ), (2.26)

�f�Lpw(·)(QT ) � (1 + T |Ω|)1/β� �f�Lβ(QT ), β� =
β

β − 1
, ∀ f ∈ Lβ(QT ), (2.27)

are well-known (see, for instance, [20, 22,42]).
The following result can be viewed as an analogous of the Hölder inequality

in Lebesgue spaces with variable exponents (for the details we refer to [20, 22]).

Proposition 2.1. If f ∈ Lpw(·)(QT ;RN ) and g ∈ Lp�w(·)(QT ;RN ), then (f, g) ∈
L1(QT ) and

ˆ

QT

(f, g) dxdt � 2�f�Lpw(·)(QT ;RN )�g�Lp�w(·)(QT ;RN )
. (2.28)

Let {pk}k∈N ⊂ C0,�δ(QT ), with some �δ ∈ (0, 1], be a given sequence of expo-
nents. Hereinafter in this subsection we assume that

p, pk ∈ C0,�δ(QT ) for k = 1, 2, . . . , and
pk(·) → p(·) uniformly in QT as k → ∞.

(2.29)

We associate with this sequence the another one
�
fk ∈ Lpk(·)(QT )

�
k∈N. The char-

acteristic feature of this set of functions is that each element fk lives in the cor-
responding Orlicz space Lpk(·)(QT ). So, we have a sequence in the scale of spaces�
Lpk(·)(QT )

�
k∈N. We say that the sequence

�
fk ∈ Lpk(·)(QT )

�
k∈N is bounded if

lim sup
k→∞

ˆ

QT

|fk(t, x)|pk(t,x) dxdt < +∞. (2.30)

Definition 2.1. A bounded sequence
�
fk ∈ Lpk(·)(QT )

�
k∈N is weakly convergent

in the variable Orlicz space Lpk(·)(QT ) to a function f ∈ Lp(·)(QT ), where p ∈
C0,δ(QT ) is the limit of {pk}k∈N ⊂ C0,�δ(QT ) in the uniform topology of C(QT ),
if

lim
k→∞

ˆ

QT

fkϕ dxdt =

ˆ

QT

fϕ dxdt, ∀ϕ ∈ C∞
c (R× RN ). (2.31)

We make use of the following result concerning the lower semicontinuity prop-
erty of the variable Lpk(·)-norm with respect to the weak convergence in Lpk(·)(QT )
(we refer to [43, Lemma 13.3] for comparison).

Proposition 2.2. If a bounded sequence
�
fk ∈ Lpk(·)(QT )

�
k∈N converges weakly

in Lα(QT ) to f for some α > 1, then f ∈ Lp(·)(QT ), fk � f in variable Lpk(·)(QT ),
and

lim inf
k→∞

ˆ

QT

|fk(t, x)|pk(t,x) dxdt �
ˆ

QT

|f(t, x)|p(t,x) dxdt. (2.32)
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Proof. In view of the fact that

����
ˆ

QT

|fk(t, x)|pk(t,x) dxdt−
ˆ

QT

p(t, x)

pk(t, x)
|fk(t, x)|pk(t,x) dxdt

����

� �pk − p�C(QT )

ˆ

QT

1

pk(t, x)
|fk(t, x)|pk(t,x) dxdt

�
�pk − p�C(QT )

α

ˆ

QT

|fk(t, x)|pk(t,x) dx
by (2.30)→ 0 as k → ∞,

we see that

lim inf
k→∞

ˆ

QT

|fk(t, x)|pk(t,x) dxdt = lim inf
k→∞

ˆ

QT

p(t, x)

pk(t, x)
|fk(t, x)|pk(t,x) dxdt. (2.33)

Using the Young inequality ab � |a|p/p+ |b|p�/p�, we have

ˆ

QT

p(t, x)

pk(t, x)
|fk(t, x)|pk(t,x) dxdt

�
ˆ

QT

p(t, x)fk(t, x)ϕ(t, x) dxdt−
ˆ

QT

p(t, x)

p�k(t, x)
|ϕ(t, x)|p�k(t,x) dxdt, (2.34)

for p�k(t, x) = pk(t, x)/(pk(t, x)− 1) and any ϕ ∈ C∞
c (R× R2).

Then passing to the limit in (2.34) as k → ∞ and utilizing property (2.29)
and the fact that

limk→∞

ˆ

QT

fk(t, x)ϕ(t, x) dxdt =

ˆ

QT

f(t, x)ϕ(t, x) dxdt

for all ϕ ∈ Lα�(QT ),
(2.35)

we obtain

lim inf
k→∞

ˆ

QT

|fk(t, x)|pk(t,x) dxdt

�
ˆ

QT

p(t, x)f(t, x)ϕ(t, x) dxdt−
ˆ

QT

p(t, x)

p�(t, x)
|ϕ(t, x)|p�(t,x) dxdt. (2.36)

Since the last inequality is valid for all ϕ ∈ C∞
c (R×RN ) and C∞

c (R×RN ) is dense
subset of Lp�(·)(QT ), it follows that this relation also holds true for ϕ ∈ Lp�(·)(QT ).
So, taking ϕ = |f(t, x)|p(t,x)−2f(t, x), we arrive at the announced inequality (2.32).
So, as a consequence of (2.32) and estimate (2.24), we get: f ∈ Lp(·)(QT ).

To end the proof, it remains to observe that relation (2.35) holds true for
ϕ ∈ C∞

c (R×RN ) as well. From this the weak convergence fk � f in the variable
Orlicz space Lpk(·)(QT ) follows.
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2.5. On Weighted Energy Space with Variable Exponent

Let D(t, x, w) be the diffusion tensor associated with some function w ∈
C([0, T ];L2(Ω)) and given by the rule (2.17). For our further analysis, we de-
fine the weighted energy space Ww(QT ) as the set of all functions u(t, x) such
that

u ∈ L2(QT ), u(t, ·) ∈ W 1,1(Ω) for a.e.t ∈ [0, T ],
ˆ

QT

|D(t, x, w)∇u|pw(t,x) dxdt < +∞.
(2.37)

We equip Ww(QT ) with the norm

�u�Ww(QT ) = �u�L2(QT ) + �D(·, ·, w)∇u�Lpw(·)(QT ;RN ), (2.38)

where the second term on the right-hand side is the norm of the vector-valued
function D(t, x, w)∇u(t, x) in the Orlicz space Lpw(·)(QT ;RN ). Since (see (2.18))

d21|ξ|2 � ξt [D(t, x, u)]2 ξ � d22|ξ|2, ∀ ξ ∈ RN , ∀ (t, x) ∈ QT , (2.39)

it follows that the set Ww(QT ), equiped with the norm (2.38), is a reflexive
Banach space. Moreover, due to the fact that the exponent pw : QT → R is
Lipschitz continuous, the smooth functions are dense in the weighted Sobolev-
Orlicz space Ww(QT ) (see [3]). So, Ww(QT ) can be considered as the closure of
the set

�
ϕ ∈ C∞(QT )

�
with respect to the norm � · �Ww(QT ).

2.6. On the weak convergence of fluxes to flux

Let us consider the following collection of parabolic equations of monotone
type

∂uk
∂t

− div Ak(t, x,∇uk) = f, (t, x) ∈ QT , (2.40)

where f ∈ L2(Ω) and k = 1, 2, . . . . Let uk be a solution of (2.40) for a given
k ∈ N and this solution is understood in the sense of distributions. Assume that
Ak(·, ·, ξ) → A(·, ·, ξ) as k → ∞ pointwise a.e. with respect to the first two
arguments and for all ξ ∈ RN .

A typical situation arising in the study of most optimization problems and
which is of fundamental importance in many others areas of nonlinear analysis, can
be stated as follows: suppose it is known that a solution uk ∈ L2(0, T ;W 1,α(Ω))
of (2.40) and the corresponding flow wk = Ak(·, ·,∇uk) ∈ Lβ�

(QT ;RN ) converge
weakly, namely,

uk � u in L2(0, T ;W 1,α(Ω)), wk � w in Lβ�
(QT ;RN ),

1 < α < β, β� =
β

β − 1
.

The main question is whether a flow converges to a flow, i.e., whether the equality
for the limit elements A(t, x,∇u) = w holds. The situation is not trivial because
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the function A(·, ·, v) is nonlinear in v and the weak convergence vk � v is far
from sufficient to derive the limit relation Ak(·, ·, vk) � A(·, ·, v). So, the problem
is to show that w = A(·, ·,∇u), although the validity of this equality is by no
means obvious at this stage. The conditions (first of all, on the exponents α
and β) under which the answer to the above question is affirmative, have been
obtained by Zhikov and Pastukhova in their celebrated paper [45].

Theorem 2.2. Assume that the following conditions are satisfied:

(C1) Ak(t, x, ξ) and A(t, x, ξ) are RN -valued Carathéodory functions, that is,
these functions are continuous in ξ ∈ RN for a.e. (t, x) ∈ QT and measur-
able with respect to (t, x) ∈ QT for each ξ ∈ RN ;

(C2)
�
Ak(t, x, ξ) − Ak(t, x, ζ), ξ − ζ

�
� 0, Ak(t, x, 0) = 0 ∀ ξ, ζ ∈ RN and for

a.e. (t, x) ∈ QT ;

(C3) |Ak(t, x, ξ)| � c(|ξ|) < ∞ and limk→∞Ak(t, x, ξ) = A(t, x, ξ) for all ξ ∈ RN

and for a.e. (t, x) ∈ QT ;

(C4) uk � u in Lα(0, T ;W 1,α(Ω)), α > 1, and {uk}k∈N are bounded in the space
L∞(0, T ;L2(Ω));

(C5) wk = Ak(t, x,∇uk) � w in Lβ�
(QT ;RN ), β > 1;

(C6) uk ∈ Lβ(0, T ;W 1,β(Ω)) for all k ∈ N, and supk∈N � (wk,∇uk) �L1(QT ) < ∞;

(C7) 1 < α < β < 2α.

Then the flow Ak(t, x,∇uk) weakly converges in the Lebesgue space Lβ�
(QT ;RN )

to the flow A(t, x,∇u).

For our further analysis, we make also use of the following well-known results.

Lemma 2.3 ( [42]). Let Ψ be a class of integrands F (t, x, ξ) that are convex with
respect to ξ ∈ RN , measurable with respect to (t, x) ∈ QT , and satisfy the estimate

c1|ξ|α � F (t, x, ξ) � c2|ξ|β , 1 < α � β < ∞, c1, c2 > 0.

Suppose that Fk and F belong to the class Ψ and the following condition holds:

lim
k→∞

Fk(t, x, ξ) = F (t, x, ξ) for a.e. (t, x) ∈ QT and any ξ ∈ RN .

Then the following lower semicontinuity property is valid:
if vk � v in L1(QT ;RN ) then

lim inf
k→∞

ˆ

QT

Fk(t, x, vk) dxdt �
ˆ

QT

F (t, x, v) dxdt. (2.41)
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Lemma 2.4 ( [44]). Let Ak(t, x, ξ) and A(t, x, ξ) be RN -valued Carathéodory
functions with properties (C1)–(C3). Assume that

vk � v and wk = Ak(t, x, vk) � w in L1(QT ;RN ) as k → ∞,

and (w, v) ∈ L1(QT ). Then

lim inf
k→∞

ˆ

QT

(Ak(t, x, vk), vk) dxdt �
ˆ

QT

(w, v) dxdt. (2.42)

Lemma 2.5 ( [3]). Let � be a small parameter which varies within a strictly
decreasing sequence of positive numbers converging to 0. Assume that the following
conditions

(i) p�, p ∈ C(QT ), p� → p in C(QT ) as � → 0,

(ii) v� ∈ L1(QT ;RN ),

ˆ

QT

�
|v�|p� + �|v�|β

�
dxdt � K < ∞ for each � > 0,

(iii) |v�|p� + �|v�|β � z in Lβ�
(QT ), β� = β/(β − 1) as � → 0

hold true with some α and β such that 1 < α � p�(t, x) � β < ∞ for all � > 0
and (t, x) ∈ QT . Then z ∈ Lp�(·)(QT ).

3. Existence Result for a Class of Parabolic Equations with
Variable Nonlinearity Exponent

Let f ∈ L2(QT ) and f0 ∈ L2(Ω) be given distributions. Let us consider the
following initial-boundary value problem (IBVP)

∂u

∂t
− div Au(t, x,∇u) + u = f in QT , (3.1)

∂νu = 0 on (0, T )× ∂Ω, (3.2)
u(0, ·) = f0 in Ω. (3.3)

Here,
Aw(t, x,∇u) := |D(t, x, w)∇u|pw(t,x)−2D(t, x, w)∇u, (3.4)

the exponent pw : QT → (1, 2] is given by the rule (1.4), the symmetric matrix
D(t, x, w) is defined in (2.17), and ∂ν stands for the outward normal derivative.

As follows from (3.4), (2.17), and Lemma 2.1, for each fixed function w ∈
C([0, T ];L2(Ω)), the mapping (t, x, ξ) �→ Aw(t, x, ξ) is a Carathéodory vector
function; that is, Aw(t, x, ξ) is continuous in ξ ∈ RN and is measurable with re-
spect to (t, x) for each ξ ∈ RN . Moreover, the following monotonicity, coerciveness
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and boundedness conditions hold for a.e. (t, x) ∈ QT [43]:

�
Aw(t, x, ξ)−Aw(t, x, ζ), ξ − ζ

�
� 0, ∀ ξ, ζ ∈ RN , (3.5)

(Aw(t, x, ξ), ξ) = |D(t, x, w)ξ|pw(t,x)−2
�
D(t, x, w)ξ, D−1(t, x, w)D(t, x, w)ξ

�

by (2.39)
� d−1

2 d
pw(t,x)
1 |ξ|pw(t,x) � d−1

2 d21|ξ|pw(t,x), ∀ ξ ∈ RN ,
(3.6)

|Aw(t, x, ξ)|p
�
w(t,x) � d

pw(t,x)
2 |ξ|pw(t,x) � d22|ξ|pw(t,x), ∀ ξ ∈ RN . (3.7)

In general, the principle operator − div Au(t, x,∇u) + u provides an example
of a strongly non-linear, non-monotone, and non-coercive operator in divergence
form. Hence, the existence result for the IBVP (3.1)–(3.3) and uniqueness of its
solution remain, apparently, open questions for nowadays [25, Chapter III].

Definition 3.1. We say that, for given f ∈ L2(QT ) and f0 ∈ L2(Ω), a function
u is a weak solution to the problem (3.1)–(3.3) if u ∈ Wu(QT ), i.e.,

u ∈ L2(QT ), u(t, ·) ∈ W 1,1(Ω) for a.e. t ∈ [0, T ],
ˆ

QT

|D(t, x, u)∇u|pu(t,x) dxdt < +∞,
(3.8)

and the integral identity

ˆ

QT

�
−u

∂ϕ

∂t
+ (Au(t, x,∇u),∇ϕ) + uϕ

�
dxdt

=

ˆ

QT

fϕ dxdt+

ˆ

Ω
f0ϕ|t=0 dx (3.9)

holds true for any function ϕ ∈ Φ, where Φ =
�
ϕ ∈ C∞(QT ) : ϕ|t=T = 0

�
.

In order to find out in what sense the weak solution takes the initial value
u(0, ·) = f0, we give the following result.

Proposition 3.1. Let f ∈ L2(QT ) and f0 ∈ L2(Ω) be given distributions. Let
u ∈ Wu(QT ) be a weak solution to the problem (3.1)–(3.3). Then, for any η ∈
C∞(Ω), the scalar function h(t) =

ˆ

Ω
u(t, x)η(x) dx belongs to W 1,1(0, T ) and

h(0) =

ˆ

Ω
f0(x)η(x) dx.

Proof. We set ϕ(t, x) = η(x)ζ(t), where ζ(·) is a smooth function on [0, T ] and
ζ(T ) = 0. Then it is clear that ϕ ∈ Φ and, therefore, the integral identity (3.9)
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yields the equality

ˆ T

0

�
−h(t)ζ �(t)

�
dt

+

ˆ T

0

�
ˆ

Ω
(Au(t, x,∇u),∇η) dx+

ˆ

Ω
ηu dx−

ˆ

Ω
fη dx

�

� �� �
H(t)

ζ(t) dt

=

�
ˆ

Ω
f0η dx

�
ζ(0). (3.10)

Since h ∈ L1(0, T ), it follows from (2.6), (3.7), and (3.10) that H ∈ L1(0, T ).
Hence, h ∈ W 1,1(0, T ), i.e., the function h(t) is absolutely continuous on [0, T ].
Moreover, from (3.10) we deduce that h(0) =

´

Ω f0η dx.

Our main intention in this section is to show the existence of a weak solution to
the problem (3.1)–(3.3). To this end, we make use of the perturbation technique
and the classical fixed point theorem of Schauder [35] (we refer to [16,23,27,29,31]
where the similar technique has been used).

We begin with the following auxiliary result.

Theorem 3.1. Let f ∈ L2(QT ) and f0 ∈ L2(Ω) be given distributions. Then, for
each positive value � > 0, the Cauchy-Neumann problem

∂u

∂t
− �Δu− div Au(t, x,∇u) + u = f in QT := (0, T )× Ω, (3.11)

∂νu = 0 on (0, T )× ∂Ω, (3.12)
u(0, ·) = f0 in Ω, (3.13)

has a weak solution u� ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;W 1,2(Ω)) verifying (3.11)–
(3.13) in the sense of distributions.

Proof. We introduce the space

W (0, T ) =

�
w ∈ L2(0, T ;W 1,2(Ω)),

dw

dt
∈ L2(0, T ;

�
W 1,2(Ω)

��
)

�
.

This space is a Hilbert space with respect to the graph norm. Let us fix an
arbitrary function w ∈ W (0, T ) ∩ L∞(0, T ;L2(Ω)) such that

�w�L2(0,T ;W 1,2(Ω)) � C1,

�w�L∞(0,T ;L2(Ω)) �
√
2C1,

�∂w
∂t �L2(0,T ;(W 1,2(Ω))�) � C3,

w(0, ·) = f0 in Ω,





(3.14)



Solvability Issues for Some Noncoercive and Nonmonotone Parabolic Equations 37

with

C1 =
�
�f�2

L2(QT )
+ 2�f0�2L2(Ω)

,

C2 =

�
d2
d21

C2
1 + 1

�1/α

,

C3 = 2C1 + �f�L2(QT ) +
�
1 + d22

�
1 + C2

2

��1/2
(1 + T |Ω|)1/2 .

For the convenience, we divide the rest proof onto several steps.
Step 1. We associate with w the following variational problem: Find u = U�(w) ∈
W (0, T ) satisfying

�
∂u(t)

∂t
, v

�
+

ˆ

Ω
[� (∇u(t),∇v) + (Aw(t, x,∇u(t)),∇v) + u(t)v] dx

=

ˆ

Ω
f(t)v dx, ∀ v ∈ W 1,2(Ω) a.e. in [0, T ], (3.15)

u(0) = f0. (3.16)

Since the condition w ∈ W (0, T ) implies w ∈ C([0, T ];L2(Ω)) (see [21, Chap-
ter XVIII]), it follows from Lemma2.1 that the corresponding exponent

pw := 1 + g

�
1

h

ˆ t

t−h
|(∇Gσ ∗ �w(τ, ·))|2 dτ

�

is such that pw ∈ C0,1(QT ) and 1 < α � q(·, ·) � β in QT , with β = 2 and

α = 1 + δ = 1 + ah
�
ah+ �Gσ�2C1(Ω−Ω)

|Ω| supk∈N �w�2L2(0,T ;L2(Ω))

�−1
.

Moreover, we see that the structure tensor Jρ(wσ) is C∞ and, as follows
from (2.17), D(·, ·, w) ∈ L∞(0, T ;C∞(Ω)), where the anisotropic diffusion tensor
D(t, x, w) satisfies the two-side inequality (2.18). Hence, it is easy now to deduce
that, for a given value � > 0, the principle operator B : L2(0, T ;W 1,2(Ω)) →
L2(0, T ;

�
W 1,2(Ω)

��
), defined by the rule

�Bu, v� =
ˆ

QT

(�∇u+Aw(t, x,∇u),∇v) dxdt+

ˆ

QT

uv dxdt,

is coercive, monotone, and hemicontinuous, where the hemicontinuity means the
continuity of the scalar function

z(λ) = �B(u+ λv),ϕ� =
ˆ

QT

(�(∇u+ λ∇v) +Aw(t, x,∇u+ λ∇v),∇ϕ) dxdt

+

ˆ

QT

(u+ λv)vϕ dxdt, ∀u, v,ϕ ∈ L2(0, T ;W 1,2(Ω))
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at the point λ = 0. Since Aw is a Carathéodory functions, this property can be
easily derived with the use of the Lebesgue theorem and the following estimate

|Aw(t, x,∇u+λ∇v)||∇ϕ|

� 1

p�w(t, x)
|Aw(t, x,∇u+ λ∇v)|p�w(t,x) +

1

pw(t, x)
|∇ϕ|pw(t,x)

by (2.5), (3.7)
� d22

2
|∇u+ λ∇v|pw(t,x) +

1

α
|∇ϕ|pw(t,x)

� c1

�
|∇u|pw(t,x) + |∇v|pw(t,x)

�
+

1

α
|∇ϕ|pw(t,x) ∈ L1(QT ). (3.17)

Hence, by the classical results on parabolic equations [32] (see also results
of Alkhutov and Zhikov [3, 4]), we deduce that the problem (3.15)–(3.16) has
a unique weak solution U�(w) ∈ W (0, T ) in the sense of distributions. Since
the integral identity (3.15) is valid for all test functions v = v(t, x) which are
stepwise with respect to variable t, it follows that this identity remains true for
all v ∈ L2(0, T ;W 1,2(Ω)), and hence for all v ∈ W 1,2(QT ) such that v(T, ·) = 0.
So, utilizing the integration by parts formula, one can easily deduces from (3.15)
that the solution U�(w) satisfies both the integral identity

ˆ

QT

�
−U�(w)

∂ϕ

∂t
+ (�∇U�(w) +Aw(t, x,∇U�(w)),∇ϕ) + U�(w)ϕ

�
dxdt

=

ˆ

QT

fϕ dxdt+

ˆ

Ω
f0ϕ|t=0 dx ∀ϕ ∈ Φ (3.18)

and the energy equality

1

2

ˆ

Ω
U2
� (w) dx

+

ˆ t

0

ˆ

Ω

�
�|∇U�(w)|2 + (Aw(t, x,∇U�(w)),∇U�(w)) + U2

� (w)
�
dxdt

=

ˆ

QT

fU�(w) dxdt+

ˆ

Ω
f2
0 dx, ∀ t ∈ [0, T ]. (3.19)

Step 2. Using (3.19), we derive the following estimates:

�U�(w)�2L2(QT ) � �f�2L2(QT ) + 2�f0�2L2(Ω) =: C2
1 , (3.20)

�∇U�(w)�Lpw(·)(QT ;RN )

by (2.24)
�

�
ˆ

QT

|∇U�(w)|pw(t,x) dxdt+ 1

�1/α

by (3.19)
�

�
d2
d21

�
�f0�2L2(Ω) +

1

2
�f�2L2(QT ) +

1

2
�U�(w)�2L2(QT )

�
+ 1

�1/α

by (3.20)
�

�
d2
d21

C2
1 + 1

�1/α

=: C2, (3.21)
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�U�(w)�L∞(0,T ;L2(Ω)) �
�
2

�
�f0�2L2(Ω)

+
1

2
�f�2

L2(QT )
+

1

2
�U�(w)�2L2(QT )

�

�
√
2C1, (3.22)

�∇U�(w)�L2(QT ;RN ) �
1√
�

�
�f0�2L2(Ω) +

1

2
�f�2L2(QT ) +

1

2
�U�(w)�2L2(QT )

�

� 1√
�
C1. (3.23)

We also notice that
����
�
∂U�(w)

∂t
, v

�����
by (3.15), (2.28)

�
√
��∇U�(w)�L2(QT ;RN )�∇v�L2(QT ;RN )

+ 2�Aw(t, x,∇U�(w))�Lp�w(·)(QT ;RN )
�∇v�Lpw(·)(QT ;RN )

+ �U��L2(QT )�v�L2(QT ) + �f�L2(QT )�v�L2(QT )

by (2.27)
�

�√
��∇U�(w)�L2(QT ;RN ) + �U��L2(QT ) + �f�L2(QT )

�
�v�L2(0,T ;W 1,2(Ω))

+

�
1 +

ˆ

QT

|Aw(t, x,∇U�(w))|p
�
w(t,x) dxdt

�1/2

(1 + T |Ω|)1/2 �v�L2(QT )

by (3.20)–(3.23)
� C3�v�L2(0,T ;W 1,2(Ω)), ∀ v ∈ L2(0, T ;W 1,2(Ω)),

where

C3 := 2C1 + �f�L2(QT ) +
�
1 + d22

�
1 + C2

2

��1/2
(1 + T |Ω|)1/2 .

Hence, ����
∂U�(w)

∂t

����
L2(0,T ;(W 1,2(Ω))�)

� C3. (3.24)

Taking into account these estimates, we introduce the following subset W0 of
the space W (0, T )

W0 =




z ∈ W (0, T )

���������

�z�L2(0,T ;W 1,2(Ω)) �
�
1 + 1√

�

�
C1,

�z�L∞(0,T ;L2(Ω)) �
√
2C1,

�∂z
∂t �L2(0,T ;(W 1,2(Ω))�) � C3,

z(0, ·) = f0





In view of estimates (3.20)–(3.24) and condition (3.14), it is clear that w ∈ W0 and,
hence, U� can be interpreted as a mapping from W0 into W0. Moreover, we see that
W0 is a nonempty, convex, and weakly compact subset of W (0, T ). So, in order
to apply the Schauder fixed-point theorem, we have to show that the mapping U�

is weakly continuous from W0 into W0. Since the embedding of W 1,2(Ω) in L2(Ω)
is compact, a refinement of Aubin’s lemma (see, e.g. [40, Section 8, Corollary 4]
ensures that any bounded subset of W (0, T ) is relatively compact in L2(QT ). As
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a result, the Schauder fixed-point theorem will provide the existence of element
u� in W0 such that u� = U�(u�).
Step 3. Let {wj}j∈R be a sequence in W0 converging weakly in W0 to some
w ∈ W0. Setting u�,j = U�(wj) and utilizing the weak compactness of the set W0,
we see that {u�,j}j∈R contains a subsequence such that

u�,j � u� weakly in L2(0, T ;W 1,2(Ω)), (3.25)
∂u�,j
∂t

�
∂u�
∂t

weakly in L2(0, T ;
�
W 1,2(Ω)

��
), (3.26)

u�,j → u� strongly in L2(0, T ;L2(Ω)) and a.e. in QT , (3.27)
∂u�,j
∂xi

�
∂u�
∂xi

weakly in L2(0, T ;L2(Ω)), (3.28)

wj → w strongly in L2(0, T ;L2(Ω)). (3.29)

Then Lemmas 2.1 and 2.2 imply that

D(t, x, wj) → D(t, x, w) and pwj (t, x) → pw(t, x)

uniformly in QT as j → ∞.
(3.30)

Moreover, taking into account that

�Awj (t, x,∇u�,j)�β
�

Lβ� (QT ;RN )

by (2.26)
� (1 + T |Ω|) �Awj (t, x,∇u�,j)�β

�

L
p�wj

(·)
(QT ;RN )

by (2.24)
� (1 + T |Ω|)

�
1 +

ˆ

QT

|Awj (t, x,∇u�,j)|p
�
wj

(t,x)
dxdt

�

by (3.7)
� (1 + T |Ω|)

�
1 + d22

ˆ

QT

|∇u�,j |pwj dxdt

�
by (3.21)

< ∞,

(3.31)

we deduce from (3.23) and (2.22) that the sequence
�
�∇u�,j +Awj (t, x,∇u�,j)

�
j∈R

is bounded in Lβ�
(QT ;RN ). Hence, we can suppose that there exists an element

z ∈ Lβ�
(QT ;RN ) such that

�∇u�,j +Awj (t, x,∇u�,j) � z weakly in Lβ�
(QT ;RN ) as j → ∞. (3.32)

Utilizing this fact together with the properties

u�,j � u� in Lα(0, T ;W 1,α(Ω)) with α = 1 + δ (by (3.25)),

{u�,j}j∈N are bounded in L∞(0, T ;L2(Ω)) (by (3.22)),

u�,j ∈ Lβ(0, T ;W 1,β(Ω)) ∀ j ∈ N by (3.23),
sup
j∈N

�
�
Awj (t, x,∇u�,j),∇u�,j

�
�L1(QT ) < ∞ (by (3.17)),

(3.33)

and taking into account that 1 < 1 + δ = α < β = 2 < 2α, we deduce from
Theorem 2.2 that the flow Awj (t, x,∇u�,j) weakly converges in Lβ�

(QT ;RN ) to
the flow Aw(t, x,∇u�), i.e., z = Aw(t, x,∇u�).
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Then we can pass to the limit in relations (3.15)–(3.16) with u = u�,j and
w = wj as j → ∞. This yields

�
∂u�(t)

∂t
, v

�
+

ˆ

Ω
[� (∇u�(t),∇v) + (Aw(t, x,∇u�(t)),∇v) + u�(t)v] dx

=

ˆ

Ω
f(t)v dx, ∀ v ∈ W 1,2(Ω) a.e. in [0, T ], (3.34)

u�(0) = f0, (3.35)

i.e., u� = U�(w). Moreover, since variational problem (3.34)–(3.35) has a unique
solution, it follows that the whole sequence {u�,j}j∈R converges weakly in W (0, T )
to u� = U�(w).

Thus, the mapping U� : W0 �→ W0 is weakly continuous and, hence, by the
Schauder fixed point theorem, u� is a weak solution of the perturbed problem
(3.11)–(3.13).

Remark 3.1. Since the uniqueness of weak solutions of the perturbed problem
(3.11)–(3.13) seems to be an open question, we call the weak solution u�, given
by Theorem 3.1, just W0-attainable.

Corollary 3.1. For any f ∈ L2(QT ), f0 ∈ L2(Ω), and each positive value � > 0,
the Cauchy-Neumann problem (3.11)–(3.13) admits at least one W0-attainable
weak solution.

As a direct consequence of the previous results, we can indicate the following
additional properties of W0-attainable solutions.

Corollary 3.2. Let f ∈ L2(QT ), f0 ∈ L2(Ω), and � > 0 be given. Let u� ∈
W (0, T ) be a W0-attainable weak solution of (3.11)–(3.13). Then u� is a weak
solution to this problem in the sense of Definition 3.1, and the following energy
equality holds

1

2

ˆ

Ω
u2� dx+

ˆ t

0

ˆ

Ω

�
�|∇u�|2 + (Au�(t, x,∇u�),∇u�) + u2�

�
dxdt

=

ˆ

QT

fu� dxdt+

ˆ

Ω
f2
0 dx ∀ t ∈ [0, T ]. (3.36)

Proof. As follows from (3.18), if u� is a weak solution of (3.11)–(3.13) in the
distributional sense, then u� satisfies the integral identity

ˆ

QT

�
−u�

∂ϕ

∂t
+ � (∇u�,∇ϕ) + (Au�(t, x,∇u�),∇ϕ) + u�ϕ

�
dxdt

=

ˆ

QT

fϕ dxdt+

ˆ

Ω
f0ϕ|t=0 dx ∀ϕ ∈ Φ. (3.37)
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Therefore, in order to show that u� is a weak solution, it’s enough to establish the
inclusion u� ∈ Wu�(QT ). Taking into account the definition of the space Wu�(QT )
(see (3.8)), let us show that

ˆ

QT

|D(t, x, u�)∇u�|pu� (t,x) dxdt < +∞ for a.e.t ∈ [0, T ].

Indeed, since u� is a W0-attainable solution of (3.11)–(3.13), it follows that
there exists a sequence {u�,j}j∈R ∈ W0 with properties (3.25)–(3.28) and such that
u�,j = U�(u�,j−1), for j = 2, 3, . . . . Then this sequence possesses the properties
(3.32)–(3.33). Hence, ∇u�,j ∈ L1(QT ;RN ) by (3.25), and
ˆ

QT

�
|∇u�,j |pu�,j + �|∇u�,j |β

�
dxdt

� max

�
1,

d2
d21

�
ˆ

QT

�
d21
d2

|∇u�,j |pu�,j + �|∇u�,j |β
�
dxdt

� max

�
1,

d2
d21

�
sup
j∈N

ˆ

QT

�
|
�
Au�,j−1(t, x,∇u�,j),∇u�,j

�
|+ �|∇u�,j |2

�
dxdt

by (3.6),(3.33)
< ∞, (3.38)

|∇u�,j |pu�,j + �|∇u�,j |β
by (3.32)

� z in Lβ�
(QT ). (3.39)

As a result, Lemma 2.5 implies that z ∈ Lpu� (·)(QT ). Therefore,
ˆ

QT

|D(t, x, u�)∇u�|pu� (t,x) dxdt � d22

ˆ

QT

|∇u�|pu� (t,x) dxdt

by (2.24)
� d22

�
�∇u��βLpu� (·)(QT )

+ 1
�

by (3.21)
� d22 (C2 + 1) < +∞. (3.40)

Thus, u� ∈ Wu�(QT ) and, therefore, in view of Definition 3.1, u� is a weak solution
to the problem (3.11)–(3.13).

It remains to prove the energy equality (3.36). Since u� is in W (0, T ) and the
set of test functions C∞([0, T ];C∞

c (RN )) is dense in L2(0, T ;W 1,2(Ω)), it follows
that there exists a sequence {ϕj}j∈N ⊂ C∞([0, T ];C∞

c (RN )) such that

ϕj → u� in L2(0, T ;W 1,2(Ω)) as j → ∞. (3.41)

Taking into account that, for each j ∈ N, the integral identity

ˆ t

0

ˆ

Ω
[� (∇u�(t),∇ϕj(t)) + (Au�(t, x,∇u�(t)),∇ϕj(t)) + u�(t)ϕj(t)] dxdt

+

ˆ t

0

�
∂u�(t)

∂t
,ϕj(t)

�
dt =

ˆ t

0

ˆ

Ω
f(t)ϕj(t) dxdt, ∀ j ∈ N, ∀ t ∈ [0, T ] (3.42)
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holds true, we can pass to the limit in (3.42) as j → ∞. To do so, we notice that

ˆ t

0

ˆ

Ω
(Au�(t, x,∇u�(t)),∇ϕj(t)) dxdt =

ˆ t

0

ˆ

Ω
(Au�(t, x,∇u�(t)),∇u�(t)) dxdt

+

ˆ t

0

ˆ

Ω
(Au�(t, x,∇u�(t)),∇ϕj(t)−∇u�(t)) dxdt,

where ∇ϕj −∇u� → 0 a.e. in QT by (3.41), and

|(Au�(t, x,∇u�),∇ϕj −∇u�)| � c1|∇u�|pu� +
1

α
|∇ϕj −∇u�|pu� ∈ L1(QT )

by (3.17). Hence, utilizing the Lebesgue dominated theorem, the limit passage in
(3.42) leads to the equality

ˆ t

0

ˆ

Ω

�
� (∇u�(t),∇u�(t)) + (Aw(t, x,∇u�(t)),∇u�(t)) + u2� (t)

�
dxdt

+

ˆ t

0

�
∂u�(t)

∂t
, u�(t)

�
dt =

ˆ t

0

ˆ

Ω
f(t)u�(t) dxdt, ∀ t ∈ [0, T ]. (3.43)

Thus, to obtain the energy equality (3.36), it remains to use the integration by
parts formula.

Before proceeding further, we make use of the following result.

Lemma 3.1. Let {v�}�→0 ⊂ W (0, T ) be a sequence such that

sup
�→0

�
�

ˆ

QT

|∇u�|2 dxdt
�

< +∞. (3.44)

Then �∇u� � 0 in L2(QT ;RN ).

Proof. Let ϕ ∈ C∞
0 (QT ) be an arbitrary vector-function. Then

����
ˆ

QT

(�∇u�,ϕ) dxdt

���� �
√
�

�
ˆ

QT

�|∇u�|2 dxdt
�1/2�ˆ

QT

|ϕ|2 dxdt
�1/2

.

Hence, the sequence {�∇u�}�→0 is bounded in L2(QT ;RN ). As a result, we have
����
ˆ

QT

(�∇u�,ϕ) dxdt

����
by (3.44)

� C
√
�

�
ˆ

QT

�|∇u�|2 dxdt
�1/2

� �C√
� → 0.

The proof is complete.

We are now in a position to prove the main result of this section.

Theorem 3.2. Let f ∈ L2(QT ) and f0 ∈ L2(Ω) be given distributions. Then
initial-boundary value problem (3.1)–(3.3) admits at least one weak solution u ∈
Wu(QT ).
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Proof. Let � be a small parameter which varies within a strictly decreasing se-
quence of positive numbers converging to 0. Let {u� ∈ W (0, T )}�→0 be a se-
quence of W0-attainable weak solutions to the approximating problem (3.11)–
(3.13). Then, for each � > 0, u� satisfies the integral identity (3.37) and the
energy equality (3.36). Hence, we can deduce from (3.36) the following estimates

sup
ε>0

�u��2L2(QT ) � C2
1 = �f�2L2(QT ) + 2�f0�2L2(Ω), (3.45)

sup
ε>0

�∇u��Lpu� (·)(QT ;RN )

by (2.24)
� sup

ε>0

�
ˆ

QT

|∇u�|pu� (t,x) dxdt+ 1

�1/α

by (3.36)
� sup

ε>0

�
d2
d21

�
�f0�2L2(Ω) +

1

2
�f�2L2(QT ) +

1

2
�u��2L2(QT )

�
+ 1

�1/α

by (3.45)
� C2 =

�
d2
d21

C2
1 + 1

�1/α

, (3.46)

sup
ε>0

�∇u��Lα(QT ;RN )

by (2.26)
� sup

ε>0
(1 + T |Ω|)1/α �∇u��Lpu� (·)(QT ;RN )

by (3.46)
� (1 + T |Ω|)1/αC2, (3.47)

sup
ε>0

�u��L∞(0,T ;L2(Ω)) � sup
ε>0

�
2

�
�f0�2L2(Ω)

+
1

2
�f�2

L2(QT )
+

1

2
�u��2L2(QT )

�

�
√
2C1, (3.48)

�∇u��L2(QT ;RN ) �
1√
�

�
�f0�2L2(Ω) +

1

2
�f�2L2(QT ) +

1

2
�u��2L2(QT )

�

� 1√
�
C2
1 . (3.49)

Before proceeding further, it is worth to emphasize that the exponent α in (3.47)
is given by the rule

α
by (2.5)

= 1 + δ

by (2.8)
= ah

�
ah+ �Gσ�2C1(Ω−Ω)

|Ω| sup
�>0

�u��2L2(0,T ;L2(Ω))

�−1

by (3.45)
� ah

�
ah+ �Gσ�2C1(Ω−Ω)

|Ω|
�
�f�2L2(QT ) + 2�f0�2L2(Ω)

��−1

Taking into account these estimates, we see that the sequence {u�}�→0 is
bounded in L∞(0, T ;L2(Ω)) and in Lα(0, T ;W 1,α(Ω)). Therefore, there exists an
element

u ∈ Lα(0, T ;W 1,α(Ω)) ∩ L∞(0, T ;L2(Ω)) (3.50)

such that, up to a subsequence, u� � u in Lα(0, T ;W 1,α(Ω)) as � → 0. More-
over, the uniform boundedness of fluxes {Au�(t, x,∇u�)}�→0 in Lβ�

(QT ;RN ) with
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respect to � > 0 implies that this sequence is sequentially weakly compact in
Lβ�

(QT ;RN ) (for arguments see (3.31)). Hence, we may suppose the existence
of some vector-function w such that w� = Au�(t, x,∇u�) � w in Lβ�

(QT ;RN )
as � → 0. Arguing as in the proof of Theorem 3.1, it can be shown that
sup�→0 � (w�,∇u�) �L1(QT ) < ∞. As a result, Theorem 2.2 implies that the flow
Au�(t, x,∇u�) weakly converges in Lβ�

(QT ;RN ) to the flow w = Au(t, x,∇u).
Then, utilizing Lemma 3.1, we see that the passage to the limit in the inte-
gral identity (3.37) leads to a similar identity for equation (3.1). It remains to
take into account Lemma 2.5 and relations (3.38)–(3.40) in order to deduce that
ˆ

QT

|D(t, x, u)∇u|pu(t,x) dxdt < +∞. Thus, u is an element of the space Wu(QT )

and, as a consequence, u is a weak solution to the problem (3.1)–(3.3).

We can supplement the result on Theorem 3.2 with the following assertions.

Corollary 3.3. Let u ∈ Wu(QT ) be a weak solution to the problem (3.1)–(3.3) that
has been obtained as a cluster point of W0-attainable solutions {u� ∈ W (0, T )}.
Then the following energy inequality

1

2

ˆ

Ω
u2 dx+

ˆ t

0

ˆ

Ω

�
(Au(t, x,∇u),∇u) + u2

�
dxdt

�
ˆ

QT

fu dxdt+

ˆ

Ω
f2
0 dx (3.51)

holds true for all t ∈ [0, T ].

Proof. To deduce this inequality it is enough to pass to the limit in relation
(3.36) as � → 0 using the weak convergence u� � u in Lα(0, T ;W 1,α(Ω)) and
utilize Lemma 2.4 and the weak convergence of fluxes to flux (Theorem 2.2).

Corollary 3.4. Let N = 2 and let u ∈ Wu(QT ) be a weak solution to the problem
(3.1)–(3.3) that has been obtained as a cluster point of W0-attainable solutions
{u� ∈ W (0, T )}�→0. Then the following higher integrability property is valid:

u ∈ L2α(QT ) with estimate �u�L2α(QT ) �
�√

2C1C2 (1 + T |Ω|) 1
α

� 1
2
. (3.52)

where the exponent α > 1 is given by (2.5), and the constants C1 and C2 are
defined in (3.45) and (3.46), respectively.

Proof. As follows from a priori estimates (3.47)–(3.48), the given weak solution
satisfies inclusion (3.50). Hence, in the case N = 2 the announced embedding
result together with estimate (3.52) is a direct consequence of Corollary 2.1.
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