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#### Abstract

This paper presents a survey of recent results on error estimates of Gaussian-type quadrature formulas for analytic functions on confocal ellipses.
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1. Error bounds of quadratures with simple and multiple nodes for analytic functions. Let $\Gamma$ be a simple closed curve in the complex plane encompassing the interval $[-1, \underline{1}]$, and let $\mathcal{D}$ be its interior. Suppose $f$ is a function that is analytic in $\mathcal{D}$ and continuous on $\overline{\mathcal{D}}$. Taking any system of $m$ distinct points $\left\{\xi_{1}, \ldots, \xi_{m}\right\}$ in $\mathcal{D}$ and $m$ positive integers $n_{1}, \ldots, n_{m}$, the error in the Hermite interpolating polynomial of $f$ at a point $t \in \mathcal{D}$ can be expressed in the form (see, e.g., Mysovskih [56, Chapter 2], Gončarov [23, Chapter 5])

$$
\begin{equation*}
r_{m}(f ; t)=f(t)-\sum_{\nu=1}^{m} \sum_{i=0}^{n_{\nu}-1} l_{\nu, i} f^{(i)}\left(\xi_{\nu}\right)=\frac{1}{2 \pi i} \oint_{\Gamma} \frac{f(z) \Omega_{m}(t)}{(z-t) \Omega_{m}(z)} d z \tag{1.1}
\end{equation*}
$$

where $l_{\nu, i}(t)$ are the fundamental functions of Hermite interpolation and

$$
\Omega_{m}(z)=\prod_{\nu=1}^{m}\left(z-\xi_{\nu}\right)^{n_{\nu}}
$$

By multiplying (1.1) by the weight function $w(t)$ and integrating with respect to $t$ over $(-1,1)$, we get a contour integral representation for the remainder term $R_{m}(f)$ in a quadrature formula with multiple nodes:

$$
\begin{equation*}
R_{m}(f)=I(f ; w)-\sum_{\nu=1}^{m} \sum_{i=0}^{n_{\nu}-1} A_{i, \nu} f^{(i)}\left(\xi_{\nu}\right)=\frac{1}{2 \pi i} \oint_{\Gamma} K_{m}(z ; w) f(z) d z \tag{1.2}
\end{equation*}
$$

where

$$
I(f ; w)=\int_{-1}^{1} f(t) w(t) d t, \quad A_{i, \nu}=\int_{-1}^{1} l_{\nu, i}(t) w(t) d t
$$

and the kernel $K_{m}(z)=K_{m}(z ; w)$ is given by

$$
K_{m}(z ; w)=\frac{\varrho_{m}(z ; w)}{\Omega_{m}(z)}, \quad \varrho_{m}(z ; w)=\int_{-1}^{1} \frac{\Omega_{m}(t)}{z-t} w(t) d t, \quad z \in \mathbb{C} \backslash[-1,1]
$$

The integral representation (1.2) leads directly to the error estimate

$$
\begin{equation*}
\left|R_{m}(f)\right| \leq \frac{l(\Gamma)}{2 \pi}\left(\max _{z \in \Gamma}\left|K_{m}(z)\right|\right)\left(\max _{z \in \Gamma}|f(z)|\right) \tag{1.3}
\end{equation*}
$$

[^0]where $l(\Gamma)$ is the length of the contour $\Gamma$. A general estimate can be obtained by Hölder's inequality. Namely,
$$
\left|R_{m}(f)\right|=\frac{1}{2 \pi}\left|\oint_{\Gamma} K_{m}(z) f(z) d z\right| \leq \frac{1}{2 \pi}\left(\oint_{\Gamma}\left|K_{m}(z)\right|^{p}|d z|\right)^{1 / p}\left(\oint_{\Gamma}|f(z)|^{q}|d z|\right)^{1 / q}
$$
i.e.,
$$
\left|R_{m}(f)\right| \leq \frac{1}{2 \pi}\left\|K_{m}\right\|_{p}\|f\|_{q}
$$
where $1 \leq p \leq+\infty, 1 / p+1 / q=1$, and
\[

\|f\|_{p}:= $$
\begin{cases}\left(\oint_{\Gamma}|f(z)|^{p}|d z|\right)^{1 / p}, & 1 \leq p<+\infty \\ \max _{z \in \Gamma}|f(z)|, & p=+\infty\end{cases}
$$
\]

The case $(p, q)=(+\infty, 1)$ gives an $L^{\infty}$-error bound (1.3) when the $L^{1}$-norm of $f$ is estimated by its $L^{\infty}$-norm. On the other hand, the case $(p, q)=(1,+\infty)$ yields an $L^{1}$-error bound:

$$
\begin{equation*}
\left|R_{m}(f)\right| \leq \frac{1}{2 \pi}\left(\oint_{\Gamma}\left|K_{m}(z)\right||d z|\right)\left(\max _{z \in \Gamma}|f(z)|\right) \tag{1.4}
\end{equation*}
$$

which is evidently stronger than (1.3) since

$$
\oint_{\Gamma}\left|K_{m}(z)\right||d z| \leq l(\Gamma)\left(\max _{z \in \Gamma}\left|K_{m}(z)\right|\right) .
$$

In order to obtain the estimates (1.3) and (1.4), one needs to study the magnitude of $\left|K_{m}(z)\right|$ on $\Gamma$ or the quantity

$$
\begin{equation*}
L_{m}(\Gamma):=\frac{1}{2 \pi} \oint_{\Gamma}\left|K_{m}(z)\right||d z|, \tag{1.5}
\end{equation*}
$$

respectively.
A common choice for the contour $\Gamma$ is one of the confocal ellipses with foci at the points $\mp 1$ and the sum of semi-axes $\rho>1$,

$$
\begin{equation*}
\mathcal{E}_{\rho}=\left\{z \in \mathbb{C}: z=\frac{1}{2}\left(\rho e^{i \theta}+\rho^{-1} e^{-i \theta}\right), 0 \leq \theta<2 \pi\right\} . \tag{1.6}
\end{equation*}
$$

For such $\Gamma$ we studied the estimates (1.3) (see [39, 49]) and (1.4) (see [42]) for the Gauss-Turán quadrature formulas ( $n_{\nu}=2 s+1, \nu=1,2, \ldots, n ; s \in \mathbb{N}_{0}$ ) when $w$ is one of the four generalized Chebyshev weight functions
(a) $w_{1}(t)=\left(1-t^{2}\right)^{-1 / 2}$,
(b) $w_{2}(t)=\left(1-t^{2}\right)^{1 / 2+s}$,
(c) $w_{3}(t)=(1-t)^{-1 / 2}(1+t)^{1 / 2+s}$,
(d) $w_{4}(t)=(1-t)^{1 / 2+s}(1+t)^{-1 / 2}$;
see $[5,39,70]$.
The error term in Gaussian quadratures $(s=0)$ for these weights was studied in the case $p=+\infty$ by Gautschi and Varga [21] (also see [20]) and in the case $p=1$ by Hunter [28]. Also see [12, 29, 72, 82, 83, 84] for this topic.

Gautschi and Varga [21] (also see [20]) presented the original method for the error bound of the type (1.3),

$$
\begin{equation*}
\left|R_{n}(f)\right| \leq \frac{l\left(\mathcal{E}_{\rho}\right)}{2 \pi}\left(\max _{z \in \mathcal{E}_{\rho}}\left|K_{n}(z)\right|\right)\left(\max _{z \in \mathcal{E}_{\rho}}|f(z)|\right) \tag{1.8}
\end{equation*}
$$

in Gaussian quadrature,

$$
\begin{equation*}
\int_{-1}^{1} f(t) w(t) d t=\sum_{\nu=1}^{n} A_{\nu} f\left(\xi_{\nu}\right)+R_{n}(f) \tag{1.9}
\end{equation*}
$$

with respect to some of the four Chebyshev weight functions $w(t)$ (cf. (1.7) with $s=0$ ). They attempted to determine exactly where on the confocal ellipses $\mathcal{E}_{\rho}$ the kernel of the error functional attains its maximum modulus, succeeded in answering this question for the Chebyshev weight functions, and provided empirical results for more general Jacobi weights. In this survey we mention how other authors, including ourselves, contributed to this method.

Setting

$$
z=\frac{1}{2}\left(\xi+\xi^{-1}\right), \quad \xi=\rho e^{i \theta}, \quad \text { and } \quad|d z|=2^{-1 / 2} \sqrt{a_{2}-\cos 2 \theta} d \theta
$$

where we denote

$$
\begin{equation*}
a_{j}=a_{j}(\rho)=\frac{1}{2}\left(\rho^{j}+\rho^{-j}\right), \quad j \in \mathbb{N}, \rho>1 \tag{1.10}
\end{equation*}
$$

(1.5) reduces to

$$
L_{m}\left(\mathcal{E}_{\rho}\right):=\frac{1}{2 \pi \sqrt{2}} \int_{0}^{2 \pi} \frac{\left|\varrho_{m}(z ; w)\right|\left(a_{2}-\cos 2 \theta\right)^{1 / 2}}{\left|\Omega_{m}(z)\right|} d \theta
$$

This integral can be evaluated numerically by using a quadrature formula. Moreover, for Gauss-Turán quadrature formulas with $w(t)$ being one of the four generalized Chebyshev weights (1.7), we obtained explicit expressions for $L_{m}\left(\mathcal{E}_{\rho}\right)$ or the bounds thereof; see Milovanović and Spalević [42]. In [42], for the first time, we considered error bounds for GaussTurán quadrature formulas based on expanding the remainder term into a series. These methods originated with Hunter [28], who applied them to the Gaussian quadrature formula (1.9) with $w(t)$ being one of the four Chebyshev weights (cf. (1.7) with $s=0$ ).

One of us started working on this topic some 20 years ago. Our first published paper on this topic was Milovanović and Spalević [39]. In the meanwhile, we and our collaborators published a number of related papers; see [9], [32]-[34], [39]-[46], [37], [49]-[55], [69], [73]-[81], [86]-[92]. We considered in our papers mainly error bounds and estimates of the type $L^{\infty}, L^{1}$, and the ones based on expanding the remainder term into a series for the quadrature formulas with multiple and simple nodes of Gaussian type, including Kronrod extensions, Radau, and Lobatto modifications, mainly with the specific weight functions such as the generalized and ordinary Chebyshev weights (see [5, 70]), the Gori-Micchelli weights (see [24]), the Bernstein-Szegő weight functions (see [19]), and some of their modifications; see [17]. Recently, we have been considering these problems for quadratures for Fourier coefficients in [6, 31, 36, 47].

For Gaussian quadrature formulas with multiple nodes, in particular Gauss-Turán quadrature formulas and their Kronrod extensions, numerically stable methods for their computation have been proposed (see [15, 18, 48, 85]). For the theory of Gauss-Turán quadrature formulas,
see the book [22]; see also the survey papers [35, 38]. A nice and detailed survey of Kronrod rules in the last fifty years is provided by Notaris [68]. In particular, Section 3.3 in [68] is dedicated to error bounds for analytic functions. Notaris's papers (see [57]-[68]) have had a significant influence on the development of our methods, especially lately, and especially the papers in which he considers the error estimates in quadratures for analytic functions on circles.

In two of our papers [41, 46] on the subject, we use circles instead of ellipses, and the results follow from the ones in [93].

Separately, following the ideas in [93], we derived some $L^{2}$-estimates for Gauss-Turán quadrature formulas in [46]. Some of our methods under consideration are also applied to quadrature rules with multiple nodes for evaluating integrals with strong singularities; see [44]. We present a computable upper bound of the error for Gauss-Turán quadrature formulas for analytic integrands in a neighborhood of the set of integration. This bound remains valid for arbitrary weight functions (cf. [89]), and the corresponding method is described in Section 5.

In Section 2 the error bounds for ordinary Gaussian quadrature formulas are discussed. Section 3 describes $L^{\infty}$-error bounds for Gauss-Radau rules, and in Section 4 for GaussKronrod quadrature formulas for the Bernstein-Szegó weight functions; cf. [80] and [9]. Additionally, we shall prove some statements which we use in those papers. In Section 6 we present the three different error estimates mentioned above for the Kronrod extensions of generalizations of the Micchelli-Rivlin quadrature formula for the Fourier-Chebyshev coefficients with the highest algebraic degree of precision; cf. [54]. Finally, in Section 7 we mention, only briefly, error estimates for analytic functions on concentric circles.
2. Error bounds for Gaussian quadrature formulas. For a Gaussian quadrature formula (1.9) relative to a nonnegative weight function $w(t)$, it holds that $R_{n}(f)=0$ for all $f \in \mathbb{P}_{2 n-1}$ and the node polynomial $\pi_{n}(t)$ is the $n$th degree (monic) orthogonal polynomial with respect to the weight function $w(t)$. Further,

$$
\varrho_{n}(z ; w)=\int_{-1}^{1} \frac{\pi_{n}(t)}{z-t} w(t) d t
$$

and the kernel $K_{n}(z)=\varrho_{n}(z ; w) / \pi_{n}(z)$ can be computed using a basic three-term recurrence relation, which is satisfied by the corresponding orthogonal polynomials $\pi_{n}$; for more details see [21]. In [21] it is shown that it is possible to find explicit formulas for the kernels of the four Chebyshev weights (cf. (1.7) with $s=0$ ).

We discuss in some detail the case of the first Chebyshev weight $w=w_{1}$. Here one finds [21, Subsection 5.1], for $z \in \mathcal{E}_{\rho}$, the explicit formula

$$
\begin{equation*}
\left|K_{n}\left(z ; w_{1}\right)\right|=\frac{2 \pi}{\rho^{n}}\left[a_{2}(\rho)-\cos 2 \theta\right]^{-1 / 2}\left[a_{2 n}(\rho)+\cos 2 n \theta\right]^{-1 / 2}, \quad 0 \leq \theta \leq 2 \pi \tag{2.1}
\end{equation*}
$$

where the $a_{j}=a_{j}(\rho)$ given by (1.10) appear in all the formulae for the kernels belonging to Chebyshev weight functions. In particular, they satisfy the following inequality (cf. [16, Subsection 3.1]).

Lemma 2.1. For any $\rho>1$, it holds that

$$
\begin{equation*}
\frac{a_{2 n}(\rho)-1}{a_{2}(\rho)-1} \geq n^{2}, \quad n=1,2, \ldots \tag{2.2}
\end{equation*}
$$

This is the key for proving that $\left|K_{n}\left(z ; w_{1}\right)\right|$ attains its maximum on the real axis on $\mathcal{E}_{\rho}$ :
THEOREM 2.1. For any $\rho>1$ and each $n \in \mathbb{N}$, one has

$$
\max _{z \in \mathcal{E}_{\rho}}\left|K_{n}\left(z ; w_{1}\right)\right|=K_{n}\left(\frac{1}{2}\left(\rho+\rho^{-1}\right) ; w_{1}\right)=\frac{4 \pi}{\rho^{n}} \frac{1}{\left(\rho-\rho^{-1}\right)\left(\rho^{n}+\rho^{-n}\right)}
$$

Proof. According to (2.1) one must prove that

$$
\begin{equation*}
\left(a_{2}-\cos 2 \theta\right)\left(a_{2 n}+\cos 2 n \theta\right) \geq\left(a_{2}-1\right)\left(a_{2 n}+1\right), \quad 0 \leq \theta \leq \pi / 2 \tag{2.3}
\end{equation*}
$$

where $a_{j}=a_{j}(\rho)$ (there is symmetry with respect to both coordinate axes). Simple trigonometry will show that (2.3), for $\theta>0$, is equivalent to

$$
\begin{equation*}
a_{2 n}+1-\left(a_{2}-1\right) \frac{\sin ^{2} n \theta}{\sin ^{2} \theta}-2 \sin ^{2} n \theta \geq 0 \tag{2.4}
\end{equation*}
$$

Since $|\sin n \theta / \sin \theta| \leq n$, the left-hand side of (2.4) is greater than

$$
a_{2 n}+1-n^{2}\left(a_{2}-1\right)-2=\left(a_{2}-1\right)\left(\frac{a_{2 n}-1}{a_{2}-1}-n^{2}\right)
$$

which is nonnegative by Lemma 2.1.
For the Chebyshev weight of the second kind, $w(t)=w_{2}(t)$ (with $s=0$ in (1.7)), one finds for $z \in \mathcal{E}_{\rho}$ that

$$
\left|K_{n}\left(z ; w_{2}\right)\right|=\frac{\pi}{\rho^{n+1}}\left[a_{2}(\rho)-\cos 2 \theta\right]^{1 / 2}\left[a_{2 n+2}(\rho)-\cos 2(n+1) \theta\right]^{-1 / 2}, \quad 0 \leq \theta \leq 2 \pi
$$

From this it is rather straightforward to show that the maximum of $\left|K_{n}\left(\cdot ; w_{2}\right)\right|$ on $\mathcal{E}_{\rho}$ is attained on the imaginary axis, i.e., for $\theta=\pi / 2$, if $n$ is odd. If $n$ is even, however, then this is true only for $\rho$ sufficiently large. The precise result is as follows [20]:

THEOREM 2.2. There holds

$$
\begin{equation*}
\max _{z \in \mathcal{E}_{\rho}}\left|K_{n}\left(z ; w_{2}\right)\right|=K_{n}\left(\frac{i}{2}\left(\rho-\rho^{-1}\right) ; w_{2}\right)=\frac{\pi}{\rho^{n+1}} \frac{\rho+\rho^{-1}}{\rho^{n+1}+(-1)^{n} \rho^{-(n+1)}} \tag{2.5}
\end{equation*}
$$

for all $\rho>1$ if $n$ is odd and for all $\rho>\rho_{n+1}$ if $n$ is even, where $\rho_{n+1}$ is the unique root of

$$
\frac{\rho+\rho^{-1}}{\rho^{n+1}+\rho^{-(n+1)}}=\frac{1}{n+1}, \quad \rho>1
$$

The following numerical values of $\rho_{n+1}$ in Table 2.1 show that the ellipse $\mathcal{E}_{\rho}$ has to be quite slim for (2.5) to fail when $n$ is even. Indeed, it can be shown that $\varrho_{n}$ decreases to 1 as $n \rightarrow \infty$.

| Table 2.1 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| The roots $\rho_{n+1}$ |  |  |  |  |  |
| $n$ | 2 | 4 | 8 | 16 | 32 |
| $\rho_{n+1}$ | 1.932 | 1.618 | 1.386 | 1.232 | 1.136 |

Finally, for the Chebyshev weight of the third kind, $w(t)=w_{3}(t)$ (with $s=0$ in (1.7)), an argument similar to the one in the proof of Theorem 2.1 will establish:

THEOREM 2.3. For any $\rho>1$ and each $n \in \mathbb{N}$, there holds

$$
\max _{z \in \mathcal{E}_{\rho}}\left|K_{n}\left(z ; w_{3}\right)\right|=K_{n}\left(\frac{1}{2}\left(\rho+\rho^{-1}\right) ; w_{3}\right)=\frac{2 \pi}{\rho^{n+1 / 2}} \frac{\rho+1}{\rho-1} \frac{1}{\rho^{n+1 / 2}+\rho^{-n-1 / 2}}
$$

The results for the Chebyshev weight of the fourth kind, $w(t)=w_{4}(t)$ (with $s=0$ in (1.7)), are easily deducible from those for $w_{3}(t)$ (with $s=0$ in (1.7)), as $w_{4}(t)=w_{3}(-t)$.

The derivation of adequate bounds for $\left|R_{n}(f)\right|$ based on (1.8) is possible only if good estimates for $\max _{z \in \mathcal{E}_{\rho}}\left|K_{n}(z)\right|$ are available, especially if we know the location of the extremal point $\eta \in \mathcal{E}_{\rho}$ at which $\left|K_{n}\right|$ attains its maximum. In such a case, instead of looking for upper bounds for $\max _{z \in \mathcal{E}_{\rho}}\left|K_{n}(z)\right|$, one can simply try to calculate $\left|K_{n}(\eta, w)\right|$. In general, this may not be an easy task, but in the case of the Gauss-type quadrature formula (1.9), there exist effective algorithms for the calculation of $K_{n}(z)$ at any point $z$ outside [ $-1,1$ ]; see [21].

The approach by Gautschi and Varga [21] (also see [20]) has been applied by Spalević in [86] to anti-Gaussian quadrature formulas (introduced by Laurie [30]) with Chebyshev weight functions (cf. (1.7) with $s=0$ ).

The same approach has been extended by Schira to symmetric weight functions under a monotonicity requirement (either $w(t) \sqrt{1-t^{2}}$ is increasing on $(0,1)$ or $w(t) / \sqrt{1-t^{2}}$ is decreasing on $(0,1)$ ), including certain Gegenbauer weight functions (see [84]). A generalization to the Lobatto case has been carried out by Hunter and Nikolov; see [29].

Schira proved [84, Theorem 3.2(b) on p. 302] that the kernel $K_{n}$ of a Gaussian quadrature rule with respect to a symmetric weight function $w$ on $(-1,1)$ satisfies the following condition: If $w(t) / \sqrt{1-t^{2}}$ is decreasing on $(0,1)$, then

$$
\max _{z \in \mathcal{E}_{\rho}}\left|K_{n}(z)\right|=\left|K_{n}\left(\frac{i}{2}\left(\rho-\rho^{-1}\right)\right)\right| \quad \text { for } \quad \rho \geq \rho_{n}^{*}
$$

where $\rho_{n}^{*}:=1+\sqrt{2}$ if $n \geq 1$ is odd, and if $n \geq 2$ is even, then $\rho_{n}^{*}$ is the greatest zero of

$$
d_{n}(\rho):=\left(\rho-\rho^{-1}\right)^{2}-4-\left(\rho^{2}-\rho^{-2}\right)^{2}\left(\frac{(n+1)^{2}}{\left(\rho^{n+1}-\rho^{-n-1}\right)^{2}}+\frac{(n+3)^{2}}{\left(\rho^{n+3}-\rho^{-n-3}\right)^{2}}\right)
$$

The displayed values for $n$ even in [84, Table 1 on p . 302] suggest that $\rho_{n}^{*}$ rapidly converges to $1+\sqrt{2}(+0)$ as $n$ increases.

In a number of our papers, $w$ represents the classes of Bernstein-Szegő weight functions

$$
\begin{equation*}
w(t) \equiv w_{\alpha, \beta, \delta}^{(\mp 1 / 2)}(t)=\frac{\left(1-t^{2}\right)^{\mp 1 / 2}}{\beta(\beta-2 \alpha) t^{2}+2 \delta(\beta-\alpha) t+\alpha^{2}+\delta^{2}}, \quad t \in(-1,1) \tag{2.6}
\end{equation*}
$$

or

$$
\begin{equation*}
w(t) \equiv w_{\alpha, \beta, \delta}^{(\mp 1 / 2, \pm 1 / 2)}(t)=\frac{(1-t)^{\mp 1 / 2}(1+t)^{ \pm 1 / 2}}{\beta(\beta-2 \alpha) t^{2}+2 \delta(\beta-\alpha) t+\alpha^{2}+\delta^{2}}, \quad t \in(-1,1) \tag{2.7}
\end{equation*}
$$

where $0<\alpha<\beta, \beta \neq 2 \alpha,|\delta|<\beta-\alpha$, whose denominator is an arbitrary polynomial of exact degree 2 that remains positive on $[-1,1]$. The weight functions (2.6) and (2.7) have been studied extensively in [19].

For $\alpha=1, \beta=2 /(1+\gamma), \delta=0$, the weight functions (2.6) reduce to

$$
\begin{equation*}
w(t) \equiv w_{\gamma}^{(\mp 1 / 2)}(t)=\frac{\left(1-t^{2}\right)^{\mp 1 / 2}}{1-\frac{4 \gamma}{(1+\gamma)^{2}} t^{2}}, \quad t \in(-1,1), \quad \gamma \in(-1,0] \tag{2.8}
\end{equation*}
$$

and the weight functions (2.7) to

$$
\begin{equation*}
w(t) \equiv w_{\gamma}^{(\mp 1 / 2, \pm 1 / 2)}(t)=\frac{(1-t)^{\mp 1 / 2}(1+t)^{ \pm 1 / 2}}{1-\frac{4 \gamma}{(1+\gamma)^{2}} t^{2}}, \quad t \in(-1,1), \quad \gamma \in(-1,0] \tag{2.9}
\end{equation*}
$$

Clearly, the four Chebyshev weights are special cases of (2.8), (2.9) with $\gamma=0$.
In [90], in the case of the weight function $w_{\gamma}^{(1 / 2)}(t)$ (cf. (2.8)), sufficient conditions were found to ensure the existence of a $\rho^{*}=\rho_{n}^{*}\left(=\rho^{*}(n, \gamma)\right)$ such that for each $\rho \geq \rho_{n}^{*}$, the kernel
attains its maximum absolute value at the intersection points of the ellipse with the imaginary axis. For this special case, much smaller values for $\rho=\rho_{n}^{*}$ than the ones obtained by Schira (except for $\gamma$ close to 0 and $n$ even) were obtained, especially for large values of $n$. In [77], the case of the more general class of weight functions $w_{\alpha, \beta, \delta}^{(1 / 2)}(t)$ (cf. (2.6)), sufficient conditions are found to ensure the existence of a $\rho^{*}=\rho_{n}^{*}\left(=\rho^{*}(n, \alpha, \beta, \delta)\right)$ such that for each $\rho \geq \rho_{n}^{*}$, the kernel attains its maximum absolute value at the intersection points of the ellipse with either the real or the imaginary axis. This leads to effective error bounds of the corresponding Gauss quadratures. The approach we use in this paper, which differs from the one in [90], ensures that the values $\rho^{*}=\rho_{n}^{*}\left(=\rho^{*}(n, \alpha, \beta, \delta)\right)$ are estimated very precisely. The results obtained in [84] cannot be used here in the general case ( $\delta \neq 0$ ), since the weight function under consideration is not symmetric. Analogous investigations have been carried out for the other weight functions of Bernstein-Szegő type (2.8), (2.9), and (2.6), (2.7), in [92], [87], and [73], [74], respectively. A survey of these methods for all the weight functions (2.8), (2.9) can be found in [88].

In [69] Gaussian quadrature formulae corresponding to some modifications of the four Chebyshev weights $w_{j}(t), j=1,2,3,4$, (cf. (1.7) with $s=0$ ) are considered, i.e., corresponding to the weights

$$
\hat{w}_{j}(t)=\left[\pi_{n}^{(j)}(t)\right]^{2} w_{j}(t), \quad j=1,2,3,4
$$

discussed by Gautschi and Li in [17]. Here $\pi_{n}^{(j)}(t)$ is the corresponding (monic) orthogonal polynomial relative to $w_{j}$. In the case of analytic integrands, the error of these quadrature formulas is represented as a contour integral with a complex kernel. We studied the kernels, on elliptic contours, of the mentioned quadrature formulas and derived effective $L^{\infty}, L^{1}$-error bounds for them as well as error bounds based on expanding the error into a series. In addition, we analysed in a rather simple manner the behavior of the modulus of the corresponding kernels on those ellipses in some cases by [69, Lemma 2.1].

In [51] the remainder term of a Gaussian quadrature formula and its Kronrod extension for analytic functions is represented as a contour integral with a complex kernel. We studied these kernels on elliptic contours for the Chebyshev weight functions of the first, second, and third kinds (cf. (1.7) with $s=0$ ) and derived representations of their differences. Using these representations and following Kronrod's method of obtaining a practical error estimate in numerical integration (see e.g., [68]), we obtained new error estimates for Gaussian quadratures.
3. Error bounds for Gauss-Radau and Gauss-Lobatto quadrature formulas. In [12] Gautschi considered Gauss-Radau quadrature rules

$$
\begin{equation*}
\int_{-1}^{1} f(t) w(t) d t=\sum_{\nu=1}^{n} \lambda_{\nu} f\left(\tau_{\nu}\right)+\lambda_{n+1} f(c)+R_{n}(f) \tag{3.1}
\end{equation*}
$$

where $c=-1$, or $c=1$, and Gauss-Lobatto quadrature rules

$$
\begin{equation*}
\int_{-1}^{1} f(t) w(t) d t=\lambda_{0} f(-1)+\sum_{\nu=1}^{n} \lambda_{\nu} f\left(\tau_{\nu}\right)+\lambda_{n+1} f(1)+R_{n}(f) \tag{3.2}
\end{equation*}
$$

with respect to the four Chebyshev weight functions $w_{j}, j=1,2,3,4$, (cf. (1.7) with $s=0$ ) and derived explicit expressions for the corresponding kernels $K\left(z ; w_{j}\right)$ in terms of the variable $u=\rho e^{i \theta}$. For Gauss-Lobatto quadratures it is proved that $\left|K_{n+2}\left(z ; w_{1}\right)\right|$ attains its maximum on $\mathcal{E}_{\rho}$ on the real axis (cf. [12, Theorem 4.1]). For $w_{2}, w_{3}$, and $w_{4}$, empirical results
and conjectures on the location of the maximum were presented. These conjectures have been proved later by Schira in [83].

For Gauss-Radau quadratures with a fixed node at -1 , Gautschi proved that the corresponding kernels $K_{n+1}(z ; w)$ for the Chebyshev weight functions $w(t)=w_{1}(t)$ and $w(t)=w_{4}(t)$ attains their maximum modulus on $\mathcal{E}_{\rho}$ on the negative real axis (cf. [12, Theorems 4.4 and 4.5]). Milovanović, Spalević, and Pranić [50] proved and confirmed the corresponding empirical results from [12] in the case $w=w_{2}$, and Pejčev and Spalević [76] proved and confirmed the corresponding empirical results from [12] in the cases $w=w_{3}$ and $w=w_{4}$.

For Gauss-Radau and Gauss-Lobatto quadrature formulae with multiple end points with a Chebyshev weight function (see (1.7), with $s=0$ ) and for integrands analytic on ellipses, the explicit expression for the corresponding kernels are derived by Gautschi and Li in [16]. We determined the locations on the ellipses where the maximum modulus of the kernel is attained. The obtained values confirmed in part the corresponding conjectured values given by Gautschi and Li [16]. We have performed for those cases a more detailed numerical study. The effective error bounds for those quadrature formulas are derived in [32, 33, 75].

Without loss of generality, we consider the Gauss-Radau quadrature formula (3.1) for the (nonnegative) weight function $w$ on the interval $[-1,1]$ and an additional node $c=-1$, where $\tau_{\nu}$ are the zeros of the $n$th degree (monic) orthogonal polynomial $\pi_{n}^{R}(\cdot)=\pi_{n}^{R}\left(\cdot ; w^{R}\right)$ relative to the weight function $w^{R}(t)=(1+t) w(t)$. It is well known that formula (3.1) has all weights positive and precise degree of exactness $d=2 n$, i.e., $R_{n}(f)=0$ for all $f \in \mathcal{P}_{2 n}$, where $\mathcal{P}_{2 n}$ represents the set of all polynomials of degree less than or equal to $2 n$.

In the paper [80], $w$ is one of the four weight functions of Bernstein-Szegő type (2.8) or (2.9). For analytic functions, the remainder term of this quadrature formula can be represented as a contour integral with a complex kernel as in (1.2). We study the kernel on elliptic contours (1.6) for the given quadrature formula. Starting from the explicit expression of the kernel, we determine the locations on the ellipses where the maximum modulus of the kernel is attained. So we derive effective error bounds of the form (1.3) for this quadrature formula. An alternative approach, which initiated this research, has been proposed by S. Notaris [65]. The kernel is given by

$$
K_{n}(z) \equiv K_{n}^{R}(z ; w)=\frac{\varrho_{n}^{R}(z)}{(1+z) \pi_{n}^{R}(z)}, \quad z \notin[-1,1]
$$

where

$$
\varrho_{n}(z) \equiv \varrho_{n, w}^{R}(z)=\int_{-1}^{1} \frac{\pi_{n}^{R}(t)}{z-t} w^{R}(t) d t
$$

In the case of $w=w_{\gamma}^{(-1 / 2)}$, we have (cf. [65, p. 4])

$$
\varrho_{n}^{(-1 / 2)}(z)=\int_{-1}^{1} \frac{\pi_{n}^{(-1 / 2,1 / 2)}(t)}{z-t} w_{\gamma}^{(-1 / 2,1 / 2)}(t) d t
$$

and

$$
K_{n}^{(-1 / 2)}(z)=\frac{\varrho_{n}^{(-1 / 2)}(z)}{(1+z) \pi_{n}^{(-1 / 2,1 / 2)}(z)}
$$

where

$$
\pi_{1}^{(-1 / 2,1 / 2)}(z)=z-\frac{1+\gamma}{2}, \quad \pi_{n}^{(-1 / 2,1 / 2)}(z) \quad=\frac{1}{2^{n}}\left[V_{n}(z)-\gamma V_{n-2}(z)\right] \quad(n \geq 2)
$$

and $V_{n}(\cos \theta)=\cos ((n+1 / 2) \theta) / \cos (\theta / 2)$ is the Chebyshev polynomial of the third kind. Referring to equation (2.3) from [87], upon division by $1+z$ with $z=\left(\xi+\xi^{-1}\right) / 2$, we directly get the explicit expression for $K_{n}^{(-1 / 2)}(z)$.

In the case of $w=w_{\gamma}^{(1 / 2)}$, we have

$$
\varrho_{n}^{(1 / 2)}(z)=\int_{-1}^{1} \frac{(1+t) \pi_{n}^{(1 / 2)^{R}}(t)}{z-t} w_{\gamma}^{(1 / 2)}(t) d t
$$

We know (see e.g., [65, pp. 7-8]) that

$$
(1+t) \pi_{n}^{(1 / 2)^{R}}(t)=\pi_{n+1}^{(1 / 2)}(t)-\frac{\pi_{n+1}^{(1 / 2)}(-1)}{\pi_{n}^{(1 / 2)}(-1)} \pi_{n}^{(1 / 2)}(t), \quad n \in \mathbb{N},
$$

where

$$
\pi_{n}^{(1 / 2)}(-1)=\frac{(-1)^{n}}{2^{n}}[n+1-\gamma(n-1)], \quad n \in \mathbb{N}
$$

and

$$
\pi_{n}^{(1 / 2)}(t)=\frac{1}{2^{n}}\left[U_{n}(t)-\gamma U_{n-2}(t)\right], \quad n \in \mathbb{N}
$$

Here $U_{n}(\cos \theta)=\sin ((n+1) \theta) / \sin \theta$ is the Chebyshev polynomial of the second kind. For the formulas for the polynomials $\pi_{n}^{(-1 / 2,1 / 2)}, \pi_{1}^{(-1 / 2,1 / 2)}$, and $\pi_{n}^{(1 / 2)}$; see [19, Eqs. (3.10), $(3.10)^{1}$, (3.9), with $\alpha=1, \beta=2 /(1+\gamma)$ and $\left.\delta=0\right]$. Therefore for $n \in \mathbb{N}$, we have

$$
\begin{aligned}
(1+t) \pi_{n}^{(1 / 2)^{R}}(t) & =\pi_{n+1}^{(1 / 2)}(t)+\frac{1}{2} \cdot \frac{n+2-n \gamma}{n+1-(n-1) \gamma} \pi_{n}^{(1 / 2)}(t) \\
& =\frac{1}{2^{n+1}}\left[U_{n+1}(t)-\gamma U_{n-1}(t)+\frac{n+2-n \gamma}{n+1-(n-1) \gamma}\left(U_{n}(t)-\gamma U_{n-2}(t)\right)\right]
\end{aligned}
$$

Then the explicit expression for $K_{n}^{(1 / 2)}(z)$ follows by the results from [90] and the well-known fact that (see e.g., [21, p. 8])

$$
\int_{-1}^{1} \frac{U_{n}(t)}{z-t} \sqrt{1-t^{2}} d t=\int_{0}^{\pi} \frac{\sin (n+1) \theta \sin \theta}{z-\cos \theta} d \theta=\frac{\pi}{\xi^{n+1}}, \quad z=\frac{1}{2}\left(\xi+\xi^{-1}\right)
$$

Similarly, in the case of $w=w_{\gamma}^{(-1 / 2,1 / 2)}$, we have

$$
\varrho_{n}^{(-1 / 2,1 / 2)}(z)=\int_{-1}^{1} \frac{(1+t) \pi_{n}^{(-1 / 2,1 / 2)^{R}}(t)}{z-t} w_{\gamma}^{(-1 / 2,1 / 2)}(t) d t
$$

where (see [65, p. 13])

$$
(1+t) \pi_{n}^{(-1 / 2,1 / 2)^{R}}(t)=\pi_{n+1}^{(-1 / 2,1 / 2)}(t)+\frac{1}{2} \cdot \frac{2 n+3-(2 n-1) \gamma}{2 n+1-(2 n-3) \gamma} \pi_{n}^{(-1 / 2,1 / 2)}(t)
$$

Then the explicit expression for $K_{n}^{(-1 / 2,1 / 2)}(z)$ follows by results from [87] and the wellknown fact that (see e.g., [21, p. 9])

$$
\int_{-1}^{1} \frac{V_{n}(t)}{z-t} \sqrt{\frac{1+t}{1-t}} d t=\int_{0}^{\pi} \frac{2 \cos \left(n+\frac{1}{2}\right) \theta \cos \frac{\theta}{2}}{z-\cos \theta} d \theta=\frac{2 \pi(\xi+1)}{\left(\xi-\xi^{-1}\right) \xi^{n+1}}, \quad z=\frac{1}{2}\left(\xi+\xi^{-1}\right)
$$



FIG. 3.1. The graphs of the modulus of the kernel $\left|K_{n}^{(1 / 2)}(z)\right|$ for $\gamma=-0.5, n=10$ and $\rho=20$ (left) and $\rho=50$ (right), respectively.

Finally, in the case of $w=w_{\gamma}^{(1 / 2,-1 / 2)}$, we have

$$
(1+t) w_{\gamma}^{(1 / 2,-1 / 2)}(t)=w_{\gamma}^{(1 / 2)}(t), \quad t \in[-1,1]
$$

so the explicit expression for $K_{n}^{(1 / 2,-1 / 2)}(z)$ follows by equations (2.2) and (2.4) from [90].
REMARK 3.1. Clearly, by substituting $t:=-t$, the quadrature formula

$$
\begin{align*}
\int_{-1}^{1} f(t) w_{\gamma}^{(-1 / 2,1 / 2)}(t) d t=\sum_{\nu=1}^{n} & \lambda_{\nu}^{(-1 / 2,1 / 2)} f\left(\tau_{\nu}^{(-1 / 2,1 / 2)}\right)  \tag{3.3}\\
& +\lambda_{n+1}^{(-1 / 2,1 / 2)} f(1)+R_{n}^{(-1 / 2,1 / 2)}(f)
\end{align*}
$$

with the fixed node -1 (instead of 1 ) reduces to the quadrature formula

$$
\begin{align*}
\int_{-1}^{1} f(t) w_{\gamma}^{(1 / 2,-1 / 2)}(t) d t=\sum_{\nu=1}^{n} & \lambda_{\nu}^{(1 / 2,-1 / 2)} f\left(\tau_{\nu}^{(1 / 2,-1 / 2)}\right)  \tag{3.4}\\
& +\lambda_{n+1}^{(1 / 2,-1 / 2)} f(-1)+R_{n}^{(1 / 2,-1 / 2)}(f)
\end{align*}
$$

and vice versa, the quadrature formula (3.4) with the fixed node +1 (instead of -1 ) reduces to the quadrature formula (3.3).

It turns out that, assuming that $\rho$ is large enough, say $\rho>\rho^{*}=\rho^{*}(n, \gamma)$, the moduli of all the four kernels attain their maxima on a coordinate axis. This observation is formalized by the remark at the end of this section. The smallest such $\rho^{*}$ tends to be close to 1 . An exception is the case of $w=w_{\gamma}^{(1 / 2)}$, when $\rho^{*}$ can become greater than 50 . The graphs of the modulus of the corresponding kernel $\left|K_{10}^{(1 / 2)}\right|$ for some values of $\rho$ are displayed in Figure 3.1.

Consider the integral

$$
I(f)=\int_{-1}^{1} f(t) w(t) d t
$$

with the four Chebyshev weights and the integrand $f(t)=f_{1}(t)=\frac{t^{4}}{\omega^{2}-t^{2}}$ (for some $\omega>1$ ) from [65]. Numerical experiments showed that, although the ellipse becomes almost circlelike for the corresponding $\rho^{*}$, the estimate can still be satisfactory as long as the integrand is analytic somewhere beyond $\rho^{*}$. Since

$$
\max _{z \in \mathcal{E}_{\rho}}\left|\frac{z^{4}}{\omega^{2}-z^{2}}\right|=\frac{a_{1}^{4}}{\omega^{2}-a_{1}^{2}}
$$

the maximum of the modulus of this function is attained at $\theta=0$. The obtained estimate is compared with the corresponding analogous estimates in equations (4.1) and (4.2), respectively, derived in [65], which are denoted by the superscript (Not), and the actual error bounds, which are denoted by Error; see the Tables 3.1 and 3.2.

TABLE 3.1
The values of $\hat{r}_{1}^{(N o t)}\left(f_{1}\right), \hat{r}_{2}^{(N o t)}\left(f_{1}\right), r\left(f_{1}\right)$, and Error for some $n, \gamma \in(-1,0)$, and $\omega$ in the case of the weight function $w_{\gamma}^{(1 / 2)}$.

| $n, \gamma, \omega$ | $\hat{r}_{1}^{(\mathrm{Not})}\left(f_{1}\right)$ | $\hat{r}_{2}^{(\mathrm{Not})}\left(f_{1}\right)$ | $r\left(f_{1}\right)$ | Error |
| :---: | :---: | :---: | :---: | :---: |
| $2,-0.91,6$ | $1.54(-6)$ | $8.68(-6)$ | $1.19(-5)$ | $1.95(-7)$ |
| $3,-0.7,8.5$ | $1.38(-8)$ | $1.90(-7)$ | $2.15(-7)$ | $1.10(-9)$ |
| $5,-0.5,12$ | $1.54(-14)$ | $4.98(-13)$ | $5.30(-13)$ | $6.49(-16)$ |
| $5,-0.3,8$ | $1.75(-12)$ | $3.88(-12)$ | $4.41(-11)$ | $7.25(-14)$ |
| $10,-0.1,15$ | $1.11(-29)$ | $7.55(-28)$ | $7.87(-28)$ | $1.81(-31)$ |
| $3,-0.1,3$ | $6.42(-5)$ | $4.37(-4)$ | $9.46(-4)$ | $5.31(-6)$ |
| $12,-0.05,15$ | $1.64(-35)$ | $1.26(-33)$ | $1.31(-33)$ | $2.08(-37)$ |

TABLE 3.2
The values of $\hat{r}_{1}^{(N o t)}\left(f_{1}\right), \hat{r}_{2}^{(N o t)}\left(f_{1}\right), r\left(f_{1}\right)$, and Error for some $n, \gamma \in(-1,0)$, and $\omega$ in the case of the weight function $w_{\gamma}^{(-1 / 2,1 / 2)}$.

| $n, \gamma, \omega$ | $\hat{r}_{1}^{(\mathrm{Not})}\left(f_{1}\right)$ | $\hat{r}_{2}^{(\mathrm{Not})}\left(f_{1}\right)$ | $r\left(f_{1}\right)$ | Error |
| :---: | :---: | :---: | :---: | :---: |
| $10,-0.89,3$ | $4.26(-17)$ | $1.13(-15)$ | $9.48(-16)$ | $9.86(-18)$ |
| $8,-0.75,5$ | $7.15(-17)$ | $1.55(-15)$ | $1.39(-15)$ | $1.18(-17)$ |
| $30,-0.6,8$ | $1.59(-72)$ | $1.34(-70)$ | $1.26(-70)$ | $1.82(-73)$ |
| $15,-0.5,6$ | $1.45(-32)$ | $6.00(-31)$ | $5.50(-31)$ | $2.08(-33)$ |
| $4,-0.3,10$ | $1.95(-10)$ | $3.46(-9)$ | $3.24(-9)$ | $3.00(-11)$ |
| $10,-0.1,11$ | $1.42(-26)$ | $6.11(-25)$ | $7.11(-25)$ | $1.89(-27)$ |

Analogous results are obtained for the Gauss-Lobatto quadrature formula (3.2) with one of the four weight functions of Bernstein-Szegő type (2.8) and (2.9); see [55]. An alternative approach, which has initiated this research, has been proposed by S. Notaris [59].
4. Error bounds for Gauss-Kronrod quadrature formulas. Let us consider in this section the Gauss-Kronrod quadrature formula for the (nonnegative) weight function $w$ on the interval $[-1,1]$ :

$$
\begin{equation*}
\int_{-1}^{1} f(t) w(t) d t=Q_{n}[f]+R_{n}(f), \quad Q_{n}[f]=\sum_{\nu=1}^{n} \sigma_{\nu} f\left(\tau_{\nu}\right)+\sum_{\mu=1}^{n+1} \sigma_{\mu}^{*} f\left(\tau_{\mu}^{*}\right) \tag{4.1}
\end{equation*}
$$

where $\tau_{\nu}$ are the zeros of the $n$-th degree (monic) orthogonal polynomial $\pi_{n}(\cdot)$ relative to the weight function $w$, i.e., $\tau_{\nu}$ are the nodes of the corresponding $n$-point Gaussian-type quadrature formula $G_{n}$ relative to the weight function $w$,

$$
G_{n}[f]=\sum_{\nu=1}^{n} \lambda_{\nu} f\left(\tau_{\nu}\right)
$$

which has the algebraic degree of precision $2 n-1$. The nodes $\tau_{\mu}^{*}$ and all weights $\sigma_{\nu}, \sigma_{\mu}^{*}$ are chosen such that formula (4.1) has maximum degree of precision at least $3 n+1$, i.e.,
$R_{n}(f)=0$ for all $f \in \mathcal{P}_{3 n+1}$. It is known that the $\tau_{\mu}^{*}$ are zeros of a (monic) polynomial $\pi_{n+1}^{*}(\cdot ; w)$ of degree $n+1$ called the Stieltjes polynomial, which satisfies the orthogonality condition

$$
\int_{-1}^{1} \pi_{n+1}^{*}(t) \pi_{n}(t) t^{k} w(t) d t=0, \quad k=0,1, \ldots, n
$$

In the paper [9], which has been initiated by the alternative approach proposed by S. Notaris [61], the weight function is again one of the four Bernstein-Szegő weight functions (2.8), (2.9). Let the corresponding (monic) orthogonal polynomials and Stieltjes polynomials relative to the weight functions (2.8), (2.9) be denoted by

$$
\begin{aligned}
& \pi_{n}^{(\mp 1 / 2)}(\cdot)=\pi_{n}\left(\cdot ; w^{(\mp 1 / 2)}\right), \quad \pi_{n}^{(\mp 1 / 2, \pm 1 / 2)}(\cdot)=\pi_{n}\left(\cdot ; w^{(\mp 1 / 2, \pm 1 / 2)}\right), \\
& \pi_{n+1}^{*(\mp 1 / 2)}(\cdot)=\pi_{n+1}^{*}\left(\cdot ; w^{(\mp 1 / 2)}\right), \quad \pi_{n+1}^{*(\mp 1 / 2, \pm 1 / 2)}(\cdot)=\pi_{n+1}^{*}\left(\cdot ; w^{(\mp 1 / 2, \pm 1 / 2)}\right),
\end{aligned}
$$

respectively. The kernel is given by

$$
K_{n}(z) \equiv K_{n}^{G K}(z ; w)=\frac{\varrho_{n}(z)}{\pi_{n}(z) \pi_{n+1}^{*}(z)}, \quad z \notin[-1,1]
$$

where

$$
\varrho_{n}(z) \equiv \varrho_{n, w}^{G K}(z)=\int_{-1}^{1} \frac{\pi_{n}(t) \pi_{n+1}^{*}(t)}{z-t} w(t) d t
$$

In the case of $w_{\gamma}^{(-1 / 2)}$, by [61], for $n \geq 4$, we have

$$
\pi_{n}^{(-1 / 2)}(t) \pi_{n+1}^{*(-1 / 2)}(t)=\left(t^{2}-1\right)\left[\pi_{2 n-1}^{(1 / 2)}(t)-\frac{\gamma}{4} \pi_{2 n-3}^{(1 / 2)}(t)\right]
$$

and

$$
\pi_{n}^{(1 / 2)}(t)=\frac{1}{2^{n}}\left[U_{n}(t)-\gamma U_{n-2}(t)\right], \quad U_{n}(\cos \theta)=\sin (n+1) \theta / \sin \theta
$$

Combining these equalities one obtains

$$
K_{n}^{(-1 / 2)}(z)=-\frac{(1+\gamma)^{2}}{2^{2 n+1} \gamma \pi_{n}^{(-1 / 2)}(z) \pi_{n+1}^{*(-1 / 2)}(z)}\left(A_{2 n-1}-2 \gamma A_{2 n-3}+\gamma^{2} A_{2 n-5}\right)
$$

where

$$
A_{k}=A_{k}(z)=\int_{-1}^{1} \frac{U_{k}(t) \sqrt{1-t^{2}}}{(z-t)\left(t^{2}-\frac{(1+\gamma)^{2}}{4 \gamma}\right)} d t= \begin{cases}\pi \frac{\left(z-\sqrt{z^{2}-1}\right)^{k+1}-\gamma^{\frac{k+1}{2}}}{z^{2}-\frac{(1+\gamma)^{2}}{4 \gamma}}, & k \text { odd } \\ \pi \frac{\left(z-\sqrt{z^{2}-1}\right)^{k+1}-\frac{2 z}{1+\gamma} \gamma^{\frac{k+2}{2}}}{z^{2}-\frac{(1+\gamma)^{2}}{4 \gamma}}, & k \text { even }\end{cases}
$$

which gives us the explicit expression for $K_{n}^{(-1 / 2)}(z)$.
Similarly, in the case of $w_{\gamma}^{(1 / 2)}$, for $n \geq 2$, we obtain

$$
K_{n}^{(1 / 2)}(z)=-\frac{(1+\gamma)^{2}}{2^{2 n+3} \gamma \pi_{n}^{(1 / 2)}(z) \pi_{n+1}^{*(1 / 2)}(z)}\left(A_{2 n+1}-2 \gamma A_{2 n-1}+\gamma^{2} A_{2 n-3}\right)
$$

whereas in the case of $w_{\gamma}^{( \pm 1 / 2, \mp 1 / 2)}$, for $n \geq 3$, we obtain

$$
K_{n}^{( \pm 1 / 2, \mp 1 / 2)}(z)=\mp \frac{(1+\gamma)^{2}\left(A_{2 n}-2 \gamma A_{2 n-2}+\gamma^{2} A_{2 n-4}\right)}{2^{2 n+2} \gamma \pi_{n}^{( \pm 1 / 2, \mp 1 / 2)}(z) \pi_{n+1}^{*( \pm 1 / 2, \mp 1 / 2)}(z)}
$$

As was the case with the Gauss-Radau formulas, the maximum point of the modulus of the kernel eventually (i.e., whenever $\rho>\rho^{*}=\rho^{*}(n, \gamma)$ ) stabilizes at one of the coordinate axes. The smallest such values of $\rho^{*}$ appear to be close to 1 for all $\gamma \in(-1,0)$ in the case of the weight functions $w_{\gamma}^{(-1 / 2)}$ and $w_{\gamma}^{(\mp 1 / 2, \pm 1 / 2)}$ and smaller than 2 in the case of $w_{\gamma}^{(1 / 2)}$.

In the case of the function $f_{2}(t)=\frac{\cos t}{\alpha^{2}+t^{2}}$ from [61, Example 4.2], we have

$$
\max _{z \in \mathcal{E}_{\rho}}\left|f_{2}(z)\right|=\frac{\cosh b_{1}}{\alpha^{2}-b_{1}^{2}}, \quad b_{1}=\frac{1}{2}\left(\rho-\rho^{-1}\right)
$$

so we must have $b_{1}<\alpha$, i.e., $\rho<\alpha+\sqrt{\alpha^{2}+1}=\rho_{\max }$. The values of the corresponding bounds are compared in Table 4.1.

TABLE 4.1
Comparison of the values $r\left(f_{2}\right)$ in the case of the weight function $w_{\gamma}^{(1 / 2)}$ with the corresponding values from Table 3 in [61].

| $n, \alpha$ | Bound (4.6) from [61] | Bound (4.7) from [61] | $r\left(f_{2}\right)$ | Error |
| :---: | :---: | :---: | :---: | :---: |
| $5,0.75$ | - | - | $1.136(-5)$ | $1.984(-7)$ |
| $10,0.75$ | - | - | $2.129(-11)$ | $1.892(-13)$ |
| $15,0.75$ | - | - | $3.028(-17)$ | $1.805(-19)$ |
| $20,0.75$ | - | - | $3.839(-23)$ | $1.721(-25)$ |
| $5,1.5$ | $1.421(-9)$ | $5.378(-8)$ | $2.425(-10)$ | $3.926(-12)$ |
| $10,1.5$ | $6.210(-18)$ | $4.613(-16)$ | $2.040(-20)$ | $1.646(-22)$ |
| $15,1.5$ | $2.714(-26)$ | $3.006(-24)$ | $1.284(-30)$ | $6.898(-33)$ |
| $20,1.5$ | $1.186(-34)$ | $1.746(-32)$ | $7.184(-41)$ | $2.892(-43)$ |
| $5,3.0$ | $1.166(-16)$ | $3.114(-15)$ | $8.594(-16)$ | $2.846(-17)$ |
| $10,3.0$ | $5.696(-32)$ | $3.160(-30)$ | $2.896(-31)$ | $4.564(-33)$ |
| $15,3.0$ | $2.783(-47)$ | $2.346(-45)$ | $7.083(-47)$ | $7.320(-49)$ |
| $20,3.0$ | $1.360(-62)$ | $1.538(-60)$ | $1.527(-62)$ | $1.174(-64)$ |
| $5,6.0$ | $3.226(-22)$ | $6.822(-21)$ | $4.928(-21)$ | $2.270(-22)$ |
| $10,6.0$ | $9.684(-44)$ | $4.704(-42)$ | $2.591(-42)$ | $5.160(-44)$ |
| $15,6.0$ | $2.907(-65)$ | $2.212(-63)$ | $9.245(-64)$ | $1.173(-65)$ |
| $20,6.0$ | $8.724(-87)$ | $9.042(-85)$ | $2.865(-85)$ | $2.667(-87)$ |

REMARK 4.1. Throughout the last two sections of this paper, we claim that the argument $\theta$ of the extremum point of a kernel eventually (that is, if $\rho$ is large enough, e.g., $\rho \geq \rho^{*}$ ) stabilizes. Although statements of this kind are clearly false in general, in our cases they are justified by a simple principle that is presented below.

We start with a standard lemma.
LEMMA 4.1. Let $P(x, y)=\sum_{i=0}^{n} p_{i}(y) x^{n-i}$ be a continuous function in two variables that is a polynomial in $x$, and assume that $P(x, c) \equiv 0$. If $p_{0}(y)>0$ for $y \in[a, b] \backslash\{c\}$ and, for each $i=1, \ldots, n$, we have $p_{i}(y)=O\left(p_{0}(y)\right)$ for $y$ in a neighborhood of $c$, then there is a constant $M$ such that $P(x, y) \geq 0$ whenever $x \geq M$ and $a \leq y \leq b$.

Proof. By the hypothesis, there is a constant $M>1$ such that $\left|p_{i}(y)\right| \leq(M-1) p_{0}(y)$ for each $y \in[a, b] \backslash\{c\}$. It follows that

$$
\begin{aligned}
P(x, y) & \geq p_{0}(y) x^{n}-(M-1) \sum_{i=1}^{n} p_{0}(y) x^{n-i} \\
& >p_{0}(y) x^{n}\left(1-\sum_{i=1}^{\infty} \frac{M-1}{x^{i}}\right)=p_{0}(y) x^{n}\left(1-\frac{M-1}{x-1}\right) \geq 0
\end{aligned}
$$

for all $x \geq M$ and $a \leq y \leq b$.
THEOREM 4.1. Let $Q(\rho, \theta)=\sum_{i=0}^{n} q_{i}(\theta) \rho^{n-i}$ and $R(\rho, \theta)=\sum_{i=0}^{m} r_{i}(\theta) \rho^{m-i}$ be continuous functions in two variables that are polynomials in $\rho$. Assume that $R(\rho, \theta)>0$ in the entire region $\rho>K$, and consider the function $f(\rho, \theta)=\frac{Q(\rho, \theta)}{R(\rho, \theta)}$. If
(i) $p_{0}(\theta)=q_{0}\left(\theta_{0}\right) r_{0}(\theta)-q_{0}(\theta) r_{0}\left(\theta_{0}\right)>0$, for $\theta \in[\alpha, \beta] \backslash\left\{\theta_{0}\right\}$, and
(ii) $q_{i}(\theta)-q_{i}\left(\theta_{0}\right)=O\left(p_{0}(\theta)\right)$ and $r_{i}(\theta)-r_{i}\left(\theta_{0}\right)=O\left(p_{0}(\theta)\right)$, for $\theta$ in a neighborhood of $\theta_{0}$ and for each $i=1, \ldots, n$,
then there is a constant $\rho^{*}$ such that for each $\rho \geq \rho^{*}$, we have $\max _{\alpha \leq \theta \leq \beta} f(\rho, \theta)=f\left(\rho, \theta_{0}\right)$.
Proof. Since $f\left(\rho, \theta_{0}\right)-f(\rho, \theta)=\frac{P(\rho, \theta)}{R(\rho, \theta) R\left(\rho, \theta_{0}\right)}$, where

$$
P(\rho, \theta)=Q\left(\rho, \theta_{0}\right) R(\rho, \theta)-Q(\rho, \theta) R\left(\rho, \theta_{0}\right)
$$

it suffices to prove that $P(\rho, \theta)$ is positive for all $\theta \neq \theta_{0}$, whenever $\rho$ is large enough.
The statement will follow from Lemma 4.1 applied to $P(\rho, \theta)$, so it suffices to verify the conditions of the lemma. Indeed, the leading coefficient of $P$ is $p_{0}(\theta)>0$, whereas the coefficient of $\rho^{m+n-k}$ is

$$
\begin{aligned}
p_{k}(\theta) & =\sum_{i+j=k}\left[q_{i}\left(\theta_{0}\right) r_{j}(\theta)-r_{j}\left(\theta_{0}\right) q_{i}(\theta)\right] \\
& =\sum_{i+j=k}\left[q_{i}\left(\theta_{0}\right)\left(r_{j}(\theta)-r_{j}\left(\theta_{0}\right)\right)-r_{j}\left(\theta_{0}\right)\left(q_{i}(\theta)-q_{i}\left(\theta_{0}\right)\right)\right]=O\left(p_{0}(\theta)\right)
\end{aligned}
$$

for $\theta$ in a neighborhood of $\theta_{0}$, and hence the proof is complete.
EXAMPLE 4.2. In [9, Theorem 1], setting $\theta_{0}=0$, we have $p_{0}(\theta)=(1-\cos 2 \theta) \gamma^{5}\left(3 \gamma^{2}+\right.$ $y-1)>0$ if $\frac{-1-\sqrt{13}}{6}<\gamma<0$, so the condition (i) is fulfilled. Moreover, all the coefficients $q_{i}(\theta)-q_{i}(0)$ and $r_{i}(\theta)-r_{i}(0)$ are polynomials in $1-\cos 2 \theta$ and are thus $O(1-\cos 2 \theta)$, as $\theta \rightarrow 0$, so the condition (ii) is fulfilled as well. The other cases and theorems in this paper are verified in the same manner.
5. Error bounds for Gauss-Turán quadratures for analytic functions-a general method. Let $d \mu(t)=w(t) d t$ be a nonnegative measure (distribution) supported on the interval $(-1,1)$, where $w$ is an integrable weight function on this interval. We consider the Gauss-Turán quadrature formulas with multiple nodes:

$$
\begin{equation*}
\int_{-1}^{1} f(t) d \mu(t)=Q_{n, s}[f]+R_{n, s}(f), \quad Q_{n, s}[f]=\sum_{\nu=1}^{n} \sum_{i=0}^{2 s} A_{i, \nu} f^{(i)}\left(\tau_{\nu}\right) \tag{5.1}
\end{equation*}
$$

Quadrature formulas with multiple nodes appeared more than 100 years after the renowned Gaussian quadratures. A well-known subclass thereof are the Gauss-Turán quadrature formulas with all nodes having the same multiplicity; see [94].

In [89], following an approach of von Sydow [95] and de la Calle Ysern [7] (see also [8]) for Gaussian and rational quadrature formulas, respectively, we presented a computable upper
bound for the error which is valid for a broad range of Gauss-Turán quadrature formulas with arbitrary weight functions.

Since $\mathcal{E}_{\rho}(\rho>1)$ given by (1.6) shrinks to the interval $[-1,1]$ as $\rho$ tends to $1+$, there is a maximal parameter $\rho_{\max }$ such that $f$ is analytic inside $\mathcal{E}_{\rho}$ whenever $1<\rho<\rho_{\max }$. The contour integral representation then reads

$$
\begin{equation*}
R_{n, s}(f)=\frac{1}{2 \pi i} \oint_{\mathcal{E}_{\rho}} K_{n ; s}(z) f(z) d z, \quad 1<\rho<\rho_{\max } \tag{5.2}
\end{equation*}
$$

where the kernel $K_{n ; s}$ is given by

$$
\begin{aligned}
K_{n, s}(z) & =R_{n, s}\left(\frac{1}{z-\cdot}\right)=\int_{-1}^{1} \frac{1}{z-t} d \mu(t)-\sum_{\nu=1}^{n} \sum_{i=0}^{2 s} \frac{i!A_{i, \nu}}{\left(z-\tau_{\nu}\right)^{i+1}} \\
& =\int_{-1}^{1} \frac{1}{z-t} d \mu(t)-\sum_{\nu=1}^{n} \frac{A_{0, \nu}}{z-\tau_{\nu}}-\sum_{\nu=1}^{n} \sum_{i=1}^{2 s} \frac{i!A_{i, \nu}}{\left(z-\tau_{\nu}\right)^{i+1}} .
\end{aligned}
$$

From (5.1), for an arbitrary polynomial $S_{2 n(s+1)-1} \in \mathcal{P}_{2 n(s+1)-1}$, we get

$$
\begin{aligned}
R_{n, s}(f) & =\int_{-1}^{1} f(t) d \mu(t)-Q_{n, s}[f] \\
& =\int_{-1}^{1}\left[f(t)-S_{2 n(s+1)-1}(t)\right] d \mu(t)+Q_{n, s}\left[S_{2 n(s+1)-1}-f\right]
\end{aligned}
$$

Taking $f(t)=1 /(z-t)\left(z \in \mathcal{E}_{\rho}, t \in[-1,1]\right)$, the above formula gives us the upper bounds

$$
\begin{align*}
\left|R_{n, s}\left(\frac{1}{z-t}\right)\right| \leq \int_{-1}^{1} & \left|\frac{1}{z-t}-S_{2 n(s+1)-1}(t)\right| d \mu(t) \\
& +\sum_{\nu=1}^{n} A_{0, \nu}\left|\frac{1}{z-\tau_{\nu}}-S_{2 n(s+1)-1}\left(\tau_{\nu}\right)\right|  \tag{5.3}\\
& +\left|\sum_{\nu=1}^{n} \sum_{i=1}^{2 s} A_{i, \nu} \cdot\left(\frac{i!}{\left(z-\tau_{\nu}\right)^{i+1}}-S_{2 n(s+1)-1}^{(i)}\left(\tau_{\nu}\right)\right)\right|
\end{align*}
$$

and

$$
\begin{align*}
\left|R_{n, s}\left(\frac{1}{z-t}\right)\right| \leq \int_{-1}^{1} & \left|\frac{1}{z-t}-S_{2 n(s+1)-1}(t)\right| d \mu(t) \\
& +\sum_{\nu=1}^{n} A_{0, \nu}\left|\frac{1}{z-\tau_{\nu}}-S_{2 n(s+1)-1}\left(\tau_{\nu}\right)\right|  \tag{5.4}\\
& +\sum_{\nu=1}^{n} \sum_{i=1}^{2 s}\left|A_{i, \nu}\right| \cdot\left|\frac{i!}{\left(z-\tau_{\nu}\right)^{i+1}}-S_{2 n(s+1)-1}^{(i)}\left(\tau_{\nu}\right)\right| .
\end{align*}
$$

Here we used the fact that the weights $A_{0, \nu}$ are non-negative; see e.g., [71, p. 103].
Let us denote by $\tilde{S}_{2 n(s+1)-1}$ the best min-max polynomial approximation of the function $1 /(z-t)$ on the interval $[-1,1]$, i.e.,

$$
\begin{aligned}
\max _{t \in[-1,1]}\left|\frac{1}{z-t}-\tilde{S}_{2 n(s+1)-1}(t)\right| & =\min _{S \in \mathcal{P}_{2 n(s+1)-1}} \max _{t \in[-1,1]}\left|\frac{1}{z-t}-S(t)\right| \\
& =\widetilde{\mathcal{E}}_{2 n(s+1)-1}\left(\frac{1}{z-t}\right) .
\end{aligned}
$$

From (5.4) we get

$$
\begin{align*}
\left|R_{n, s}\left(\frac{1}{z-t}\right)\right| \leq 2 & \mu_{0} \cdot \widetilde{\mathcal{E}}_{2 n(s+1)-1}\left(\frac{1}{z-t}\right) \\
& +\sum_{\nu=1}^{n} \sum_{i=1}^{2 s}\left|A_{i, \nu}\right| \cdot\left|\frac{i!}{\left(z-\tau_{\nu}\right)^{i+1}}-\tilde{S}_{2 n(s+1)-1}^{(i)}\left(\tau_{\nu}\right)\right| \tag{5.5}
\end{align*}
$$

where $\mu_{0}=\int_{-1}^{1} d \mu(t)$. Let us define

$$
\Phi_{0,2 n(s+1)-1}(t)=\frac{1}{z-t}-\tilde{S}_{2 n(s+1)-1}(t)
$$

It is well known (cf. [95], [1]) that

$$
\begin{equation*}
\Phi_{0,2 n(s+1)-1}(t) \equiv G(v)=\frac{M}{2}\left(v^{2 n(s+1)-1} \cdot \frac{\bar{\alpha}-v}{1-\alpha v}+v^{-2 n(s+1)+1} \cdot \frac{1-\bar{\alpha} v}{\alpha-v}\right) \tag{5.6}
\end{equation*}
$$

with

$$
|M|=\widetilde{\mathcal{E}}_{2 n(s+1)-1}\left(\frac{1}{z-t}\right) \leq \frac{2\left|z-\sqrt{z^{2}-1}\right|^{2 n(s+1)}}{\left|\sqrt{z^{2}-1}\right| \cdot\left(1-\left|z-\sqrt{z^{2}-1}\right|^{2}\right)}
$$

and

$$
t=\frac{1}{2}\left(v+\frac{1}{v}\right), \quad z=\frac{1}{2}\left(\alpha+\frac{1}{\alpha}\right), \quad \alpha=z-\sqrt{z^{2}-1}, \quad|\alpha|=\rho^{-1} .
$$

Therefore,

$$
\begin{equation*}
|M| \leq \frac{2 \rho^{-2 n(s+1)}}{\left|\sqrt{z^{2}-1}\right| \cdot\left(1-\rho^{-2}\right)} \tag{5.7}
\end{equation*}
$$

Recall that $t=\cos \theta \in[-1,1], v=v(t)=e^{i \theta}, \theta \in[0, \pi]$, with $\tau_{\nu}=-\cos \theta_{\nu}$ ( $\nu=1, \ldots, n$ ). The upper bound (5.5) can now be written as

$$
\left|R_{n, s}\left(\frac{1}{z-t}\right)\right| \leq 2 \mu_{0} \cdot \widetilde{\mathcal{E}}_{2 n(s+1)-1}\left(\frac{1}{z-t}\right)+\sum_{\nu=1}^{n} \sum_{i=1}^{2 s}\left|A_{i, \nu}\right| \cdot\left|\Phi_{0,2 n(s+1)-1}^{(i)}\left(\tau_{\nu}\right)\right| .
$$

Alternatively, if we want to reduce the number of numerical calculations, we can use a cruder bound:

$$
\begin{equation*}
\left|R_{n, s}\left(\frac{1}{z-t}\right)\right| \leq 2 \mu_{0} \cdot \widetilde{\mathcal{E}}_{2 n(s+1)-1}\left(\frac{1}{z-t}\right)+\sum_{i=1}^{2 s} \sum_{\nu=1}^{n} D_{i, \nu} \cdot\left|A_{i, \nu}\right| \tag{5.8}
\end{equation*}
$$

where $\left|\Phi_{0,2 n(s+1)-1}^{(i)}\left(\tau_{\nu}\right)\right| \leq D_{i, \nu}$, for $\nu=1, \ldots, n$ and $i=1, \ldots, 2 s$.
In [89] we focused on the error bounds based on the inequality of the type (5.8), the effectiveness thereof was shown there. The parameters $\tau_{\nu}, A_{i, \nu}$ are calculated numerically by the stable numerical method given by Gautschi and Milovanović (see [18]; also [48, 85]). In fact, for these calculations we used the Matlab templates turan.m, sturan.m which are downloadable from the Web site [14] and distributed along with the book [13].

Determining the quantities $\Phi_{0,2 n(s+1)-1}^{(i)}(t)$ and $D_{i, \nu}$ is possible, although it gets complicated for larger $i$. For a given $s \in \mathbb{N}$, we have to find the derivatives $\Phi_{0,2 n(s+1)-1}^{(i)}(t)$ for $i=0,1, \ldots, 2 s$, which are of the form

$$
\begin{aligned}
\Phi_{0,2 n(s+1)-1}^{(i)}(t) & =\frac{d^{i}}{d t^{i}} \Phi_{0,2 n(s+1)-1}(t)=\frac{d^{i}}{d t^{i}}(G(v(t)) \\
& =\sum_{k=1}^{i} G^{(k)}(v) \cdot \sum_{k_{1}, k_{2}, \ldots, k_{i}} C_{k_{1}, k_{2}, \ldots, k_{i}} \cdot \prod_{l=1}^{i}\left[v_{t}^{(l)}(t)\right]^{k_{l}},
\end{aligned}
$$

where the latter sum is taken over certain combinations of $k_{1}, k_{2}, \ldots, k_{i}(\in\{0,1, \ldots, i\})$, $C_{k_{1}, k_{2}, \ldots, k_{i}}$ are the corresponding real constants, and $v_{t}^{(l)}(t)=d^{l} v(t) / d t^{l}$. Now we can obtain the upper bounds

$$
\begin{equation*}
\left|\Phi_{0,2 n(s+1)-1}^{(i)}\left(\tau_{\nu}\right)\right| \leq \sum_{k=1}^{i}\left|G^{(k)}\left(v\left(\tau_{\nu}\right)\right)\right| \cdot \sum_{k_{1}, k_{2}, \ldots, k_{i}}\left|C_{k_{1}, k_{2}, \ldots, k_{i}}\right| \cdot \prod_{l=1}^{i}\left|v_{t}^{(l)}\left(\tau_{\nu}\right)\right|^{k_{l}} \tag{5.9}
\end{equation*}
$$

By Leibnitz's formula, (5.6) gives us

$$
G^{(k)}(v)=\frac{M}{2} \sum_{j=0}^{k}\binom{k}{j}\left[f_{1}^{(j)}(v) g_{1}^{(k-j)}(v)+f_{2}^{(j)}(v) g_{2}^{(k-j)}(v)\right]
$$

where

$$
f_{1}(v)=\frac{\bar{\alpha}-v}{1-\alpha v}, \quad g_{1}(t)=v^{2 n(s+1)-1}, \quad f_{2}(v)=\frac{1-\bar{\alpha} v}{\alpha-v}, \quad g_{2}(v)=v^{-2 n(s+1)+1}
$$

and

$$
\begin{equation*}
\left|G^{(k)}(v)\right| \leq \frac{|M|}{2} \sum_{j=0}^{k}\binom{k}{j}\left[\left|f_{1}^{(j)}(v)\right| \cdot\left|g_{1}^{(k-j)}(v)\right|+\left|f_{2}^{(j)}(v)\right| \cdot\left|g_{2}^{(k-j)}(v)\right|\right] \tag{5.10}
\end{equation*}
$$

For $j \in \mathbb{N}$, we have

$$
\begin{aligned}
& f_{1}^{(j)}(v)=j!\alpha^{j-1}\left(-1+|\alpha|^{2}\right)(1-\alpha v)^{-j-1} \\
& f_{2}^{(j)}(v)=j!\alpha^{j-1}\left(1-|\alpha|^{2}\right)(\alpha-v)^{-j-1}
\end{aligned}
$$

and for $j<k$, we have

$$
\begin{aligned}
& g_{1}^{(k-j)}(v)=(2 n(s+1)-1)(2 n(s+1)-2) \cdots(2 n(s+1)-k+j) \cdot v^{2 n(s+1)-k+j-1}, \\
& g_{2}^{(k-j)}(v)=(-1)^{k-j}(2 n(s+1)-1)(2 n(s+1)) \cdots(2 n(s+1)+k-j-2) \\
& \times v^{-2 n(s+1)-k+j+1}
\end{aligned}
$$

Furthermore, for $j \in \mathbb{N}$, we deduce

$$
\begin{aligned}
& \left|f_{1}^{(j)}(v)\right| \leq j!|\alpha|^{j-1}\left(1-|\alpha|^{2}\right)(1-|\alpha|)^{-j-1} \\
& \left|f_{2}^{(j)}(v)\right| \leq j!|\alpha|^{j-1}\left(1-|\alpha|^{2}\right)(1-|\alpha|)^{-j-1}
\end{aligned}
$$

and, for $j<k$,

$$
\begin{aligned}
& \left|g_{1}^{(k-j)}(v)\right|=(2 n(s+1)-1)(2 n(s+1)-2) \cdots(2 n(s+1)-k+j) \\
& \left|g_{2}^{(k-j)}(v)\right|=(2 n(s+1)-1)(2 n(s+1)) \cdots(2 n(s+1)+k-j-2)
\end{aligned}
$$

Now the inequalities (5.10) obtain the form

$$
\left|G^{(k)}(v)\right| \leq \frac{|M|}{2} \cdot L_{k} \quad(k \geq 1)
$$

where

$$
\begin{aligned}
L_{k}= & k!\left\{\binom{2 n(s+1)-1}{k}+\binom{2 n(s+1)+k-2}{k}\right. \\
& \left.+(\rho+1) \sum_{j=1}^{k}\left[\binom{2 n(s+1)-1}{k-j}+\binom{2 n(s+1)+k-j-2}{k-j} \rho^{j-1}\right] \cdot \frac{1}{(\rho-1)^{j}}\right\} .
\end{aligned}
$$

The quantities $\left|v_{t}^{(l)}\left(\tau_{\nu}\right)\right|=: V_{l, \nu}$ in (5.9) can be evaluated as follows. As $v(t)=t-$ $\sqrt{t^{2}-1}$, we have that $v_{t}^{\prime \prime}=\left(t^{2}-1\right)^{-3 / 2}=(t-1)^{-3 / 2}(t+1)^{-3 / 2}$. For $l \geq 3$, applying Leibnitz's formula yields

$$
\begin{aligned}
v_{t}^{(l)} & =\left(v_{t}^{\prime \prime}\right)^{(l-2)}=\left((t-1)^{-3 / 2}(t+1)^{-3 / 2}\right)^{(l-2)} \\
& =\sum_{j=0}^{l-2}\binom{l-2}{j}\left((t+1)^{-3 / 2}\right)^{(l-2-j)}\left((t-1)^{-3 / 2}\right)^{(j)} \\
& =\frac{(-1)^{l}}{2^{l-2}}\left(t^{2}-1\right)^{-\frac{2 l-1}{2}} \sum_{j=0}^{l-2}\binom{l-2}{j}(2(l-2-j)+1)!!(2 j+1)!!(t+1)^{j}(t-1)^{l-2-j}
\end{aligned}
$$

where $j!!=j!/(j-1)$ !. Therefore,

$$
\begin{align*}
V_{l, \nu}= & \frac{1}{2^{l-2}}\left(1-\tau_{\nu}^{2}\right)^{-\frac{2 l-1}{2}} \\
& \times\left|\sum_{j=0}^{l-2}\binom{l-2}{j}(2(l-2-j)+1)!!(2 j+1)!!\left(\tau_{\nu}+1\right)^{j}\left(\tau_{\nu}-1\right)^{l-2-j}\right| \tag{5.12}
\end{align*}
$$

where $\nu=1,2, \ldots, n$ and $l=3,4, \ldots, 2 s$. Finally, knowing that

$$
\int_{\mathcal{E}_{\rho}} \frac{|d z|}{\left|\sqrt{z^{2}-1}\right|}=2 \pi
$$

on the basis of (5.7), by using (5.9), (5.10), (5.11), (5.12), the error bound of the type (5.8) in the general case $(s \in \mathbb{N})$ obtains the form

$$
\begin{equation*}
\left|R_{n, s}(f)\right| \leq e_{n, s}(f), \tag{5.13}
\end{equation*}
$$

where

$$
\begin{aligned}
e_{n, s}(f)= & \inf _{1<\rho<\rho_{\max }}\left\{\left(\max _{z \in \mathcal{E}_{\rho}}|f(z)|\right) \cdot \rho^{-2 n(s+1)}\left(1-\rho^{-2}\right)^{-1}\right. \\
& \left.\times\left[4 \mu_{0}+\sum_{i=1}^{2 s} \sum_{k=1}^{i} L_{k} \sum_{k_{1}, k_{2}, \ldots, k_{i}}\left|C_{k_{1}, k_{2}, \ldots, k_{i}}\right| \cdot \sum_{\nu=1}^{n} \prod_{l=1}^{i}\left|A_{i, \nu}\right| V_{l, \nu}^{k_{l}}\right]\right\}
\end{aligned}
$$

and $L_{k}, V_{i, \nu}$ are given by (5.11), (5.12), respectively.
There are several papers about bounding $\left|A_{i, \nu}\right|$; cf. [71, 96]. See [89] for more details. In [89] we demonstrated how to determine $e_{n, s}(f)$ in (5.13) in the cases $s=1,2$. Here is what we obtained for $s=2$ :

$$
\left|R_{n, 2}(f)\right| \leq e_{n, 2}(f)
$$

where

$$
\begin{aligned}
e_{n, 2}(f)= & \inf _{1<\rho<\rho_{\max }}\left\{\left(\max _{z \in \mathcal{E}_{\rho}}|f(z)|\right) \cdot 2 \rho^{-6 n}\left(1-\rho^{-2}\right)^{-1}\right. \\
& \times\left[2 \mu_{0}+\left(2 n(s+1)-1+\frac{\rho+1}{\rho-1}\right) \sum_{\nu=1}^{n}\left(\frac{\left|A_{1, \nu}\right|}{\left(1-\tau_{\nu}^{2}\right)^{1 / 2}}+\frac{\left|A_{2, \nu}\right|}{\left(1-\tau_{\nu}^{2}\right)^{3 / 2}}\right)\right. \\
& +\left(2 n(s+1)-1+\frac{\rho+1}{\rho-1}\right)^{2} \sum_{\nu=1}^{n} \frac{\left|A_{2, \nu}\right|}{1-\tau_{\nu}^{2}} \\
& +\left(\left(2 n(s+1)-1+\frac{\rho+1}{\rho-1}\right)^{3}+2(2 n(s+1)-1)+2 \frac{\rho^{3}+1}{(\rho-1)^{3}}\right) \sum_{\nu=1}^{n} \frac{\left|A_{3, \nu}\right|}{\left(1-\tau_{\nu}^{2}\right)^{3 / 2}} \\
& +3\left(2 n(s+1)-1+\frac{\rho+1}{\rho-1}\right)^{2} \sum_{\nu=1}^{n}\left(\frac{\left|A_{3, \nu}\right|}{\left(1-\tau_{\nu}^{2}\right)^{2}}+\frac{\left|A_{4, \nu}\right|}{\left(1-\tau_{\nu}^{2}\right)^{3}} \cdot\left(1+4\left|\tau_{\nu}\right|\right)\right) \\
& +3\left(2 n(s+1)-1+\frac{\rho+1}{\rho-1}\right)^{n} \sum_{\nu=1}^{n}\left(\left|A_{3, \nu}\right| \frac{\left|\tau_{\nu}\right|}{\left(1-\tau_{\nu}^{2}\right)^{5 / 2}}+\left|A_{4, \nu}\right| \frac{1+4 \tau_{\nu}^{2}}{\left(1-\tau_{\nu}^{2}\right)^{7 / 2}}\right) \\
& +\left(\left(2 n(s+1)-1+\frac{\rho+1}{\rho-1}\right)^{4}\right) \\
& +(2 n(s+1)-1)\left(11(2 n(s+1)-1)+14 \frac{\rho+1}{\rho-1}+8 \frac{\rho^{3}+1}{(\rho-1)^{3}}\right) \\
& \left.+12 \frac{(\rho+1)\left(\rho^{3}+1\right)}{(\rho-1)^{4}}-\left(\frac{\rho+1}{\rho-1}\right)^{4}\right) \sum_{\nu=1}^{n} \frac{\left|A_{4, \nu}\right|}{\left(1-\tau_{\nu}^{2}\right)^{2}} \\
& +6\left(\left(2 n(s+1)-1+\frac{\rho+1}{\rho-1}\right)^{3}+2(2 n(s+1)-1)+2 \frac{\rho^{3}+1}{(\rho-1)^{3}}\right) \\
& \left.\left.\times \sum_{\nu=1}^{n} \frac{\left|A_{4, \nu}\right|}{\left(1-\tau_{\nu}^{2}\right)^{5 / 2}}\right]\right\} .
\end{aligned}
$$

The general error bound $e_{n, s}(f)$ in (5.13) has a rather complicated form. The reason for this is the impossibility of determining the derivative $d_{k}(t)=\left(G(v(t))_{t}^{(k)}\right.$ in some condensed form for arbitrary $k \in \mathbb{N}$. On the other hand, as is well known, determining $d_{i}(t)$ formally is quite simple, although it requires patience. We have $d_{0}(t)=G(v(t)), d_{1}(t)=G^{\prime}(v) \cdot v_{t}^{\prime}$, and $d_{k}(t)=\left(d_{k-1}(t)\right)_{t}^{\prime}$, for $k=2,3, \ldots, 2 s$. This is the first step in the algorithm that has been used to handle (5.13) by the computer. Next, we use the given form (5.6) of $G(v)$. The next step is bounding $\left|G^{(k)}(v)\right|$ by $|M| L_{k} / 2$, independently of $v,|v|=1$ (and therefore of $t$, $t \in[-1,1]$ ), where the $L_{k}$ are given by (5.11). The calculations to this point do not depend on the Gauss-Turán quadrature under consideration, i.e., its nodes and weights. Finally, we calculate the nodes $\tau_{\nu}$ and the weights $A_{i, \nu}$ of the given Gauss-Turán quadrature and the
quantities $V_{l, \nu}=\left|v_{t}^{(l)}\left(\tau_{\nu}\right)\right|$ by (5.12) and form the function whose infimum is required on $\left(1, \rho_{\max }\right)$; see the formula for $e_{n, s}(f)$ in (5.13).

From [96, Theorem 3.1] and (5.3) for large values of $n$, we deduce that

$$
\left|R_{n, s}\left(\frac{1}{z-t}\right)\right| \sim 2 \mu_{0} \cdot \widetilde{\mathcal{E}}_{2 n(s+1)-1}\left(\frac{1}{z-t}\right) \quad(n \rightarrow \infty)
$$

By using the above equation for large values of $n$, we get from (5.2) the asymptotic error estimate

$$
\left|R_{n, s}(f)\right| \sim e_{n, s}^{(\mathbf{a})}(f ; w)(n \rightarrow \infty)
$$

where

$$
e_{n, s}^{(\mathbf{a})}(f ; w)=\inf _{1<\rho<\rho_{\max }}\left\{\left(4 \mu_{0}\left(1-\rho^{-2}\right)^{-1} \rho^{-2 n(s+1)}\right) \cdot\left(\max _{z \in \mathcal{E}_{\rho}}|f(z)|\right)\right\}
$$

The asymptotic error estimate $\left|R_{n, s}(f)\right| \sim e_{n, s}^{(\text {as })}(f)(n \rightarrow \infty)$, where

$$
\begin{aligned}
e_{n, s}^{(\mathbf{a s})}(f) & =\inf _{1<\rho<\rho_{\max }}\left\{\rho^{-2 n(s+1)}\left(1-\rho^{-2}\right)^{-1} \times\right. \\
& \times\left(4 \mu_{0}+\frac{1}{\pi} \sum_{\nu=1}^{n} \sum_{i=1}^{2 s} i!\left|A_{i, \nu}\right|\left(1-\rho^{-2}\right)^{-i} \cdot \oint_{\mathcal{E}_{\rho}} \frac{|d z|}{\left.\left.\mid{\left.\sqrt{z^{2}-1}\right|^{i+1}}_{i+1}\right)\left(\max _{z \in \mathcal{E}_{\rho}}|f(z)|\right)\right\},} 又 土\right. \text {, }
\end{aligned}
$$

has been also proposed in [89]. The above integral can be computed explicitly (cf. Gradshteyn and Ryzhik [25]), but the computation gets complicated for larger values of $i$.

A couple of numerical examples showing the efficiency of our methods are given in [89]. Here we only present one.

EXAMPLE 5.1. Denote by "Error" the sharp (actual) error bound of the corresponding Gauss-Turán quadrature formula. Denote by $e_{n, s}(f) \equiv e_{n, s}(f ; w)$ our error bound in order to stress the dependence on the weight function. Let us consider the Gauss-Turán quadrature formula with the Legendre measure $d \mu(t)=w_{0,0}(t), d t=d t$, for the integrand $f(t)=e^{-\omega t^{2}}$, $\omega>0$. The function $f(z)$ is entire and it is easy to see that

$$
\max _{z \in \mathcal{E}_{\rho}}\left|e^{-\omega z^{2}}\right|=e^{\omega b_{1}^{2}}, \quad b_{1}=\frac{1}{2}\left(\rho-\rho^{-1}\right)
$$

Some results for $s=2$ are displayed in Table 5.1.
Besides the generalized Chebyshev weight functions (1.7), the Gori-Micchelli ones are also important in the theory of Gauss-Turán quadratures. Gori and Micchelli [24] introduced for each $n$ a class of weight functions defined on $[-1,1]$ for which explicit Gauss-Turán quadrature formulas can be found for all $s$. These classes of weight functions have the peculiarity that the corresponding orthogonal polynomials, well-known as $s$-orthogonal polynomials, of the same degree, are independent of $s$. This class includes certain generalized Jacobi weight functions

$$
w_{n, \mu}(t)=\left|U_{n-1}(t) / n\right|^{2 \mu+1}\left(1-t^{2}\right)^{\mu}
$$

where $U_{n-1}(\cos \theta)=\sin n \theta / \sin \theta$ (Chebyshev polynomial of the second kind) and $\mu>-1$. In this case, the Chebyshev polynomials of the first kind $T_{n}(t)$ are $s$-orthogonal polynomials.

TABLE 5.1
Error bounds $e_{n, 2}\left(f ; w_{0,0}\right)$ and actual errors.

| $\omega$ | $n$ | $e_{n, 2}\left(f ; w_{0,0}\right)$ | Error | $\omega$ | $n$ | $e_{n, 2}\left(f ; w_{0,0}\right)$ | Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.05 | 3 | $2.966(-20)$ | $5.143(-22)$ | 0.01 | 3 | $1.537(-26)$ | $2.683(-28)$ |
|  | 4 | $4.848(-29)$ | $7.985(-31)$ |  | 4 | $2.015(-37)$ | $3.333(-39)$ |
|  | 5 | $3.648(-38)$ | $5.844(-40)$ |  | 5 | $1.215(-48)$ | $1.966(-50)$ |
|  | 6 | $1.546(-47)$ | $2.395(-49)$ |  | 6 | $4.121(-60)$ | $6.400(-62)$ |
| 0.5 | 3 | $2.475(-11)$ | $4.180(-13)$ | 0.1 | 3 | $1.491(-17)$ | $2.573(-19)$ |
|  | 4 | $3.988(-17)$ | $6.457(-19)$ |  | 4 | $1.946(-25)$ | $3.194(-27)$ |
|  | 5 | $2.978(-23)$ | $4.745(-25)$ |  | 5 | $1.170(-33)$ | $1.883(-35)$ |
|  | 6 | $1.256(-29)$ | $1.928(-31)$ |  | 6 | $3.962(-42)$ | $6.128(-44)$ |
|  | 3 | $3.642(-6)$ | $5.582(-8)$ | 1 | 3 | $1.027(-8)$ | $1.705(-10)$ |
|  | 4 | $3.441(-10)$ | $5.407(-12)$ |  | 4 | $1.308(-13)$ | $2.093(-15)$ |
|  | 5 | $1.611(-14)$ | $2.513(-16)$ |  | 5 | $7.759(-19)$ | $1.227(-20)$ |
|  | 6 | $4.293(-19)$ | $6.485(-21)$ |  | 6 | $2.607(-24)$ | $3.976(-26)$ |

In the special case when the weight function is one of the four generalized Chebyshev weights (1.7), for Gauss-Turán quadrature formulae (5.1) (which are the main representative of quadratures with multiple nodes), we investigated in detail error bounds of the type (1.3) (with $\Gamma=\mathcal{E}_{\rho}$ )—following the approach form [20, 21, 84]-in [39, 49], and error bounds of the type (1.4) (with $\Gamma=\mathcal{E}_{\rho}$ ), jointly with error bounds based on an expansion of the remainder term into a series-following the approaches form [28]-in [42]. So, in [42], on the basis of the proved cases $s=1$ and $s=2$ for the Gauss-Turán quadrature with the Chebyshev weight function of the first kind $w_{1}(t)=1 / \sqrt{1-t^{2}}$, we conjectured the following statement for arbitrary $s \in \mathbb{N}$, which was later verified in [37].

THEOREM 5.1. For the Gauss-Turán quadrature formula (5.1) with the Chebyshev weight function of the first kind $w_{1}(t)=1 / \sqrt{1-t^{2}}$, if the function $f$ is analytic in the interior $\mathcal{D}$ of the ellipse $\mathcal{E}_{\rho}$ and continuous in $\overline{\mathcal{D}}$, then there holds the following error bound

$$
\left|R_{n, s}(f)\right| \leq 2 \pi\left(\max _{z \in \mathcal{E}_{\rho}}|f(z)|\right) \frac{\sum_{k=0}^{s}(-1)^{k}\binom{2 s+1}{s-k} \rho^{2 n(s-k)}}{\left(\rho^{2 n}-1\right)^{2 s+1}}
$$

In the meantime, the methods from [39, 49], [42] have been considered not only for Gauss-Turán quadrature formulae (including ones for evaluating integrals with strong singularities [44]), but also for their Radau, Lobatto, and Kronrod extensions, with generalized Chebyshev and Gori-Micchelli weight functions; see [40, 43, 44, 45, 52, 53, 34].

In [47] we analyzed quadrature formulas of high degree of precision for computing Fourier coefficients in expansions of functions with respect to a system of orthogonal polynomials, started by Bojanov and Petrova [6], and we extended their results. The construction of new Gaussian quadrature formulas for the Fourier coefficients of a function, based on the values of the function and its derivatives, is considered there. We proved the existence and uniqueness of Kronrod extensions with multiple nodes of standard Gaussian quadrature formulas with multiple nodes for several weight functions in order to construct some new generalizations of quadrature formulas for the Fourier coefficients.

For the quadrature formulas for the Fourier coefficients based on the zeros of the corresponding orthogonal polynomials, we constructed Kronrod extensions with multiple nodes
and the highest algebraic degree of precision. Gaussian quadrature formulas, relative to the Chebyshev weight functions, with multiple nodes and their optimal extensions for computing the Fourier coefficients in expansions of functions with respect to a system of orthogonal polynomials, are considered in [36]. The existence and uniqueness of such quadratures is proved. One of them is a generalization of the well-known Micchelli-Rivlin quadrature formula. The others are new. A numerically stable construction of these quadratures is proposed in [36]. The methods from [39, 49], [42] have been considered for such quadrature-type formulas; see [54, 78, 79, 81]. In Section 6 we describe briefly the methods from [54].
6. Error bounds for Kronrod's extensions of a generalization of the Micchelli-Rivlin quadrature formula for analytic functions. The Gaussian quadrature formula with multiple nodes

$$
\begin{equation*}
\int_{-1}^{1} f(t) T_{n}(t) \frac{d t}{\sqrt{1-t^{2}}}=\sum_{\nu=1}^{n} \sum_{i=0}^{2 s-1} A_{i, \nu} f^{(i)}\left(\tau_{\nu}\right)+R_{n, s}\left(f T_{n}\right) \tag{6.1}
\end{equation*}
$$

for calculating the Fourier-Chebyshev coefficients of an analytic function $f$, where $n, s \in \mathbb{N}$, with respect to the Chebyshev weight function of the first kind $w(t)=1 / \sqrt{1-t^{2}}$ was introduced in [6, p. 383], and then examined in more detail in [36]. Here $T_{n}$ is the Chebyshev polynomial of the first kind of degree $n$, and the nodes $\tau_{\nu}$ are its zeros. The quadrature rule has the algebraic degree of precision $n(2 s+1)-1$. The special case $s=1$ of (6.1) represents the well-known Micchelli-Rivlin quadrature formula; see [31].

In [36] we considered the Kronrod extension of (6.1) in the form

$$
\begin{equation*}
\int_{-1}^{1} f(t) T_{n}(t) \frac{d t}{\sqrt{1-t^{2}}}=\sum_{\nu=1}^{n} \sum_{i=0}^{2 s-1} B_{i, \nu} f^{(i)}\left(\tau_{\nu}\right)+\sum_{j=1}^{n+1} C_{j} f\left(\hat{\tau}_{j}\right)+R_{n, s}\left(f T_{n}\right) \tag{6.2}
\end{equation*}
$$

which has the algebraic degree of precision $2 s n+2 n+1$. The nodes $\tau_{\nu}$ are the same as in (6.1), and the $\hat{\tau}_{j}$ are the zeros of the monic polynomial

$$
F_{n+1}(t)=\frac{1}{2^{n}}\left(T_{n+1}(t)-T_{n-1}(t)\right)=\frac{1}{2^{n-1}}\left(t^{2}-1\right) U_{n-1}(t)
$$

where $U_{n-1}$ is the Chebyshev polynomial of the second kind of degree $n-1$.
Error bounds for the Micchelli-Rivlin quadrature formulas, and then for (6.1), for functions analytic on confocal ellipses that contain the interval $[-1,1]$ in the interior, have been considered in $[78,81]$, respectively. In this paper, our aim is to do the same for the quadrature formulas (6.2).

Let $f$ be an analytic function in a domain $D$ which contains the interval $[-1,1]$ in its interior, and let $\Gamma$ be a simple closed curve in $D$ surrounding $[-1,1]$. Assume that we know the values of the function $f$ and its derivatives $f^{(i)}, i=1,2, \ldots, 2 s-1$, at the zeros of the polynomial $T_{n}$, and that we also know the values of the function $f$ at the zeros of the polynomial $\left(1-t^{2}\right) U_{n-1}(t)$.

The contour integral representation of the remainder term in (6.2) is (see [54])

$$
R_{n, s}\left(f T_{n}\right)=\frac{1}{2 \pi i} \oint_{\Gamma} K_{n, s}(z) f(z) d z
$$

where the kernel is given by

$$
\begin{equation*}
K_{n, s}(z)=\frac{\varrho_{n, s}(z)}{\left(1-z^{2}\right) T_{n}^{2 s}(z) U_{n-1}(z)} \tag{6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\varrho_{n, s}(z)=\int_{-1}^{1} \frac{w(t)}{z-t}\left(1-t^{2}\right) T_{n}^{2 s+1}(t) U_{n-1}(t) d t \tag{6.4}
\end{equation*}
$$

We take the contour $\Gamma$ to be an ellipse $\mathcal{E}_{\rho}$ as in the previous section.
In the sequel we present three types of bounds, $L^{\infty}$-error bounds (1.3), $L^{1}$-error bounds (1.4), and the error bounds resulting from expanding the remainder term. Numerical examples that illustrate these three estimates are also included. In order to express the kernel (6.3) explicitly, we evaluate the integral (6.4). After some straightforward calculations, we get

$$
\begin{equation*}
K_{n, s}(z)=2 \pi \frac{\sum_{k=0}^{s}\left(\binom{2 s+1}{s-k-1}-\binom{2 s+1}{s-k}\right) u^{-2 k n-2 n}}{\left(u-u^{-1}\right)\left(u^{n}+u^{-n}\right)^{2 s}\left(u^{n}-u^{-n}\right)} . \tag{6.5}
\end{equation*}
$$

We use the same method as in the previous section and Remark 4.1 and get the following result; see [54].

THEOREM 6.1. For each $n \in \mathbb{N}, n>1$, and each $s \in \mathbb{N}$, there exists $\rho_{0}=\rho_{0}(n, s)$ such that

$$
\max _{z \in \mathcal{E}_{\rho}}\left|K_{n, s}(z)\right|=\left|K_{n, s}\left(\frac{1}{2}\left(\rho+\rho^{-1}\right)\right)\right|
$$

for each $\rho>\rho_{0}$.
For $n=1$ the corresponding result is slightly different.
Theorem 6.2. Let $n=1$.
a) For $s=1$, there exists $\rho_{0}$ such that

$$
\max _{z \in \mathcal{E}_{\rho}}\left|K_{1,1}(z)\right|=\left|K_{1,1}\left(\frac{1}{2}\left(\rho+\rho^{-1}\right)\right)\right|
$$

for each $\rho>\rho_{0}$.
b) For $s>1$, there exists $\rho_{0}=\rho_{0}(s)$ such that

$$
\max _{z \in \mathcal{E}_{\rho}}\left|K_{1, s}(z)\right|=\left|K_{1, s}\left(\frac{i}{2}\left(\rho-\rho^{-1}\right)\right)\right|
$$

for each $\rho>\rho_{0}$.
In order to derive an $L^{1}$-error bound, we use (1.4) and study the quantity

$$
\begin{equation*}
L_{n, s}\left(\mathcal{E}_{\rho}\right)=\frac{1}{2 \pi} \oint_{\mathcal{E}_{\rho}}\left|K_{n, s}(z)\right||d z| \tag{6.6}
\end{equation*}
$$

where the kernel $K_{n, s}(z)$ is given by (6.5).
Let $z=\frac{1}{2}\left(u+u^{-1}\right)$, where $u=\rho e^{i \theta}$. Letting $a_{j}=\frac{1}{2}\left(\rho^{j}+\rho^{-j}\right)$, for $j \in \mathbb{N}$, we obtain

$$
L_{n, s}\left(\mathcal{E}_{\rho}\right)=\frac{1}{2^{s+\frac{1}{2}}} \int_{0}^{\pi} \frac{\left|\sum_{k=0}^{s}\left(\binom{2 s+1}{k-1}-\binom{2 s+1}{k}\right) u^{-2 s n+2 k n-2 n}\right|}{\sqrt{a_{2 n}-\cos 2 n \theta}\left(a_{2 n}+\cos 2 n \theta\right)^{s}} d \theta
$$

After some computations, we get the following result and consequently the $L^{1}$-error bound.
THEOREM 6.3. For the expression $L_{n, s}\left(\mathcal{E}_{\rho}\right)$ given by (6.6), it holds that

$$
L_{n, s}\left(\mathcal{E}_{\rho}\right) \leqslant \frac{\pi \sqrt{Q_{s}\left(\rho^{4 n}\right)}}{\rho^{n}\left(\rho^{4 n}-1\right)^{2 s}}
$$

where

$$
\begin{aligned}
Q_{s}\left(\rho^{4 n}\right) & =2 \sum_{k=0}^{s}{ }^{\prime}(-1)^{k}\left(\sum_{j=0}^{s-k} D_{s, j} D_{s, j+k} \rho^{4 j n}\right)\left(\sum_{i=0}^{2 s-1} E_{s, i}^{k}\left(\rho^{4 n}-1\right)^{i}\right), \\
D_{s, j} & =\binom{2 s+1}{j-1}-\binom{2 s+1}{j}, \quad E_{s, i}^{k}=\binom{2 s+k-1}{i}\binom{4 s-i-2}{2 s-1} .
\end{aligned}
$$

Let us now derive the error bound based on expanding the error term. If $f$ is an analytic function in the interior of $\mathcal{E}_{\rho}$, it can be expanded as

$$
\begin{equation*}
f(z)=\sum_{k=0}^{\infty} \alpha_{k} T_{k}(z) \tag{6.7}
\end{equation*}
$$

where

$$
\alpha_{k}=\frac{1}{\pi} \int_{-1}^{1}\left(1-t^{2}\right)^{-1 / 2} f(t) T_{k}(t) d t
$$

This series converges for all $z$ in the interior of $\mathcal{E}_{\rho}$. The prime symbol on the summation sign means that the first term of the sum is to be halved.

The expansion of the kernel (6.5) is given by

$$
K_{n, s}(z)=2 \pi \sum_{k=0}^{s} \sum_{i, j=0}^{\infty} C_{s, k}(-1)^{j}\binom{2 s-1+j}{2 s-1}\left(1+\left[\frac{i}{n}\right]\right) u^{p}
$$

where $[x]$ denotes the integer part of a real number $x$,

$$
C_{s, k}=\binom{2 s+1}{s-k-1}-\binom{2 s+1}{s-k}
$$

and $p=-(2 s+3) n-2((j+k) n+i)-1$. The coefficient for $u^{-(2 s+3) n-2(a n+b)-1}$ with $0 \leqslant a$ and $0 \leqslant b \leqslant n-1$ in the above expression equals

$$
\omega_{n, 2 a n+2 b}^{(s)}=2 \pi \sum_{k=0}^{s} \sum_{j=0}^{a-k} C_{s, k}(-1)^{j}\binom{2 s-1+j}{2 s-1}(a-k-j+1)
$$

so we obtain

$$
K_{n, s}(z)=\sum_{j=0}^{\infty} \sum_{i=0}^{n-1} \omega_{n, 2 j n+2 i}^{(s)} u^{-(2 s+3) n-2 j n-2 i-1}
$$

THEOREM 6.4. The remainder term $R_{n, s}\left(f T_{n}\right)$ can be represented in the form

$$
R_{n, s}\left(f T_{n}\right)=\sum_{k=0}^{\infty} \alpha_{(2 s+3) n+k} \varepsilon_{n, k}^{(s)}
$$

where the coefficients $\varepsilon_{n, k}^{(s)}$ are independent of $f$. Furthermore, $\varepsilon_{n, 2 j+1}^{(s)}=0$, for $j \geq 0$, and

$$
\varepsilon_{n, k}^{(s)}= \begin{cases}\frac{\pi}{2} \sum_{l=0}^{s} \sum_{i=0}^{j-l}\left(\binom{2 s+1}{s-l-1}-\binom{2 s+1}{s-l}\right)(-1)^{i}\binom{2 s-1+i}{2 s-1}, & k=2 j n  \tag{6.8}\\ 0, & k \neq 2 j n\end{cases}
$$

for $j=0,1, \ldots$

Thus, we have

$$
\left|R_{n, s}\left(f T_{n}\right)\right| \leqslant \sum_{k=0}^{\infty}\left|\alpha_{(2 s+3) n+k} \| \varepsilon_{n, k}^{(s)}\right|
$$

In general, the Chebyshev coefficients $\alpha_{k}$ in (6.7) are not known. In particular, under our assumptions ([10]),

$$
\left|\alpha_{k}\right| \leqslant \frac{2}{\rho^{k}}\left(\max _{z \in \mathcal{E}_{\rho}}|f(z)|\right)
$$

Now we get

$$
\begin{equation*}
\left|R_{n, s}\left(f T_{n}\right)\right| \leqslant \pi \max _{z \in \mathcal{E}_{\rho}}|f(z)| F(\rho) \tag{6.9}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\rho)=\frac{1}{\rho^{(2 s+3) n}} \sum_{j=0}^{\infty}\left|\varepsilon_{n, 2 j n}^{(s)}\right| \rho^{-2 j n} \tag{6.10}
\end{equation*}
$$

and $\varepsilon_{n, 2 j n}^{(s)}$ are defined by (6.8). Although the $\varepsilon_{n, 2 j n}^{(s)}$ are sums themselves, it turns out that $F(\rho)$ can be simplified to a single finite sum; see [54] for a proof.

Lemma 6.1. For $F(\rho)$ given by (6.10) with $\rho>1$, it holds that

$$
\begin{equation*}
F(\rho)=\frac{\sum_{l=0}^{s}(-1)^{l+1}\left(\binom{2 s+1}{s-l-1}-\binom{2 s+1}{s-l}\right) \rho^{2(s-l) n}}{\rho^{n}\left(\rho^{2 n}-1\right)^{2 s}\left(\rho^{2 n}+1\right)} \tag{6.11}
\end{equation*}
$$

Now we can formulate the main result.
THEOREM 6.5. For $s \in \mathbb{N}$, the estimate (6.9) can be expressed in the form

$$
\left|R_{n, s}\left(f T_{n}\right)\right| \leqslant \pi \max _{z \in \mathcal{E}_{\rho}}|f(z)| \frac{\sum_{l=0}^{s}(-1)^{l+1}\left(\binom{2 s+1}{s-l-1}-\binom{2 s+1}{s-l}\right) \rho^{2(s-l) n}}{\rho^{n}\left(\rho^{2 n}-1\right)^{2 s}\left(\rho^{2 n}+1\right)}
$$

EXAMPLE 6.1. Let us calculate the integral

$$
\int_{-1}^{1} T_{n}(t) f(t) \frac{d t}{\sqrt{1-t^{2}}}, \quad f(z)=e^{\cos (\omega z)}, \quad \omega>0
$$

by using the quadrature formula (6.2). We denote the $L^{\infty}$-error bounds, the $L^{1}$-error bounds, and the error bounds based on expanding the remainder term in a series by $\left|R_{n, s}^{(i)}(f)\right| \leqslant r_{i}(f)$, for $i=1,2,3$, respectively and calculate them for some values of $n, s$, and $\omega$. The obtained estimates hold for $\mathcal{E}_{\rho}, \rho>1$. We have

$$
\max _{z \in \mathcal{E}_{\rho}}\left|e^{\cos (\omega z)}\right|=e^{\cosh \left(\omega b_{1}\right)}, \quad b_{1}=\frac{1}{2}\left(\rho-\rho^{-1}\right)
$$

"Error" is the actual (sharp) error and $I_{\omega}$ is the exact value of the integral. The results are reported in Table 6.1.

TABLE 6.1
The values of the derived bounds $r_{1}\left(f_{1}\right), r_{2}\left(f_{1}\right), r_{3}\left(f_{1}\right)$, for some values of $n, s, \omega$.

| $n, s, \omega$ | $r_{1}\left(f_{1}\right)$ | $r_{2}\left(f_{1}\right)$ | $r_{3}\left(f_{1}\right)$ | Error | $I_{\omega}$ |
| :---: | ---: | ---: | ---: | ---: | ---: |
| $8,1,0.5$ | $5.54(-39)$ | $5.50(-39)$ | $5.50(-39)$ | $3.34(-40)$ | $1.08 \ldots(-6)$ |
| $8,2,0.5$ | $1.21(-56)$ | $1.21(-56)$ | $1.21(-56)$ | $6.03(-58)$ | $1.08 \ldots(-6)$ |
| $8,1,5$ | $1.89(-5)$ | $1.16(-5)$ | $1.16(-5)$ | $5.81(-7)$ | $3.11 \ldots(-1)$ |
| $8,2,5$ | $8.23(-9)$ | $5.39(-9)$ | $5.39(-9)$ | $2.25(-10)$ | $3.11 \ldots(-1)$ |
| $8,1,10$ | $3.14(-1)$ | $9.48(-2)$ | $9.65(-2)$ | $4.06(-3)$ | $1.07 \ldots(+0)$ |
| $8,2,10$ | $1.93(-2)$ | $6.80(-3)$ | $7.10(-3)$ | $1.98(-4)$ | $1.07 \ldots(+0)$ |
| $10,1,0.5$ | $3.30(-50)$ | $3.29(-50)$ | $3.29(-50)$ | $1.75(-51)$ | $-1.29 \ldots(-8)$ |
| $10,2,0.5$ | $8.16(-73)$ | $8.12(-73)$ | $8.12(-73)$ | $3.56(-74)$ | $-1.29 \ldots(-8)$ |
| $10,1,5$ | $9.30(-8)$ | $5.96(-8)$ | $5.96(-8)$ | $2.65(-9)$ | $-1.72 \ldots(-1)$ |
| $10,2,5$ | $2.35(-12)$ | $1.60(-12)$ | $1.60(-12)$ | $5.93(-14)$ | $-1.72 \ldots(-1)$ |
| $10,1,10$ | $3.36(-2)$ | $1.09(-2)$ | $1.09(-2)$ | $3.95(-4)$ | $-8.80 \ldots(-1)$ |
| $10,2,10$ | $5.72(-4)$ | $2.09(-4)$ | $2.12(-4)$ | $6.01(-6)$ | $-8.80 \ldots(-1)$ |
| $14,1,0.5$ | $3.26(-73)$ | $3.25(-73)$ | $3.25(-73)$ | $1.42(-74)$ | $-1.37 \ldots(-12)$ |
| $14,2,0.5$ | $6.75(-106)$ | $6.73(-106)$ | $6.73(-106)$ | $2.43(-107)$ | $-1.37 \ldots(-12)$ |
| $14,1,5$ | $9.42(-13)$ | $6.38(-13)$ | $6.38(-13)$ | $2.37(-14)$ | $-4.23 \ldots(-2)$ |
| $14,2,5$ | $5.79(-20)$ | $4.10(-20)$ | $4.10(-20)$ | $2.72(-21)$ | $-4.23 \ldots(-2)$ |
| $14,1,10$ | $2.32(-4)$ | $8.36(-5)$ | $8.36(-5)$ | $2.45(-6)$ | $9.03 \ldots(-2)$ |
| $14,2,10$ | $2.39(-7)$ | $9.50(-8)$ | $9.51(-8)$ | $2.30(-9)$ | $9.03 \ldots(-2)$ |

7. Error bounds for Gaussian-type quadrature formulas on circles. In this section we describe, briefly, effective error estimates for quadrature formulas for analytic functions on concentric circles, as this is related to an approach used by Gautschi and Varga [21]. The methods described here for Gauss-type quadrature formulas also are applied to Gauss-Lobatto, Gauss-Radau, Gauss-Kronrod, and Fejér-type quadratures. In certain spaces of analytic functions, the error (remainder) term of a quadrature formula is a bounded linear functional. We mention here the methods used to compute explicitly or in some cases to estimate the norm of the error functional. For a detailed survey; see Notaris [63].

We consider the Gaussian quadrature formula (1.9) by taking $\Gamma$ to be $\mathcal{C}_{r}$ instead of $\mathcal{E}_{\rho}$, where

$$
\mathcal{C}_{r}=\{z \in \mathbb{C}| | z \mid=r\}, \quad r>1
$$

We have that

$$
R_{n}(f)=\frac{1}{2 \pi i} \oint_{\mathcal{C}_{r}} K_{n}(z) f(z) d z
$$

where

$$
K_{n}(z)=R_{n}\left(\frac{1}{z-\cdot}\right)
$$

and

$$
\begin{equation*}
\left|R_{n}(f)\right| \leq \frac{l\left(\mathcal{C}_{r}\right)}{2 \pi}\left(\max _{z \in \mathcal{C}_{r}}\left|K_{n}(z)\right|\right)\left(\max _{z \in \mathcal{C}_{r}}|f(z)|\right) \tag{7.1}
\end{equation*}
$$

where $l\left(\mathcal{C}_{r}\right)=2 \pi r$.

If $f$ is an analytic function in the interior of $\mathcal{C}_{r}$, then it can be written as

$$
f(z)=\sum_{k=0}^{\infty} a_{k} z^{k}, \quad z \in \mathcal{C}_{r}
$$

Define

$$
\begin{equation*}
X_{r}=\left\{f \mid f \text { analytic in } \mathcal{C}_{r} \text { and }|f|_{r}<\infty\right\} \tag{7.2}
\end{equation*}
$$

where

$$
|f|_{r}=\sup \left\{\left|a_{k}\right| r^{k} \mid k \in \mathbb{N}_{0} \text { and } R_{n}\left(t^{k}\right) \neq 0\right\}
$$

is a seminorm in $X_{r}$. It can be shown that $R_{n}$ is a continuous linear functional in $\left(X_{r},|\cdot|_{r}\right)$, and its norm is given by (see [2, 4, 26])

$$
\begin{equation*}
\left\|R_{n}\right\|=\sum_{k=0}^{\infty} \frac{\left|R_{n}\left(t^{k}\right)\right|}{r^{k}} \tag{7.3}
\end{equation*}
$$

Under the additional hypotheses that

$$
\begin{equation*}
\frac{w(\cdot)}{w(-\cdot)} \text { is nondecreasing on }(-1,1) \tag{7.4}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{w(\cdot)}{w(-\cdot)} \text { is nonincreasing on }(-1,1) \tag{7.5}
\end{equation*}
$$

we can derive the following representations:

$$
\begin{equation*}
\left\|R_{n}\right\|=\frac{r}{\pi_{n}(r)} \int_{-1}^{1} \frac{\pi_{n}(t)}{r-t} w(t) d t \tag{7.6}
\end{equation*}
$$

if $w$ satisfies (7.4) and

$$
\begin{equation*}
\left\|R_{n}\right\|=\frac{r}{\pi_{n}(-r)} \int_{-1}^{1} \frac{\pi_{n}(t)}{r+t} w(t) d t \tag{7.7}
\end{equation*}
$$

if $w$ satisfies (7.5) (see [3]).
For some classes of weight functions $w(t)$, the integrals in (7.6) and (7.7) can be computed explicitly or in some cases estimated. Therefore if $f \in X_{R}$, then for every $r \in(1, R]$

$$
\left|R_{n}(f)\right| \leq\left\|R_{n}\right\||f|_{r},
$$

and consequently

$$
\left|R_{n}(f)\right| \leq \inf _{1<r \leq R}\left(\left\|R_{n}\right\||f|_{r}\right)
$$

The norm $\left\|R_{n}\right\|$ has been computed explicitly in $[2,4]$ for the Chebyshev weight functions of any of the four kinds. For example, for the Jacobi weight function $w(t)=(1-t)^{\alpha}(1+$ $t)^{\beta}, \alpha, \beta>-1$, one has

$$
\frac{w(t)}{w(-t)}=\left(\frac{1+t}{1-t}\right)^{\beta-\alpha}
$$

which is increasing on $(-1,1)$ if $\alpha<\beta$ and decreasing if $\alpha>\beta$. Therefore, we have (7.4) if $\alpha \leq \beta$ and (7.5) otherwise.

Gautschi and Varga in [21, Theorem 3.1] showed that if $\Gamma=\mathcal{C}_{r}$ and $w$ satisfies either (7.4) or (7.5), then

$$
\max _{|z|=r}\left|K_{n}(z)\right|=\left\{\begin{array}{ll}
K_{n}(r) & \text { if } w \text { satisfies (7.4) } \\
\left|K_{n}(-r)\right| & \text { if } w \text { satisfies (7.5) }
\end{array}=\sum_{k=0}^{\infty} \frac{\left|R_{n}\left(t^{k}\right)\right|}{r^{k+1}}\right.
$$

that is, by (7.3),

$$
\max _{|z|=r}\left|K_{n}(z)\right|=\frac{\left\|R_{n}\right\|}{r}
$$

Equation (7.1) gives

$$
\left|R_{n}(f)\right| \leq\left\|R_{n}\right\| \max _{|z|=r}|f(z)| .
$$

In particular, if $f$ is analytic in the interior of $\mathcal{C}_{R}$, then

$$
\left|R_{n}(f)\right| \leq \inf _{1<r \leq R}\left(\left\|R_{n}\right\| \max _{|z|=r}|f(z)|\right)
$$

The papers [57,58, 59, 61, 62, 63, 65, 67] by S. Notaris focus on this subject, with [63] being a review paper. The paper [60] deals with some integral formulas for Chebyshev polynomials with an application to the error term of interpolatory formulas for analytic functions (Sections 3 and 4). The paper [64] deals with some product formulas for Chebyshev weight functions with Chebyshev abscissae, and Section 3.2 in that paper studies the error term of these formulas for analytic functions. Similarly, the paper [66] deals with a corrected Fejér quadrature formula of the second kind, and Section 3.2 in that paper studies the error term of this corrected formula for analytic functions.

Peherstorfer [72] gave an explicit expression for the kernel of the error functional for Gaussian quadrature formulas with respect to weight functions of Bernstein-Szegő type of the form $(1-t)^{\alpha}(1+t)^{\beta} / \rho(t), t \in(-1,1)$, where $\alpha, \beta \in\{-1 / 2,1 / 2\}$ and $\rho$ is a polynomial of arbitrary degree which is positive on $[-1,1]$. Using this result, the norm can easily be calculated explicitly for a wide subclass of these weight functions. Our two paper on the subject, in which we use circles, are [41, 46].
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