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#### Abstract

The production cycle (PC) time, as a very important economic indicator of freezing current assets, involves the time needed to manufacture a unit or a series of units, from putting them into production until they are put into storage; and yet it is rarely discussed in the literature, even though it should be also analysed and be made as short as possible. The goal of this article is to survey and control the methodology of reducing the PC time of components in the metalworking industry, grouped by factor analysis into the factors of production and non-production components, observed by a modified method of current observations, and viewed as a process whose effectiveness was monitored using control charts. The survey is based on data collected through 1,576 observations in a Serbian company that manufactures electrical and electronic equipment for motor vehicles. The 2012 results, when compared with those of 2011, indicate that the PC time is significantly reduced by 93 minutes, or by 28.53 per cent, and the manufacturing time by 46 minutes, or by 19.17 per cent. The results furnish empirical findings that provide insights into a number of managerial issues concerning investment decisions in product-specific cycle time improvements and reductions, together with process redesigns.


OPSOMMING

Die produksiesiklustyd, ' $n$ baie belangrike ekonomiese aanwyser vir die vries van bestaande bates, behels die tyd benodig om ' $n$ eenheid (of ' $n$ reeks eenhede) te vervaardig, van die begin van produksie tot die stoor van die eenheid. Tog word die produksiesiklustyd selde in die literatuur bespreek. Hierdie artikel ondersoek die opname- en beheermetode van die produksiesiklustyd van komponente in die metaalwerkindustrie, met die doel om dit te verkort. Komponente word gegroepeer deur middel van faktorontleding in produksie en nie-produksie komponente, dit word waargeneem deur ' $n$ aangepaste huidige waarnemingsmetode, en hanteer as ' n proses waarvan die effektiwiteit met beheerkaarte gemonitor is. Die opname is gebaseer op 1576 waarnemings by ' $n$ Serwiese vervaardiger van elektriese en elektroniese voertuigonderdele. Die 2012 resultate, wanneer dit met dié van 2011 vergelyk word, dui aan dat die produksiesiklustyd met 93 minute, of te wel 28.53 persent, verminder het. Die vervaardigingstyd is met 46 minute, dit is 19.17 persent, verkort. Die resultate toon empiriese bevindings wat insig in etlike bestuurskwessies, rakende beleggingsbesluite in produkspesifieke siklustyd verbeteringe en prosesherontwerpe, gee.

Thinking in terms of product life cycles is one of the challenges facing manufacturers today. In today's competitive global environment, customers demand products that are highly differentiated, low-cost, and high-quality. So manufacturers must offer a wide variety of products in a cost-effective manner, with quick responses to changes in product designs and volumes. Life cycle assessment is a very important issue, and must be elaborated in many directions in the next decade: new databases should be developed, new impact assessment methods should be designed, and methods for uncertainty analysis should be improved [1].

With short set-up times, short production cycles - with small lots and inventories - become economical [2]. To ensure rational production and adherence to time schedules in production planning, corresponding technical-technological calculations are needed to provide machine operating modes, the time duration of machine operations, and other activities in the manufacturing process. But process planning is still conventionally done manually from scratch by experts who retrieve and manipulate a great deal of information from many sources, including established standards, machine capabilities, tooling inventories, stock availability, and existing practice. Unfortunately, the lack of life cycle data for manufacturing processes is the main problem in the process of planning improvement [18], due to fact that gathering data for a cycle analysis is extremely resource- and time-intensive [6].

In contrast, capacities utilisation levels even today are successfully monitored using the work sampling method $[3,4,5,6,7]$. The production cycle (PC) time, as another even much more important economic indicator of freezing current assets, involves the time needed to make a unit or a series of units, from putting them into production until they are stored, and yet it is rarely discussed in literature, although it should also be analysed and made as short as possible. The PC time components can be also monitored using the work sampling method, but with a restricted realm of use, and with only three components of PC time that are monitored - the machine is in operation, the machine is in preparation, or the machine is idle - so that it is not very helpful to shorten PC time. Both capacities and PC indicators are actually influenced by a series of organisational-technical, mutually interconnected factors that impact the cycle time components related to the machine capacity utilisation and production cycle of a certain product. The goal therefore is, in general, to reduce the total production cycle time, especially the elements associated with different types of stoppage, and the optimisation of lead time and machine time within the sphere of machine capacity utilisation. Additionally, the optimisation of time for transport, control, and packing is important for the production cycle. A reduced cycle time can be translated into increased customer satisfaction. Quick response companies are able to launch new products earlier, penetrate new markets faster, meet changing demand, and make rapid and timely deliveries. Quick response companies can also offer their customers lower costs because they have streamlined processes with low inventory and less obsolete stock.

The goal of this article is to survey and control the methodology of PC time reduction by optimising time components in the metalworking industry, grouped by factor analysis into the factors of production and non-production components, which can be monitored later as the processes are observed through control charts. Our empirical findings will provide insights into a number of managerial issues concerning investment decisions in product-specific cycle time improvements and reductions, together with process redesigns. The issues raised are of special importance in transitional economies and industries, described in detail in Lekovic et al. (2014).

Our survey is based on real data collected in a metalworking factory located in Zrenjanin, Serbia, manufacturing electrical and electronic equipment for motor vehicles, as can be seen in Figure 1. The company was established in 2007, and has more than 2,000 employees. Their products are installed in Fiat vehicles that are produced in Serbia or exported to Germany. Scanning for the study was carried out through current observations for one month each in two consecutive years (2011 and 2012). The reason for this was that production and productivity are also related to production dynamics, which are planned at the operational level on a daily, weekly, or monthly basis. The parts observed were cables number 20, 21 and 30. In September 2011, 47 PCs were scanned with 932 observations, while in September 2012 that number came to 30 PCs with 644 observations.


Figure 1: Electrical and electronic equipment for motor vehicles in the case study company
Follwing this introduction, Section 2 - using the analysis of previous research - points to the need for a more objective, justified, and consistent model. Section 3 presents the methodology for PC time reduction by optimising production and non-production components of time in the metalworking industry, based on the application of factor analysis and control charts, and gives its results. Section 4 discusses the shortening of the PC, and offers its conclusions.

## 2 LITERATURE REVIEW

In the past, in both theory and practice, increased attention was focused on the level of machine capacity utilisation because machines were more costly and thus had a greater impact on production efficiency. A special contribution here was made by Tippett [5], who first applied his method of work sampling in the textile industry. Despite its shortcomings, this method is still often used in production practice and is found in all industrial engineering text-books [8]. Mathematical models to address the issue of investing in reduced setups began to appear in the mid-1980s. Porteus [2] introduced the first-known of such models, which dealt with the problem of selecting the appropriate level of investment in setup cost reductions, while various authors have proposed variations or extensions of this model, considering either a single product or multiple products. The indispensible modification of the work sampling method presented by Klarin et al. [9] aims to explain and justify both the necessity and the importance of using the shift level of the utilisation of capacity as the stochastic variable in determining the total level of capacity utilisation in the production process, using the method of work sampling on a sample of 74 Serbian companies. The conclusion drawn is that the shift level of capacity utilisation as the stochastic variable in work sampling is the model that solves the problem of determining the total level of capacity utilisation conveniently and with accurate results. On the other hand, on the basis of the model presented by Klarin et al. [9], Elnekave and Gilad [10] propose a digital video-based approach to enhance work measurement and analysis by facilitating the generation of rapid time standards. This approach serves as a computerised tool for remote work measurement, with the ability to generate time standards rapidly. Affisco et al. [11] investigated, in a context of supplier-customer relationships, how joint investment decisions in process quality improvements and setup cost reductions result in total system savings, due to a larger decrease in supplier replacement costs, supplier setup costs, and customer inspection costs than the increase of investment costs in quality improvements and setup reductions.

It is evident that today the more significant problem - one that is completely different from that of capacities - is monitoring and influencing the production cycle (the period from the item's entry into the production process to the receipt of a finished product and its packing). Yet discussion of this problem is found far less in the literature.

The importance of the production cycle is emphasised by Agrawal et al. [12], who present an approach to production planning through targeting minimal product cycle times. A number of works consider the impact of machine breakdown on production cycle time [13, 14], while Kun-Jen et al. [15] propose an inventory model linked with production cycle optimisation. Rappold and Yoho [16] explore a production policy in which the length of the production cycle is kept between lower and upper limits, while Taleizadeh et al. [17] determine the optimal cycle length of each product through minimising the cost function. As can be seen, contemporary procedures in PC optimisation, which are often special cases with extensive mathematical calculations or arbitrary and sometimes subjective methods in everyday use in factories, require models that are more objective, justifiable, and consistently as simple as possible, and that are adequate for application in everyday practice.

## 3 METHODOLOGY FOR REDUCING PC BY OPTIMISING PRODUCTION AND NON-PRODUCTION TIME COMPONENTS IN THE METALWORKING INDUSTRY

Klarin et al. [9] have presented a modified work sampling method for establishing the level of capacity utilisation, and have found that the level of capacity utilisation as a stochastic variable in work sampling is the model that neatly resolves the problem of determining the total level of capacity with accurate results. A similar approach to establishing the level of capacity utilisation can be employed in conditions of balanced line production, or when there are components of large-scale production as well as short production cycles [18].
This article starts from the assumption that an additionally modified method of current observations can be applied not only when observing capacity utilisation, but also for PC time although the impact of stochastic factors in observing PC is much stronger than in capacity utilisation. In observing PC, new cycle time components emerge, such as control time and transport time, while the components are grouped by factor analysis. Factor analysis offers a tool for analysing the structure of mutual dependence between a larger number of variables, forming groups of correlated variables called factors. These groups, or factors, possess by definition a high degree of interdependence; so they are assumed to be data dimensions [19]. Thus the basic function of factor analysis is to summarise data contained in the original variable quantities into new variables (i.e., factors) with a minimal loss of information. Also, it is assumed that the PC time components will not behave according to binomial distribution, as in capacity observations, but according to normal distribution. In observing PC, scanning will not be performed by conventional current observations method, as in capacity observations, but by observing work items.

The basic principles of work sampling involve identifying and recording the tasks that people perform at a sufficiently large number of randomly-occurring sample points [20]. The use of such sampling, together with its associated statistical distributions and equations, to provide an accurate and valid representation of the wider population of the object in question, has already been extensively demonstrated in both the field of work sampling and broader statistical theory [17]. Work sampling is most suitable for determining (1) machine utilisation, (2) allowances for unavoidable delays, and (3) work standards for direct and indirect work; but, with some modifications arising from our results, it can also be used in PC time utilisation. Thus, in this case, the modified method of current observations will enable us to determine the participation of cycle time components against the total length of PC and manufacturing time.

### 3.1 PC time optimisation: The 2011 sample

Self-report data are collected using mini portable computers (personal digital assistants [PDAs]) as proposed by Robinson [20]. The PC time $-t_{p c}$ is divided into a larger number of components, namely production time $-t_{p}$ and non-production time $-t_{n p}$, while production time is then further divided into technological time - $\boldsymbol{t}_{\boldsymbol{t}}$-, with set-up time $t_{p t}$ and manufacturing time $t_{m}$. Also, nontechnological time - $t_{n t}$ is composed of time of control - $t_{c}$-, transportation - $t_{t r}$ - and packaging $t_{p k}$. Non-production time is classified according to various causes of stoppages in production, the most general and common of which are the lack of raw materials - $t_{m r}$, organisational factors $-t_{o}$,
$t_{t l}$ - stoppage due to tools or machine breakdown - $t_{b}$, and other problems - $t_{t o}$. The proposed division was checked by the factor analysis method. Factor loadings of PC time made up of technological time - $t_{t}$, with set-up time $t_{p t}$ and manufacturing time $t_{m}$, also non-technological time $-t_{n t}$ composed of time of control $-t_{c}-$, transportation $-t_{t r}$ - and packaging $-t_{p k}$ are shown in Table 1, and eigenvalues are shown in Table 2.

Table 1: Factor loadings of PC time

| Variable | Factor loadings (unrotated) <br> Extraction: Principal components <br> (Marked loadings are >,500000) |
| :---: | :---: |
|  | Factor 1 |
| $t_{p t}$ | -0.903644 |
| $t_{m}$ | -0.932769 |
| $t_{c}$ | -0.881748 |
| $t_{t r}$ | -0.926636 |
| $t_{p k}$ | -0.903003 |
| Expl. Var. | 4.138181 |
| Prp. Totl | 0.827636 |

Table 2: Eigenvalues of PC time factors

| Value | Eigenvalues |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Eigenvalue | per cent Total Variance | Cumulative Eigenvalue | Cumulative per cent |
| 1 | 4.138181 | 82.76362 | 4.138181 | 82.76362 |

Factor loadings of non-production time composed of the lack of raw materials - $t_{m r}$, organisational factors - $t_{o}$, machine breakdown - $t_{b}$, stoppage due to tools - $t_{t l}$ and other problems - $t_{t o}$ are shown in Table 3, and eigenvalues of the components in Table 4.

Table 3: Factor loadings of non-production time

| Variable | Factor loadings (Varimax raw) <br> Extraction: Principal components <br> (Marked loadings are >,500000) |  |  |
| :---: | :---: | :---: | :---: |
|  | Factor 1 | Factor 2 | Factor 3 |
|  | 0.125701 | 0.710150 | 0.025281 |
| $t_{t l}$ | 0.701334 | 0.166804 | -0.275008 |
| $t_{o}$ | 0.823158 | -0.085561 | 0.174806 |
| $t_{b}$ | 0.015772 | 0.021706 | 0.958977 |
| $t_{t o}$ | 0.072637 | -0.798868 | -0.014175 |
| Expl. Var. | 1.190785 | 1.178119 | 1.026663 |
| Prp. Totl | 0.238157 | 0.235624 | 0.205333 |

Table 4: Eigenvalues of non-production time factors

| Value | Eigenvalues |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Eigenvalue | per cent Total Variance | Cumulative Eigenvalue | Cumulative per cent |
| 1 | 1.266760 | 25.33521 | 1.266760 | 25.33521 |
| 2 | 1.108172 | 22.16344 | 2.374932 | 47.49864 |
| 3 | 1.020635 | 20.41270 | 3.395567 | 67.91134 |

Table 5: Distribution testing for manufacturing time

| Upper Boundary | Variable: $t_{m}$, Distribution: Normal <br> Chi-Square $=31.60929, \mathrm{df}=6$ (adjusted), $\mathrm{p}=0.00002$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Observed Frequency | Cumul. Observed | Percent Observed | Cumul. per cent Observed | Expected Frequency | Cumul. expected | Percent Expected | Cumul. per cent Expected | ObservedExpected |
| <= -5.00000 | 0 | 0 | 0.00000 | 0.0000 | 0.13375 | 0.1337 | 0.10615 | 0.1061 | -0.13375 |
| 0.00000 | 1 | 1 | 0.79365 | 0.7037 | 0.43775 | 0.5715 | 0.34742 | 0.4536 | 0.56225 |
| 5.00000 | 0 | 1 | 0.00000 | 0.7937 | 1.43531 | 2.0068 | 1.13913 | 1.5927 | -1.43531 |
| 10.0000 | 1 | 2 | 0.79365 | 1.5873 | 3.81133 | 5.8181 | 3.02486 | 4.6176 | -2.81133 |
| 15.0000 | 2 | 4 | 1.58730 | 3.1746 | 8.19696 | 14.0151 | 6.50552 | 11.1231 | -6.19696 |
| 20.0000 | 27 | 31 | 21.42857 | 24.6032 | 14.27907 | 28.2942 | 11.3326 | 22.4557 | 12.72093 |
| 25.0000 | 30 | 61 | 23.80952 | 48.4127 | 20.14824 | 48.4424 | 15.9906 | 38.4464 | 9.85176 |
| 30.0000 | 26 | 87 | 20.63492 | 69.0476 | 23.02906 | 71.4715 | 18.2770 | 56.7234 | 2.97094 |
| 35.0000 | 12 | 99 | 9.52381 | 78.5714 | 21.32172 | 92.7932 | 16.9220 | 73.6454 | -9.32172 |
| 40.0000 | 11 | 110 | 8.73016 | 87.3016 | 15.99087 | 108.784 | 12.6911 | 86.3366 | -4.99087 |
| 45.0000 | 6 | 116 | 4.76190 | 92.0635 | 9.71440 | 118.498 | 7.70984 | 94.0464 | -3.71440 |
| 50.0000 | 3 | 119 | 2.38095 | 94.4444 | 4.78010 | 123.278 | 3.79373 | 97.8401 | -1.78010 |
| 55.0000 | 3 | 122 | 2.38095 | 96.8254 | 1.90506 | 125.183 | 1.51195 | 99.3521 | 1.09494 |
| 60.0000 | 2 | 124 | 1.58730 | 98.4127 | 0.61490 | 125.798 | 0.48802 | 99.8401 | 1.38510 |
| 65.0000 | 2 | 126 | 1.58730 | 100.000 | 0.16073 | 125.959 | 0.12756 | 99.9677 | 1.83927 |
| 70.0000 | 0 | 126 | 0.00000 | 100.000 | 0.03402 | 125.993 | 0.02700 | 99.9947 | -0.03402 |
| < Infinity | 0 | 126 | 0.00000 | 100.000 | 0.00674 | 126.000 | 0.00535 | 100.0000 | -0.00674 |

It proved that the division of a variable into a number of factors did not occur in the case of production time, and that there is a tendency to group variables logically; while in non-production time there are three variables per factor, meaning that there was no need to perform a reliability analysis. The sampled levels of PC time have a normal distribution, since $\chi^{2}=3.070404$ and $\chi_{1}{ }^{2}=55.76$, e.g. $\chi^{2}<\chi_{1}{ }^{2}$, which holds true for cycle time components, as shown in Table 5 for an example of manufacturing time.

The utilisation level of individual PC components is further calculated according to the principles of the current observations method so that, for example, the time level of manufacturing time $t_{m}$ is obtained by dividing the sum of that observation by the total number according to Table 1 ; therefore $t_{m}=0.246$. In PCs, the time is affected by a larger number of stochastic factors than in capacity observations, where the application of the current observations method is common; so the interpretation of the results according to Table 6 would be inadequate for PC analysis and time reduction.

Table 6: Production cycle components by frequency of occurrence

| Date | $\mathrm{N}_{\mathrm{o}}$ of Obs | Time |  | Production time |  |  |  |  | Non-production time |  |  |  |  | $\mathrm{N}_{0}$ of pieces |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Start | End | $t_{p t}$ | $t_{t n}$ | $t_{c}$ | $t_{t r}$ | $t_{p k}$ | $t_{m r}$ | $t_{t l}$ | $t_{o}$ | $t_{b}$ | $t_{o t}$ |  |
| 19.09.2011 | 26 | $\begin{aligned} & \hline 8: \\ & 30 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 13: \\ & 00 \\ & \hline \end{aligned}$ | 3 | 9 | 3 | 1 | 2 | 2 |  | 2 | 1 | 2 | 7 |
| 26.09.2011 | 18 | $\begin{aligned} & \hline 8: \\ & 05 \end{aligned}$ | $\begin{gathered} 13: \\ 30 \end{gathered}$ | 2 | 5 | 2 | 4 | 3 | 1 |  |  |  | 1 | 10 |
| 23.09.2011 | 21 |  |  |  |  |  |  |  | 21 |  |  |  |  | Canceled |
| 19.09.2011 | 31 | $\begin{aligned} & 8: \\ & 30 \end{aligned}$ | $\begin{aligned} & \hline 13: \\ & 00 \end{aligned}$ | 2 | 9 | 3 | 3 | 3 | 2 | 1 | 2 | 1 | 4 | 7 |
| 19.09.2011 | 22 | $\begin{aligned} & \hline 8: \\ & 20 \end{aligned}$ | $\begin{gathered} \hline 13: \\ 10 \end{gathered}$ | 2 | 7 | 4 | 1 | 3 | 1 |  | 2 |  | 2 | 8 |
| .... |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 24.10.2011 | 16 | $\begin{aligned} & 8: \\ & 15 \end{aligned}$ | $\begin{aligned} & 12: \\ & 38 \end{aligned}$ | 2 | 5 | 4 | 2 | 2 |  |  |  |  | 1 | 4 |
| $\Sigma$ | 932 |  |  | 100 | 229 | 118 | 142 | 99 | 47 | 3 | 25 | 15 | 154 |  |
| $\eta$ |  |  |  | 0.110 | 0.246 | 0.127 | 0.106 | 0.050 | 0.005 | 0.003 | 0.029 | 0.016 | 0.165 |  |

Table 7: Production cycle components by time duration

| Date | $t_{p c}$ | Time |  | Production time |  |  |  |  | Non-production tme |  |  |  |  | $\mathrm{N}_{\mathrm{o}}$ of pieces | $\begin{gathered} t_{p c} \\ (\min / \\ \text { piece) } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Start | End | $t_{p t}$ | $t_{t n}$ | $t_{c}$ | $t_{t r}$ | $t_{p k}$ | $t_{m r}$ | $t_{t l}$ | $t_{o}$ | $t_{b}$ | $t_{o t}$ |  |  |
| $\begin{array}{\|l\|} \hline 19.09 . \\ 2011 . \\ \hline \end{array}$ | 270 | 8:30 | 13:00 | 32 | 97 | 32 | 11 | 22 | 22 |  | 22 | 11 | 22 | 7 | 38.6 |
| $26.09$ | 325 | 8:05 | 13:30 | 36 | 90 | 36 | 72 | 54 | 18 |  |  |  | 18 | 10 | 32.5 |
| $\begin{aligned} & 23.09 \\ & 2011 . \end{aligned}$ | 310 |  |  |  |  | 18 |  |  | 310 |  |  |  |  | cancelled | 0 |
| $\begin{array}{\|l\|} \hline 19.09 . \\ 2011 . \\ \hline \end{array}$ | 270 | 8:30 | 13:00 | 18 | 81 | 26 | 27 | 27 | 18 | 9 | 18 | 9 | 36 | 7 | 38.6 |
| $\begin{aligned} & 19.09 . \\ & 2011 . \end{aligned}$ | 290 | 8:20 | 13:10 | 26 | 92 | 53 | 13 | 40 | 13 |  | 26 |  | 26 | 8 | 36.3 |
| .... |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\begin{array}{\|l\|} \hline 24.10 \\ 2011 . \end{array}$ | 263 | 8:15 | 12:38 | 33 | 82 | 66 | 33 | 33 |  |  |  |  | 16 | 4 | 65.8 |
| $\Sigma \Sigma$ | 15307 |  |  | 11451 (74.81 per cent) |  |  |  |  | 3856 (23.19 per cent) |  |  |  |  |  |  |
| $\overline{\mathrm{X}}$ | 326 |  |  | 249 |  |  |  |  | 82 |  |  |  |  |  |  |

Each PC component's real time is obtained by calculations that apply the formula and use data from Tables 6 and 7, where $i=$ date of monitoring:

$$
\begin{equation*}
t_{p c i}=N_{o} \cdot T_{p c} \cdot \eta \tag{1}
\end{equation*}
$$

Based on Table 7, it is evident that the first cycle has a higher frequency than the second (based on Table 6), so the length of time $t_{p t}$ is, in contrast, larger in the second cycle and amounts to 36 minutes, compared with the time length of 32 minutes in the first cycle.

A comparison of the PC scanning results presented in Tables 6 and 7 indicates that the cycle time components differ in duration, while the total production and non-production time is almost equal (shown in Table 8). Differences in individual time components resulted from the action of stochastic factors that are present in production. The total PC time duration for the same number of units in a series is increased as the number of units in a series increases, but decreases if observed per unit of product (pieces). Consequently, the number of units in a series is an important impact factor that has to be taken into account. Table 8 also shows that our sample is large and representative.

Table 8: Comparative survey of PC time components in per cent and minutes

|  | Production time |  |  |  |  | Non-production time |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Time elements | $t_{p t}$ | $t_{t n}$ | $t_{c}$ | $t_{t r}$ | $t_{p k}$ | $\sum_{p} t_{p}$ | $t_{m r}$ | $t_{t l}$ | $t_{o}$ | $t_{b}$ | $t_{o t}$ | $\sum_{n p} t_{n p}$ | $\sum_{\sum}$ |
| $\eta$ - by fre- <br> quency of <br> occurrence | 0.107 | 0.246 | 0.127 | 0.152 | 0.106 | 0.738 | 0.05 | 0.003 | 0.027 | 0.016 | 0.169 | 0.261 | 1 |
| $\eta$ - by time <br> duration | 0.107 | 0.246 | 0.126 | 0.158 | 0.112 | 0.749 | 0.05 | 0.0003 | 0.003 | 0.002 | 0.16 | 0.251 | 1 |

The results for PC components' trends per minute and level are given in Figures 2, 3, 4 and 5, where the observation of cycle time is shown on the control charts because the cycle is one among the processes. The $3 \sigma$ limit is normally used in work sampling to set the upper and lower limits of control.

Figure 2 shows production time, whose mean value equals 249 minutes or 62.25 per cent of the total maximum time of PC length, whereas control limits comprise 42 per cent to 82.5 per cent of time. Analogously, Figure 3 shows that the mean value of non-production time is 35.48 minutes, at 44 per cent, while the limits are at 25.80 and 62.47 per cent.


Figure 2: Production time displayed in minutes for the year 2011


Figure 3: Non-production time displayed in minutes for the year 2011


Figure 4: Lead time displayed in minutes for the year 2011
Figure 4 shows data for lead time $t_{m}$ from Table 2, obtained by summarising the maximum duration of 162 minutes in cycle No. 6 at 100 per cent. It is evident from Figure 4 that the process is almost completely mastered, that only one point more is out of control limits, and one point only insignificantly. The mean value is $\bar{t}_{m}=81.78 \mathrm{~min}$, i.e. 50.48 per cent with control limits AC $=75.13$ per cent and $B C=25.85$ per cent.


Figure 5: Production time for a five-unit series displayed in minutes for the year 2011
The results of the production time observations for five-unit series are given in Figure 5. The results are reduced to the highest PC value for five pieces, i.e. to the cycle No. 46 in Table 7 with 355 minutes duration. It is noticeable from Figure 5 that the mean value of production time for the five-unit series and for 18 PCs is $t_{p 5}=67.45$ per cent ( 239.44 minutes) at $\mathrm{AC}=88.9$ per cent and $B C=46$ per cent, and that the process is very well controlled. Table 9 displays the number of PCs and the number of units in production series.

Table 9: Number of cycles and number of units in a series

| No. | No. of cycle | unit/ser | $\bar{t}_{p c u}($ unit $/$ series $)$ | $\overline{\bar{t}}_{p}(\%)$ | $\mathrm{SD}_{\mathrm{tp}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | 3 | 93.10 | 85.41 | 7.42 |
| 2 | 4 | 4 | 72.48 | 81.31 | 16.14 |
| 3 | 18 | 5 | 63.29 | 74.97 | 28.04 |
| 4 | 10 | 6 | 57.02 | 70.84 | 29.64 |
| 5 | 3 | 7 | 43.50 | 76.67 | 16.91 |
| 6 | 5 | 8 | 45.50 | 77.78 | 10.07 |
| 7 | 3 | 10 | 35.67 | 79.75 | 10.53 |
| $\overline{\bar{t}_{p}}(\%)$ | 46 | 43 | 52.389 | 76 |  |

The trends of PC time mean values $\overline{\bar{t}_{p}}(\%)$ by cycles (groups) with an identical number of units in a series (in percent) and the PC mean values per unit in a series $\bar{t}_{c}$ are given in the diagram in Figure 6. The mean value for all groups is obtained using the formula:

$$
\begin{equation*}
\overline{\overline{t_{p}}}=\sum \frac{\overline{t_{p i}} \cdot f_{i}}{N} \tag{2}
\end{equation*}
$$

where $f_{i}$ is the number of PCs with an identical number of units in a series.

$$
\overline{\bar{t}_{p}}=\frac{85,41 \cdot 3}{46}+\ldots+\frac{79,75 \cdot 3}{46}=76 \%
$$

for a non-stratified set of data from Table 1, using the formula:

$$
\begin{equation*}
S D_{p}^{2}=\frac{\sum_{j=1}^{1}\left(\bar{t}_{p i}-\overline{\bar{t}}_{p}\right)^{2} n j}{n} \tag{3}
\end{equation*}
$$

where $n_{j}$ is the number of cycles in a group and n is the total number of cycles.

$$
\begin{equation*}
C C=\overline{\bar{t}_{p}} \pm 3 \overline{\bar{t}_{p}} S D_{p} \tag{4}
\end{equation*}
$$

$$
\begin{gathered}
C C=76 \pm 3 \cdot 0.09606 \cdot 76=76 \pm 21.9 \\
\mathrm{AC}=97.9 \%
\end{gathered}
$$

$$
B C=54.1 \%
$$

It is obvious from the diagram in Figure 6 that, mathematically viewed, the process is mastered, because all the points of $\bar{t}_{p i}$ lie within the control limits $\mathrm{BC}<\bar{t}_{p i}<\mathrm{AC}$, $(54.1<76<97.9)$. The trend of $\bar{t}_{p c u i}$ can be approximated by the function:

$$
\begin{equation*}
\bar{t}_{p c u}=c+\frac{b}{n} \tag{5}
\end{equation*}
$$

where $n$ is the number of units. The mean value of cycle time per number of units in a series equals:

$$
\bar{t}_{\text {pcu br. u ser. }}=52.39 \mathrm{~min}
$$

whereas the mean value of cycle time per number of cycles is:


Figure 6: Trends of production time $t_{p}$ mean values and PC mean values per unit in a series

$$
t_{p c u} \text { in } 2011
$$

### 3.2 PC time optimisation: The 2012 sample

The experiment was conducted in identical conditions one year later, in September 2012. The results are represented only diagrammatically due to the volume of data. The reduction was done by 30 cycles with 644 observations. The PC time ranged from 178 to 331 minutes.

In the year 2012, after perceiving the shortcomings and factors producing adverse effects on the PC time in 2011, one small-sized machine was purchased to be included in production, so that a significant reduction in PC time occurred, on average, from 326 minutes to 233 minutes This resulted in the reduction of all PC time components as well as of production and non-production time. Production time dropped from 244 minutes to 194 minutes, while non-production time dropped from 82 minutes to 39 minutes, with the increased percentage of production time share amounting to 83.26 per cent in 2012, compared with 74.26 per cent in 2011 . This indicates that a larger reduction of PC time was obtained in cycle time components that were influenced more by the human factor. The trends of PC time components and production and non-production time are represented by the diagram in Figure 7, with data given in percentages.


Figure 7: Data on PC observations in 2012
It is obvious from Figure 7 that the process is mastered in full, because none of the values of $t_{p}$ is located out of control limits. If trends of $t_{p}$ are represented in minutes and reduced to percentages, then the demonstration of the process control via control limits generates the diagram in Figure 8, where the mean value is $\bar{t}_{p \text { min }}=58.61 \%$ or 194 minutes, $\mathrm{SD}_{\text {tp } \min }=31$ minutes or $9.37 \%$ and $A C=75.08 \%$ and $B C=42.14 \%$, with only one point of cycle no. 23 out of AC , while the point of cycle no. 4 is insignificantly out of the BC limit.


Figure 8: Production time displayed in minutes for the year 2012
The trends of the most significant PC components represented in an identical manner, set-up time $t_{p t i}$ and technical-technological (major) time $t_{m}$, also generate more favourable trends than those in 2011. The process for set-up time $t_{p t}$ has only five points out of KG (Figure 9), whereas the one in 2011 had as many as 13. The process for manufacturing time $t_{m}$ (Figure 10) in 2012 is almost completely mastered, and does not differ from that in 2011, because two points each are out of KG. Short setup time is an essential element for the effective implementation of many lean pillars, i.e., JIT and Kanban [3].


Figure 9: Set-up time displayed in minutes for the year 2012


Figure 10: Manufacturing time time displayed in minutes for the year 2012
It should be noted that this is a consequence of deterministic factors related to the machine operating mode, so that the machine utilisation capacity with optimum calculations for operating mode increases by eliminating bottlenecks, while all other PC time components are affected by a number of factors that are human-related, and they are stochastic in character. Observing the trends of value reduced to the number of units in a series and number of series, it is obvious that cycle time dropped drastically per piece and series (Figure 11). Mean values of cycle time per number of units in a series amount to $\bar{t}_{\text {pcu u. ser. }}=31.27 \mathrm{~min}$, while mean value of cycle time per number of cycles equal $\bar{t}_{\text {pcu/cik. }}=37.7 \mathrm{~min}$. Comparing these with the 2011 data, we can see that the length of time reduction for $t_{\text {pcu u min/ser }}$ was by 21.95 minutes, and for $t_{\text {pcu br.cik. }}$ by 21.12 minutes.

These are relevantly large reductions that resulted from the fact that the factory is new, so that improvements can be made during the manufacturing process.


Figure 11: Trends of production time mean values and PC mean values per unit in 2012

## 4

CONCLUSION

In this survey, it has been shown that a modified method of work sampling, with time components gouped by factor analysis, is applicable not only in the domain of capacity utilisation observations, but also in investigating PC in a metalworking industry with small-sized series, using small alterations. The specificity of the proposed method refers to machine utilisation observations that are not performed by shifts and days using current observations of machines, but through PC time components monitoring the items of work. The PC trends can be thus observed as a process, while the efficiency of the process can be observed through control charts. The application of the method in production practice indicates that, in organised production conditions with a higher PC time level (0.5-1), for a sufficient number of PCs they range according to normal distribution (whereas in capacity utilisation observations they range by binomial distribution) and within control limits determined by 3 SDs. Oscillations and mean values for the levels of cycle time components and stoppages allow for the comparison of production by flow time or in similar enterprises, thus enabling the reduction of PC time. This survey, and the control of methodology for PC reduction by optimising time components in the metalworking industry, grouped by factor analysis into the factors of production and non-production components, monitored by a modified method of current observations, and monitored as a process whose efficiency was observed through control charts on the sample of 1,576 observations in a metalworking factory in Serbia that manufactured vehicle components, show that PC was significantly reduced in 2012 by 93 minutes or 28.53 per cent, compared with 2011, while production time was shortened by 46 minutes or 19.17 per cent.

The insights we obtained from randomly-generated problems appear to agree with the shared wisdom of manufacturing practice in general. It is concluded that this experimental investigation has proved that, in the practice of small- and medium-sized enterprises that are engaged in serial production, it is possible to apply a very simple but sufficently accurate methodology to establish production cycle time components, and to later to optimise PC duration. The results provide empirical results that offer insights into a number of managerial issues concerning investment decisions in product-specific cycle time improvements and reductions, together with process redesigns.

Proposals for further investigation include the application and control of this method in other types of production, such as assembly processes and processes in the textile industry. Further analysis should be also oriented to the issue of transport time, as well as further division of time components of other stoppages, to isolate the most significant ones. We are currently exploring such extensions of this method. Also, an interesting possiblility for future research, as proposed by Marsudi and Shafeek [21], could be an analysis of the influence of working conditions on PC time.
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