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Impact of Self Noise on Tracking Performance of
Non-Data-Aided Digital Timing Recovery

Federica Scardoni, Maurizio MagarimWjember, IEEE, and Arnaldo Spalvieri.

Abstract—Non-data-aided feedforward timing recovery is pre-  all the synchronization schemes based on the PLL principle,
ferred to non-data aided feedback timing recovery in digitd the impact of delay on system’s performance being analyzed
receivers because it does not suffer of delay in the loop. Hawer, ; [14] for PLL of first and second order.

while feedback timing recovery with optimized pre-detecton filter . -

is not affected by sglf noise,)/in thisppaper itpis pointed outdr In this paper We.ar}alyze the J'tte_r performance of feedback
the first time that, even if an optimized pre-detection filter is and feedforward timing recovery in the presence of phase
adopted, feedforward timing recovery is. The paper propose noise affecting the incoming timing wave and Additive White

an approximation to the power spectral density of self noise Gaussian Noise (AWGN). The main novelty of the paper is
that leads to analytical performance evaluation, the acclacy the eyvaluation by analytical means of the impact of self @ois

of the approximation being confirmed by simulation results. . . . .
Also, a comparative study of feedforward and feedback timiig on the tracking performance, the analysis being validaied b

recovery is presented. The result of the comparison is thafor ~Simulation results. The results of this paper show that, as
signal-to-noise ratio lower than 50dB and realistic spectra of conjectured in [4], self noise is responsible of the mismatc
phase noise affecting the timing wave to be tracked, despitgelf petween the simulation results and the analysis of timing
noise, feedforward timing recovery outperforms feedback iming jitter when self noise is neglected. Specifically, it is show
recovery in the paper that the power spectral density of self noise can
Index Terms—Clock recovery, synchronization, timing jitter, pe approximated to a slope ef20 dB/decade, leading to a
self noise, phase noise. non-negligible contribution to the timing jitter when thest-
detection filter (which will be called simply post-filter ife
. INTRODUCTION following) has large bandwidth, hence when the incoming
. e . . timing wave to be tracked is affected by large phase noise.
I\.Ion.-data aided .(N[.)A) digital timing recoveryis a classic 0 achieve these results the paper improves over the gxistin
topic in _communication theory that IS recewving r.enewef.i&erature as follows. The analysis of self noise spectrum
interest in the framework of coherent optical communiaagio aenerated by Gardner's detector, which is performed in [15]

see e.g. [1]-[7]. The most popular digital NDA feedforwar bor Nvauist-tvoe filters onlv. is extended here to a genevatf
timing recovery scheme for Quadrature Amplitude Modulatio yquis-iype [iters only, 1S ex g

. . . of pre-filter, thus allowing to take into account also optied
(QAM) and Phase Shift Keying (PSK) modulation formats . . ;
has been proposed by Oerder and Meyr in [8] where t re-filters as that of [16]. The cyclostationary spectrunself

timina_detect K f th | fth . 'Noise generated by the square-law detector of the feedfdrwa
Iming detector makes ‘use of the samples of e reCeNgh, g js computed here for the first time. Based on the above

roposed here for the first time. Finally, the paper derives

by interpolating the samples taken at two times the sym (%timal post-filters for the feedback and feedforward sakem

frequency as in [7], [9.]_[12]' Timing de_tection with half'in the presence of phase noise and their performance.
baud spaced sar_nplgs is performed also in the scheme due %he outline of the paper is as follows. In Sec. Il the system
Gardner [13], which is based on the Phase-Locked Loop (PLHodel is introduced. Section Ill reports the analysis oftpos

prirr:ciple. C;mpa;red t%ﬂl]e f(.aed:]orv]\c/ar((jjschlfrre, the ;gd:baocetection noise affecting the feedback scheme, while in Sec
EC Ieme sutters r:am elay mht ed_eg Ia(': OIOP’ Which €30 the post-detection noise affecting the feedforward sohe
e large in optical systems when digital signal processing i analyzed. Section V reports performance analysis antd pos

implemented in FPGA, compromising the performance of tr}ﬁ’ter optimization for the feedback and feedforward scheme

PLL when it has large loop bandwidth [2], [7]. The need of, ¢ presence of phase noise affecting the incoming timing

Iarg.e bandwidth arises when timing recovery has to tracklloG, e Numerical results showing the close fit between argalys
oscn.latqrs affected by large phase noise, as the papera] r?;md simulations are presented in Section VI, while conolusi
put in light in the context of feedforward timing recovery, .« qrawn in Sec. VII

More generally, the issue of delay in the loop is common to
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whereT is the symbol repetition interval which is assumed to In the following, we will assume that...(1) = 0, an
be known,r is a random and unknown parametgt; } is the assumption that is met when the impulse respgiiseof the
sequence of i.i.d. complex random constellation pointd wipre-filter has certain symmetries that can be checked frem th
zero mean and unit variance(t) is the impulse response ofgeneral form of¥ ., ;(z) reported in Appendix A, for instance,
the transmit filter, andv(t) is complex AWGN with power when p(t) is the inverse Fourier transform of a square-root
spectral densityNy. We assume in what follows that theNyquist frequency response or when it is the impulse respons
frequency response of the transmit fili&i(f) is the square of the optimized pre-filter of [16]. With this assumption,
root of a Nyquist filter bandlimited ta’~!. Although not numerical evaluation of the spectrum for each of the three
strictly necessary, for concreteness we also assume thasit terms in (6) reveals that, while the slope of the power spéctr
unit energy, so the impulse response of the Nyquist filterés 1density of the terms “Noisex Noise” and “Noisex Signal”
time t = 0, and we use the signal-to-noise ratio SNRV, '  at frequency zero is zero, the slope of the power spectral
to characterize the AWGN channel. After the pre-detectiatensity of the term “Signak Signal” at frequency zero is
filter (called simply pre-filter in what follows), which issd 420 dB/decade. This motivates our proposed approximation
. T .
assumed to be bandlimited #~", one has the signal B(2) ~ B+ A1 — (1 — 21, o

y(t,7) = Z agv(t — kT — 1) + n(t), (2)

k
wheren(t) is the complex additive Gaussian noise at pre-

where

6 = ann + ans;

filter's output, and the impulse responsg) is the inverse o (T P(AP(T-Y — £)2d
Fourier transform of Brxn = Ynxn(l) = Jy PP l f, 8
T -SNR - A2
V() =U)P(f), 3) - _
)= 0P ey AR vPa —ppa
where P(f) is the frequency response of the pre-filter. Buxs = Wnxs(1) = T2 . SNR- A2 J

In the following two Sections we consider a fedback
scheme based on the Gardner detector [13] and a feedfor-
ward scheme based on the Oerder and Meyr detector [8]. A=
Both the detectors are known to be discrete-time approxi-
mations to the continuous-time square-law detector. Hence

/ Lty - pal, o)
0

Nl

the different behavior of the two schemes is induced by the Ll 2
feedback/feedforward implementation. A= 2 ”_Z_: M Ysxsim, (11)
Ill. FEEDBACK TIMING RECOVERY and the polynomial
In the feedback scheme by Gardner [13], which is based on o o m
half-baud spaced sampling, the timing error detector is sxs(2) o Z Yoxsim?

R{y" (KT = T/2,e) (y(kT ex) —y((k = DT ex))}, (4 is given in appendix A. Equation (11) is obtained as follows.
whereR{-} denotes the real part efthe superscript denotes Our proposed approximation in frequency domain is
the complex conjugate, and \Psxs(ejQﬂ'fT) ~A(1— ejzﬂfol _ ejQﬂfT)
€k =T — Tk, ~ N2 fT)?, (12)

being 7, the estimate of the timing instant produced at tim@here the second approximation holds at low normalized

k by a PLL based on the phase detector (4). frequency. The Fourier series expansion of the periodia eve
At phaselock, that is whel'{e; } = 0, the estimate of the spectrum is given by
timing instant is affected by a zero mean phase error

27e U,y (27T = sxs:m CoS(2mmfT),
b = 2Tk ws(€PIT) = 3" g cos(2mm fT)

T m=—0o0
whose autocorrelation in the-domain can be written as which, at low normalized frequency, is approximated to

Ry(z) = H(z)H"(27")¥(z), (5) : > 2mm fT)>2
¢ \Ijsxs(e]27rfT> ~ Z wsxs;m <]- - %) . (13)
where we assume that the closed-loop transfer funadi¢n) m=—o0

of the PLL has u_nlt gain ai_lz Landz " is a shorthr?md for Restricting our attention to pre-filters with symmetriestsu
the complex conjugate of ~'. The polynomial¥(z) is the that W, (1) = 0, that is

sum of the three terms “Noisg Noise,” “Noise x Signal,” e ’

“Signal x Signal” that come out when the sequence (2) is = —0

detected through (4): Z Vsxsim ’

m=—0o0

U(z) = Wnxn(2) + Unxs(z) + Vsxs(2). (6) and equating (12) to (13) one gets (11).
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For instance, leU(f) be the square root of a raised-cosin
Nyquist filter with roll-off « and assume that it has unit energy

When P(f) is the filter matched td/(f) and when it is the
pre-filter of [16] one has

e
= ar?(4 —a?)?(1 —|—SNR). (15)

16sin®(Z2) - SNR?
Also, one has\ = 0 with the pre-filter of [16] and with the

pre-filter of [17], while\ can be computed numerically when

the matched filter is used as a pre-filter.

IV. FEEDFORWARDTIMING RECOVERY

In the feedforward scheme here considered, the timin

detector produces the complex signal at symbol rate

z(7) = R{ap(r)} +5S{ze (1)}, (16)
where the real®t) and imaginary ¢) parts are
Rizk(r)} = ly(kT,7)|* = ly(kT = T/2,7)[%, 17)

Sk (1)} = [y(kT — T/4,7)]> — [y(kT — 3T/4,7)[?, (18)

and we assume that the signal is sampled with frequency eqyglise « Signal,” *

simulated
—approximated
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Fig. 1: Spectra of cyclostationary self noise with detedtbr) (18), 256-
QAM, square-root raised cosine transmit filter with rolf-fafctor 0.25,
and two pre-filters: Matched Filter (MF) and Optimized Pieefiof
[16] (OP). Solid line: approximation with from egn. (28). Simulated
spectra, MF, from the upper to the lower dotted line: wetsaverage
spectrum computed by (27), best Simulated spectra, OP, from the
upper to the lower dotted line: worst, average spectrum computed
by (27). With the best the self noise spectrum with OP is zero [12].

can be written as the sum of the three terms “NoisHoise,”
Signal x Signal” that come out when the

to four times the symbol frequency. The complex signal (16%'equence (2) is raised to the square:
(18) is passed through a feedforward post-filter, whoseutp

at timek is
sp(t)=A- e2m/T 4 vi(7), (19)

where v, (1) is the complex cyclostationary noise and th
amplitude of the desired complex exponential is

40T o
Az vowveat - parl. @)
0
The estimate of the timing instant at tinieis
. T T
=5 arg{si(7)} =7+ %éf)k(T), (21)

where ¢ (1) is the cyclostationary phase error affecting th
estimate.

U(z,7) = Upxn(2,7) + Upss(z,7) + Ysus(z,7).  (25)

The power spectral densities of the terms “NoiseNoise”

gnd “Noisex Signal” at frequency zero are independentof
and, with a further assumption of symmetry on the impulse
responsev(t) [8], the power spectral density of the term
“Signal x Signal” at frequency zero turns out to be equal
to zero, but, as it happens in the feedback scheme, its slope
is 420 dB/decade, leading to the approximation

U(z,m) = B+ A(T)(1—2)(1 - =271,

wherefs = 5, xn + Bnxs IS given in equations (8) and (9), the
term \(7) is obtained from the polynomial.(z, ) given
in Appendix B by a formula similar to (11). Again, assume

(26)

When the power ofy () is much smaller than the power ofthat U(f) is a unit energy square root raised-cosine Nyquist
the wanted complex exponential, the phase error that affefitter with roll-off a. WhenP(f) is the filter matched t&/( f)

the estimate can be analyzed by writing the complex noi
vi(7) of (19) in the form

vie(r) = (Ure() + jrai(7))e* /T, (22)

wherev, (1) anduv ;(7) are the noise components that are

radial and tangential, respectively, to the desired corpl
exponential at time:. Equation (22) leads to
Vt,k(T) Vt,k(T>

¢r(7) = arctan <A n Vr,k(T)) =

Given the approximation (23), the cyclostationargpectrum
of the phase errog,(7) can be written as

Ry(z,7) = H(2)H" (27 ")¥(z,7),

(23)

(24)

where we assume that the transfer function of the post-filter

H(z) has unit gain at = 1. Again, the polynomiall(z, 7)

oe the pre-filter of [16] one has

e
Phase noise always affects the local oscillators that gémer
the clocks that drive the data converters at the transmit and
receive sides. An effect of phase noise is that, during time,
7 randomly visits all the time instants in the period of the
cyclostationary autocorrelation. This leads us to integthe
cyclostationary functions that depend erover the periodl’,

leading to
T
/ Usws(z, 7)dr,

0

1

\I/sxs(z) = T

(27)
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and where n;, is white Gaussian noise with zero mean and unit
1 [T power, andy is the step size of the random walk. The
A= A(T)dr. (28) transform of the autocorrelation of the random walk is
0 2
The excellent fit in the low frequency region between the T(z) = S SN— (34)

actual¥,, ,(e’>~/T) and its approximation can be appreciated (1—27){ —2)

from the spectra reported in Fig. 1 for two pre-filters. ThEOr instance, a passively mode locked laser oscillator at

worst and the best case @stS(ejQﬂ'fT77-) for r € (O7T] are frequenC)/T’l = 40 GHz is characterized by2 =4- 1070,

also reported in the same Figure. leading to a power spectral density of phase noise at 100 kHz
The detector (17) (18) is a variant of the detector propos&@m the peak equal te-64 dBcarrier/Hz [18], while an active

by Oerder and Meyr [8]. Specifically, the detector considerénode-locked laser oscillator, that has better quality ttren

here is the cascade of detector [8] and of an integrate-al@ssive one, hag* = 10~%, that is —90 dBcarrier/Hz at 100

dump filter over the symbol repetition interval. The integra kHz from the peak of the spectral line [19]. An even better

and-dump allows to get a symbol-spaced sequence at desectdfase noise spectrum can be obtained by a system based on

output, as it happens with Gardner’s detector (4). Moreovér YCO with natural frequency arounth GHz locked to a

equations (17) and (18) quickly lead to half-baud spacégference crystal oscillator [20].

detector of [10], [11], simply by replacing the right side of

(18) by its approximation A. Optimization of the Loop Filter in the Feedback Scheme

* In this subsection, optimization of the-causal loop filter
KR kT —T/2 kKT, 7)—y((k—1)T 29
' /21T 7) = y(( JT.7)) (29) is considered. This is the case where the delay in the loop

where K is the ratio between the right side of (20) and this the minimum one, that is, one symbol repetition interval.

right side of (10), [11]. In practical cases the loop delay can be much larger. Large
loop delay would limit the loop bandwidth, thus compromgsin
V. PERFORMANCE WITHPHASE NOISE performance as studied in [5]. In other words we are anadyzin

If the local oscillators that generate the clocks for daltg'e best performance achievable with the feedback scheme.

converters were free of phase noise, then the bandwidth O]Following the mefthoq by_Bode and She_mnon, first of all
the post-filter could be vanishingly small, achieving vaity we compute the whitening filtef(2) of the input sequence

zero error between the actual timing instant and its eséima s the causal and minimum phase transfer function resulting
ram the spectral factorization

Of course, this does not make sense, meaning in other wo
that sensible design of the post-detection filter must take W(DW* (2—*) = 1 35
phase noise into account. To make this possible, the random (W) U(z)+7Y(z) (35)

parameterr appearing in (2) is hereafter replaced by thgjsing (7) and (34) for the-spectra of noise and signal and

random sequence T performing the spectral factorization one finds
T = % Hk, (30) 1 B 52(1 _ 271>(1 _ Z) (36)
where{6;.} is the phase noise sequence that affects the clocks 1 (?) + ¥(2) [T, (1 =z~ 1)(1 = 22)’
that drive the data converters. where
The objective in the design of the transfer function of the £ = Az
post-filter is to minimize the mean-square phase error A
A 3 2 2
E{(ﬁi}:E{(Gk*@k)Q}a (31) 21 Z**:fi fﬂ_+ﬂ_+w+
ol 2v2 \ A2P )2 AP
where . 1/2
ékZQWTk Jr16’y2+4ﬂ72'y2 _P+Q
T P A ax
Now the phase errapy, is the sum of the post-detection noise
passed through the post-filter and of the components of phasez L 1 Q_2 n 1 _Q_3 n 1QR 80 ) +
noise that are not recovered after the post-filter, hence-the B2 T o \2a ' op A2 A
transform of its autocorrelation is R 2 p_g
- =2 + ,
Ry(z) = H(z)H" (27 ")¥(2) 2 ) 4\

+(1—H(2)(1 - H"(z277))Y(2), (32) with P = /B2 — 4\2, Q = —4X— B andR = 6A+~2+28.

where Y(2) is the z-spectrum of the phase noise sequenc%eleCting forz; andz, the two roots lying inside the unit circle

{ok} of (30) one getS (1 B _1)
The phase noise sequen@g, } to be tracked by the timing W(z) = 3 — - —, (37)
recovery mechanism is hereafter modelled as the disdrage-t (1 =227 (1 = 22271)
random walk _ &1 —2)
(z7%) = . 38
Ok+1 = Ok + Y1, (33) W= (1—22)(1—232) (38)
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Finally, for the optimal transfer function one has 22 ‘
24 ——MF comp|
H(z) = W)X (2)W* ("), 39 =~ -OP comp

(2) ()T ()W (z7")] (39) 26} X MF sim |

where the notatiof”(z)]™ indicates the -causal part of’(z), 2871 B OP sim |1
that is - -30F
[P(Z)]+ _ Zpszk. g -32¢
k=1 = -34¢

2

<

Substituting (34) and (38) in the bracketed term appearing = -36

the right side of (39) one finds -38 1
+ -40 ¢
- &y?
Y)W (") = 42 F
W) 1=z =2f2)(1—232) »
2,2 —1 e
z
:Mi_ (40) el
(1—271) 5 10 15 20 25 30 35 40 45 50
where SNR [dB]
1 1 Fig. 2: Phase error variance versus SNR for the feedbackveiveth the
§2 = =4/ . (41) optimal loop filter (43). Solid line: computed variance withatched
(1 - 21)(1 - 22) 7252 receive filter. Dotted line: computed variance with the wjited pre-
. . filter of [16]. Crosses: simulation results with matchedefiltSquares
By replacing (37), (40), and (41), in (39) one gets simulation results with optimized pre-filter.
-1
z
H(z) = & 42)

_ -1)(1 — -1y
(1 =227 )1 = 22271) VI. NUMERICAL RESULTS
The above transfer function can be implement by a PLL whose o system considered in this Section is based on 256-
open loop transfer function, after straightforward algebs  an with square-root raised-cosine transmit filter withlol
H(z2) Eyzt off factor .equal to 0.25. The phase noise paramefteis set
G(z) = 1— H(z) = s1zay (1 — 2~ D)1 — 22— 1) (43) to4-107, a value that, from the literature we are aware of,
i v seems to be a worst case for real-world systems. Two types
where of pre-filters are considered: the square-root raisecheqgsie-
22129 filter matched to the transmit filter and the optimized presffil

Zp = . 44
L Y€+ /(21 + 22 + 7€) — 42122 (44) of [16]. The mean-square phase error

-1
B. Optimization of the Post-Filter in the Feedforward Scheme o =T / Ry (™) df (49)
0

By standa_rd arguments one finds that the transfer fu.nCti%ncomputed numerically using and adopted as a performance
of the post-filter that minimizes the mean-square error & thy o 5re. The use of the mean-square phase error as a perfor-
feedforward scheme is mance measure is motivated as follows. The SNR penalty due
T(z) (45) to the inter-symbol interference caused by timing jitter is

T U(z)’
(2) + ¥(2) 10 - log;o(1 + SNR- eMSE) dB,
and that thez-spectrum of the estimation error is

H(z)=

where the excess MSE (eMSE) can be computed from the

T(2)¥(2) - h 4
R.(2) = _ (46) Mean-square phase error as (see [4])
SR CERTE) o
Substituting (26) and (27) for the spectrum of detector's eMSE= 4—7;2 > (§(kT))* + HOT, (50)
noise and (34) for the spectrum of phase noise affecting the k=—o0
incoming timing wave into (45) and (46) one finds where(t) is the first time derivative of the Nyquist impulse
2 responseg(t), and HOT stands for Higher Order Terms. With
H(z) = 47) raised-cosi ist filter with roll-
(2) By B 1 B Y P By (47) raised-cosine Nyquist filter with roll-off: one has
B o0 6 2(,.2 ]) — 3 2 ) 2
PP I ot E)) D DU S s L O
¢ P_(z—2420)B-ANz—-2+2z1) P——

Unfortunately, implementing the post-filter with transfefor instance, witlw = 0.25, SNR= 25dB, andcr§s = —38dB,
function (47) is difficult, because its impulse responsetis@ neglecting the higher order terms one has an SNR penalty of
sided decaying function with two-sided infinite duratiomtthe 0.04 dB.

Section devoted to the numerical results, we will consider a The results obtained with the feedback scheme and optimal
a post-filter the classical moving average filter of [8] and thpost-filter, using in (49) egns. (32) and (42), are reported
cascade of two moving average filters proposed in [4]. in Fig. 2. The floor that appears when one renounces to
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-26 confirm the analysis based on (27) and on the approximation
28 (26). The small disagreement between analysis and siranlati
that is observed at high SNR for the case of optimized pre-
-30 filter and moving average post-filter can be explained by
-32 observing that the approximation of the spectrum of selé@oi
= -34 used in the analysis over-estimates the actual spectruhein t
k=) a6 high-frequency region, as it can be seen from Fig. 1. When

filtered through the high tails of the moving average filthis t
mismatch induces the disagreement of abicdB between the
square and the dotted line that can be seen at SNIRdB in
Fig. 3. We have checked that the performance of the cascade of
two moving average filters is within 0.07 to 0.2 decibels from
the performance of the optimal post-filter (47). Also, we édnav
46 ‘ ‘ ‘ ‘ ‘ ‘ ‘ _~~-8 simulated the performance of the detector of [11], whicimsur

5 10 15 20 25 30 35 40 45 50 outto be virtually indistinguishable from the performarafe

SNR [dB] the detector (17), (18).
Fig. 3: Phase error variance versus SNR for the feedforwerdrse. Moving
Average filter (MA) and cascade of two Moving Averages filters
(2MA) are used as post-filters. Solid line: computed varamgth VIl. CONCLUSION
matched receive filter. Dotted line: computed variance \thih opti-

mized pre-filter of [16]. Crosses: simulation results withtohed filter. The power spectral density of self noise in non-data-aided
Squares simulation results with optimized pre-flter feedback and feedforward timing recovery has been studied
in the paper. The presented results show that, while in the
feedback scheme an optimized pre-filter can suppress self
the optimized pre-filter is due to self noise. The fit betweetoise, in feedforward timing recovery self noise cannot be
simulations and analysis is excellent. With optimized fiter, completely suppressed. Since feedforward timing recoigery
there is only a moderate mismatch at SNR50dB. The preferred to feedback timing recovery in digital receiyénisse
mismatch is due to the wandering of the phase esfoaround results push to deepen the investigation.
zero. Actually, whenp;, is not zero, the optimal pre-filter does  What we have found about the feedforward scheme is that,
no more guarantee ideal suppression of self noise. even if an optimized pre-filter is adopted, the power spéctra
The results obtained with the feedforward scheme are @ensity of self noise can be suppressed only at frequency
ported in Fig. 3, where, for each one of the two pre-filtergero, then, at higher frequency, it can be approximated to a
the cascade of two moving average filters proposed in [4] antbpe of +20 dB/decade. Therefore, when the bandwidth of
the classical moving average filter proposed in [8] are usedthe post-filter is large, large bandwidth being a need when th
post-filters. The duration of the impulse response of the-potiming wave to be tracked is affected by large phase noise,
filter is optimized to minimize the mean-square phase errdihe impact of self noise on the performance of feedforward
Fixed the post-filter, as expected from [12] the optimizeetprtiming recovery cannot be neglected.
filter outperforms the matched filter. The results also show The analytical results presented in the paper, confirmed
that the cascade of two moving average filters outperforrag computer simulations, show that, with a bad phase noise
the classical moving average filter, especially at high SNBpectrum {64 dBcarrier/HZ22100 kHz), the impact of self
Actually, at high SNR the bandwidth of the post-filter becemenoise can be non-negligible when the square-root Nyquést pr
large, and the high-frequency portion of the spectrum dfter with a simple moving average post-filter as in [8] is
self noise is not well rejected by the tails of the frequenaysed. Conversely, with the post-filter based on the cascade
response of the moving average filter, while the cascade aiftwo moving average filters proposed in [4], even if the
two moving average filters is much more effective in rejegtinconventional square-root Nyquist filter is used as a prerfilt
the undesired high frequency portion of the spectrum of sé¢lfe impact of self noise is negligible for constellationslaase
noise. Noticeably, the performance with the cascade of tvas 256 QAM or less. Moreover, our results also show that
moving average filters is virtually insensitive to the pi&efi feedforward timing recovery with square-root Nyquist pre-
in the low-to-intermediate SNR region, say up to SNR equal filter outperforms feedback timing recovery with optimized
about30 dB, that is a reasonable SNR value for the threshofite-filter for SNR lower than40dB, while, if optimized
of a coded 256-QAM. At SNR= 30dB the mean-square pre-filter is used also in the feedforward scheme, then it
phase error with post-filter based on 2 moving average filtessitperforms the feedback scheme up to SNR0dB, that
is about—38 dB, leading to, as shown before, an SNR penalig, in all the cases of practical interest that can be foresee
of only 0.04dB. With smaller~?2, the divergence betweentoday. By computing the excess mean-square error induced
the performance of matched pre-filter and optimized préy the feedforward scheme with better phase noise spectra,
filter occurs at SNRs even higher thaadB, leading to the such as those of [19] and [20], one finds that clock recovery
conclusion that, with modulation formats as dense as 25@ees not impact system performance. This also holds for the
QAM or less, there is no need of using an optimized préeedback scheme provided that the loop delay is small enough
filter. From Fig. 3 it can also be seen that simulation results allow for the desired loop bandwidth, see [5].

o
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APPENDIXA where
Let Ry (7,mT) = (Ay — 3)Ry o(7,mT)+
s><s Z l/}sxs Kz . + 2R1’b(’7' mT) + 2R1,C(7_7 mT)a
k=—00 Ro(1,mT) = (Ay — 3)Ro o (T, mT)+
The coefficients of the above polynomial can be written as + 2R p(1,mT) + 2Rz o(7,mT).
Yaxsim = V1o — V2om — Vs, The aboveR, (4.} (7, mT) and Ry ¢, 5,3 (1, mT') are
where Ryo(rmT) =Y ¢2,(iT+7) + Y g2, (iT+7-T/2)
T = T , .
wl,m = 0m <2B 'UQ(E) + QCZ’UQ(lT—E)> s B qum—l/Q(ZT—i_T) - ZqQ—m—l/Q(lT+7)7
[=—o0c0 i i
Y = (ot + O Rup(rm®) = 3 (T +7) 3 _ao(T+mT-+7)
00 l
(B 122(%) +C Zv <1Tg) v<lT+g)> , + ZQO ((T+7-1/2) ZQO (T+mT+7-T/2)
l=—0o0

- ZQO (iT+7) Zqo (IT+mT+7—T/2)

[eS) T T 2
V3m = Z Om—1-C- (U (mT'i‘E) - ’U(mT_E)) ) - ZQ() ZT+T ZQO lT mI+71— T/2)

l=—0o0
where
s 1, m=0, 2
m = 0, m 7& 07 Rl c TmT Zq'm ZT+T qu ZT+T T/2
B Ay —3 o L 2 2
242 7 T 2A% - <ZQm1/2(iT+T)> - (ZQm1/2(iT+T)> )
with ‘ ‘
Ay =2(E{(R N+ B{(S ). : .
4 ( {( {ak}) } {(\Y{ak}) }) RQ@(T,mT) = qunq/z;(ZT‘H') + qunq/z;(lT‘H'_T/Q)
Using the above coefficients in (11) one has = @ 5a(T+7) = > ¢% s (iT+7=T/4),
- i i
A= ( )+CZ (lT——)v(lT-i——)
e 2 Ryp(rmT) =Y qo(iT+7) > qo(IT+mT+7—T/4)+
& T T 2 i l
2
+CY I (v (lT+ 5) — (lT - 5)) : + Y qo(T+7=T/2) > qo(IT+mT+7—3T/4)+
=1 i ]
— )T T T+7-31/4
APPENDIX B zi:q()(l +7) zl:qO( +mT+7-3T/4)+
Although being quite straightforward, exact computatibon o~ — Zqo(iTJrT—T/‘l) ZqO(lT—mTﬁ-T—T/QL

U,xs(7,2) is lengthy and tedious, therefore we report only
the final results (for details see [21].) Let

2
é><5 Z ¢5X5 k . Ry c(TmT <qu_1/4 ZTJrT))

k=—o0
2

2
The coefficients of the above polynomial are as follows. + (qu1/4(iT+T—T/2)> - <qu3/4(iT+r)>

1 . 27T
Ysxsim(T) = 247 (1[131(7'7 mT) SIHQ(T) +
2
+Ry(7=T/4,mT) cosg(%) +

2
- <qu1/4(iT+T—T/4)> ;

. . where
D) (Ra(r,mT) + Ry(r, —mT)) Sm(T)) ’ qp(a) = v(a)v(a + pT).
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