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A B S T R A C T 

Systematic surv e ys of massiv e clumps hav e been carried out to study the conditions leading to the formation of massiv e stars. 
These clumps are typically at large distances and unresolved, so their physical properties cannot be reliably derived from the 
observations alone. Numerical simulations are needed to interpret the observations. To this end, we generate synthetic Herschel 
observations using our large-scale star-formation simulation, where massive stars explode as supernovae driving the interstellar- 
medium turbulence. From the synthetic observations, we compile a catalogue of compact sources following the exact same 
procedure as for the Hi-GAL compact source catalogue. We show that the sources from the simulation have observational 
properties with statistical distributions consistent with the observations. By relating the compact sources from the synthetic 
observations to their 3D counterparts in the simulation, we find that the synthetic observations o v erestimate the clump masses 
by about an order of magnitude on average due to line-of-sight projection, and projection effects are likely to be even worse for 
Hi-GAL Inner Galaxy sources. We also find that a large fraction of sources classified as protostellar are likely to be starless, and 

propose a new method to partially discriminate between true and false protostellar sources. 

Key words: MHD – radiative transfer – methods: numerical – catalogues – stars: formation. 
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 I N T RO D U C T I O N  

assive stars are essential constituents of the ecosystem of galaxies, 
riving the thermodynamical and chemical evolution of their in- 
erstellar medium (ISM). Understanding their formation process is a 
rerequisite for modelling the evolution of galaxies and investigating 
he high-redshift universe. A complete theory of star formation is not 
v ailable yet, massi ve-star formation being perhaps the main hurdle 
o o v ercome. An important limitation in the study of massive stars
s the difficulty to test our theoretical models against observational 
ata, because massive stars are more rare and shorter lived than low-
ass stars. Regions of massive star formation tend to be at relatively

arge distances, obscured by high e xtinction lev els, and confused by
omplex gas and stellar dynamics, as massive stars form in stellar
lusters. Because of the complexity of such regions, their study can 
reatly benefit from the use of synthetic observations of realistic 
heoretical models. 

Because of the complex nature of the dynamics of the ISM,
ynthetic and real observations of star-forming regions are better 
ompared with statistical tools, which requires large samples. The 
Herschel Infrared Galactic Plane Surv e y’ (Hi-GAL) has produced 
he largest catalogue to date of massive clumps (Molinari et al. 2016 ;
lia et al. 2017 , 2021 ), usually viewed as potential progenitors of
assiv e stars. F ollow-up studies have characterized the dynamics 
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f some of those clumps, including their infall rates (e.g. Traficante
t al. 2017 , 2018 ), providing important clues to the origin of massive
tars. In this work, we compile the first synthetic catalogue of massive
lumps that can be compared statistically to the Hi-GAL compact 
ource catalogue, based on a star-formation simulation of a 250 pc
egion of the ISM driven by supernova (SN) explosions. 

Using earlier evolutionary stages of the same simulation, we have 
re viously sho wn that SNe alone can dri v e the observ ed turbulence
n MCs (Padoan et al. 2016a ; Pan et al. 2016 ) and can explain
oth the formation and dispersion of MCs (Lu et al. 2020 ). The
tar formation rate per free–fall time in the clouds was also found
o be consistent with the observations (Padoan et al. 2017 ). The
imulation was then used to study the formation of massive stars in
adoan et al. ( 2020 ), where it was also shown that observations could
rossly o v erestimate the mass of protostellar cores, depending on
istance and angular resolution. That study adopted a theoretician’s 
erspective, by considering only the progenitor cores of massive 
tars, and only at the special moment when they have just started to
ollapse (the end of their pre-stellar phase). 

In this work, we adopt an observer’s perspective, by selecting 
ompact sources from synthetic observations of individual simulation 
napshots, following the same procedure as in Herschel’s Hi-GAL 

ompact source catalogue (Elia et al. 2017 , 2021 ). This approach
esults in a very large catalogue of 51 831 synthetic sources (ob-
erving three simulation snapshots from three different directions 
nd four distances), including both pre-stellar and protostellar ones 
see Table 1 ), to be compared with the 22 932 sources from the Hi-
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Table 1. Number of sources, divided into starless and protostellar 
categories, and median values of diameter, mass, and temperature at 
different distances. (The total number of sources is 51 831, but becomes 
107 453 when we normalize the numbers for distances > 2 kpc to match 
the distance distribution in the Hi-GAL Inner Galaxy catalogue as 
described in Section 5). 

N Diameter Mass Temperature 
(pc) (M �) (K) 

2 kpc 36 125 0 .23 11 .81 11 .87 
Starless 31 905 0 .23 12 .40 11 .51 
Protostellar 4220 0 .23 7 .24 16 .84 

4 kpc 11 330 0 .45 41 .19 12 .68 
Starless 9218 0 .46 44 .99 12 .16 
Protostellar 2112 0 .43 25 .75 17 .17 

8 kpc 3010 0 .89 152 .06 13 .6 
Starless 2100 0 .90 179 .57 12 .59 
Protostellar 910 0 .84 104 .59 17 .41 

12 kpc 1366 1 .32 337 .78 14 .13 
Starless 867 1 .38 404 .91 12 .83 
Protostellar 499 1 .24 240 .23 17 .58 
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AL catalogue of the Outer Galaxy (our main validation sample),
nd 78 325 sources of the Outer Galaxy catalogue (in the distance
nd temperature intervals considered for our comparison, 1.5 < d
 13.5 kpc and T < 40 K). Our goal is twofold: to validate our

ynthetic catalogue through the comparison with real observations
nd, once validated, to use it for the interpretation of the observations.
e show that the sources from the simulation have observational

roperties with statistical distributions consistent with the Outer
alaxy observations, while being systematically lower in surface
ensity with respect to the Inner Galaxy sources, as expected. We
hen compare the compact sources from the synthetic observations
o their 3D counterparts in the simulation. We find that the clump

asses from the observations are generally o v erestimated due to line-
f-sight projection and that a significant fraction of clumps classified
s protostellar are likely to be starless. 

The structure of the paper is as follows. In Section 2, we briefly
ummarize the numerical simulation. Radiative transfer and synthetic
bservations are presented in Section 3, while the procedure to
ompile the clump catalogue from the synthetic observations is
escribed in Section 4. The observational properties of the synthetic
lumps are presented in Section 5, where they are also compared with
he corresponding properties of the clumps in the Hi-GAL catalogue.
he synthetic sources are then compared with their 3D counterpart

rom the simulation in Section 6. Various implications of our results
re discussed in Section 7, and the main conclusions are summarized
n Section 8. 

 SIMULATION  

his work is based on the same large-scale magnetohydrodynamic
MHD) simulation of star formation used in Padoan et al. ( 2017 ) to
tudy the star-formation rate in molecular clouds, in Padoan et al.
 2020 ) to study the formation of massive stars, and in Lu et al. ( 2020 )
o study the effect of SNe on the dispersion of molecular clouds
MCs). The simulation has been continuously run, during the past 2
r, under a multiyear PRACE project, and will be run for another year,
ntil it reaches ∼100 Myr of evolution. It describes an ISM region of
ize L box = 250 pc and total mass M box = 1 . 9 × 10 6 M �, where the
urbulence is driven by SNe alone. The 3D MHD equations are solved
NRAS 510, 1697–1715 (2022) 
ith the AMR code RAMSES (Teyssier 2002 ; Fromang, Hennebelle
 Teyssier 2006 ; Teyssier 2007 ), using periodic boundary conditions.
e refer the reader to the papers cited abo v e for details about the

umerical setup. In the following, we briefly summarize only the
ain features rele v ant to this work. 
The energy equation includes the pressure-volume work, the

hermal energy introduced to model SN explosions, a uniform
hotoelectric heating as in Wolfire et al. ( 1995 ), with efficiency
= 0.05 and the FUV radiation field of Habing ( 1968 ) with

oefficient G 0 = 0.6 (the UV shielding in MCs is approximated by
apering off the photoelectric heating exponentially above a number
ensity of 200 cm 

−3 ), and a tabulated optically thin cooling function
onstructed from the compilation by Gnedin & Hollon ( 2012 ) that
ncludes all rele v ant atomic transitions. Molecular cooling is not
ncluded, due to the computational cost of solving the radiative
ransfer. The thermal balance between molecular cooling and cosmic
ay heating in dense gas is emulated by setting a limit of 10 K as
he lowest temperature of dense gas. However, to generate synthetic
bservations of the dust emission, the radiative transfer is computed
ost-processing individual snapshots, including all stars with mass
 2 M � as point sources (see Section 3). 
The initial conditions of the simulation are zero velocity, uniform

ensity, n H, 0 = 5 cm 

−3 , uniform temperature, T 0 = 10 4 K, and
niform magnetic field, B 0 = 4 . 6 μG. During the first 45 Myr,
elf-gravity was not included and SN explosions were randomly
istributed in space and time, at a rate of 6.25 SNe Myr −1 . The
esolution was dx = 0.24 pc, achieved with a 128 3 root grid and three
MR levels. The minimum cell size was then decreased to dx =
.03 pc, using a root-grid of 512 3 cells and four AMR levels, for
n additional period of 10.5 Myr, still without self-gravity. At t =
5.5 Myr, gravity is introduced and the minimum cell size is further
educed to dx = 0.0076 pc by adding two more AMR levels. This
esolution allows us to resolve the formation of individual massive
tars, so the time and location of SNe are computed self-consistently
rom the evolution of the massive stars. 

Individual stars are modelled with accreting sink particles, created
hen the gas density is larger than 10 6 cm 

−3 and other conditions
re satisfied (see Haugbølle, Padoan & Nordlund 2018 , for details
f the sink particle model). A SN is created when a sink particle
f mass larger than 7.5 M � has an age equal to the corresponding
tellar lifetime for that mass (Schaller et al. 1992 ). The sink particle
s remo v ed and the stellar mass, momentum, and 10 51 erg of thermal
nergy are added to the grid with a Gaussian profile (see Padoan et al.
016a , for further details). By the last simulation snapshot used in
his work, corresponding to a time of 34.2 Myr from the inclusion of
elf-gravity and star formation, 4400 stars with final mass > 2 M �
ave been generated. By final mass, we mean the mass they have
chieved at the end of the simulation, 4 Myr later (at 38 . 2 Myr from
he beginning of star formation), when the great majority of the stars
ave accreted most of their mass, so the stellar IMF is not expected
o further evolve significantly (Haugbølle et al. 2018 ; Padoan et al.
020 ). 
Fig. 1 shows the IMF of those stars (including ∼538 that have

lready exploded as SNe), based on their final masses. The IMF is
pproximately a power law for massive stars, with a slope of � =
1.8 for masses between 7.5 and 50 M �, but incomplete at lower
asses (the power law should extend down to ∼1 M �). The spatial

esolution of the simulation was chosen to resolve the formation of
assive stars, in order to model realistically the SN feedback. The

pparent IMF cutoff abo v e ∼50 M � is consistent with the predicted
aximum stellar mass for the simulation. The reader is referred to
adoan et al. ( 2020 , §3.1, 8.5, 8.6, 8.7) for a detailed discussion of
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Figure 1. Mass distribution of the stars present in the last of the three 
snapshots analysed in this work, based on their final mass (red histogram). 
The power-law fit (black line), giving a slope of � = −1.8, is computed 
between 7.5 and 50 M �. The cyan-shaded histogram includes only the stars 
that were still embedded in dense gas ( n > 10 3 cm 

−3 ) in the three snapshots 
used in this work. 
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he IMF in the simulation. In that work, we found that the IMF slope
as � = −1.5, where the IMF was computed at ∼25 Myr, slightly

teeper than Salpeter’s value (Salpeter 1955 ), but consistent with the 
esult of a study of many stellar clusters in M31, co v ering a similar
ange of stellar masses as in our simulation (Weisz et al. 2015 ). The
pparent variation of the IMF slope o v er time will be addressed in a
eparate work. To estimate the number of stellar progenitors present 
n the three snapshots used in this work, we consider all the stars
n the IMF of Fig. 1 , and select those that were still embedded in
ense gas ( n > 10 3 cm 

−3 , as later explained in Section 4.4) in those
napshots. The mass distribution of these stars is shown by the cyan-
haded histogram in Fig. 1 . Of a total of 1142 stars more massive than
.5 M �, 468 were still embedded in the three snapshots analysed in
his work, and thus represent the sample of massive-star progenitors 
ele v ant for our synthetic catalogue. 

 SY N THETIC  OBSERVATIONS  

o compute synthetic dust continuum maps, we select three snapshots 
f our simulation at times 15.4, 23.3, and 34 . 2 Myr from the
eginning of self-gravity and star formation. These three snapshots 
ere chosen to sample different conditions in the star-formation 
istory of the simulation. The first and the third times correspond 
o periods of relati vely lo w star-formation rate, while the middle
ime corresponds to a peak in the star-formation rate. The first
napshot has a relati vely lo w star-formation ef ficiency, as less of
he initial gas mass has gone to forming stars by that early time,
hereas the star-formation efficiency has increased significantly by 

he last snapshot, as also evidenced by the number of stars in each
napshot mentioned below. We then calculate synthetic observations 
n Herschel’s bands (70, 160, 250, 350, and 500 μm) to compare
ur results with Herschel’s Hi-GAL compact-source catalogue (Elia 
t al. 2017 , 2021 ). 

The surface brightness maps were computed with the continuum 

adiative transfer program SOC (Juvela 2019 ). The spatial discretiza- 
ion uses the full density information from the MHD run, with a root
rid of 512 3 cells and six levels of refinement in the octree hierarchy.
or the dust properties, we tested both the diffuse-medium dust model 
f Compi ̀egne et al. ( 2011 ) and the dust model of Ossenkopf &
enning ( 1994 ) that is more appropriate for dense medium. The final

alculations were all carried out using the latter, which corresponds 
o dust grains with thin ice mantles, after 10 5 yr of coagulation at
 density of 10 6 cm 

−3 . This model yields a value of β ≈ 1.8 for
he exponent of the power-law dust emissivity. For the radiation 
hat enters the model from the outside, we used the values for the
ormal local interstellar radiation field (Mathis, Mezger & Panagia 
983 ). 
As internal sources for the radiative transfer calculations, all 

tars with masses > 2 M � at the time of the snapshot that have
ot exploded as SNe yet, were included as point sources. Their
uminosities were derived from the Zero Age Main Sequence mass–
uminosity relations (Duric 2004 ; Salaris & Cassisi 2005 ), and their
lackbody spectra from calculating the ef fecti ve temperature using 
he abo v e luminosity and the mass–radius relations in Kippenhahn 
 Weigert ( 1994 ). The number of stellar sources were 909, 2431,

nd 3868 for the three snapshots at times 15.4, 23.3, and 34 . 2 Myr
espectively. 

SOC was used to calculate the equilibrium dust temperature for 
ach model cell and, based on that information, the surface brightness
aps at the Herschel frequencies. The surface brightness maps are 

esampled to the same pixel sizes as the Hi-GAL maps: 3.2, 4.5, 6.0,
.0, and 11.5 arcsec, for the five bands in the order of increasing
 avelength. At each w avelength, the full width at half maximum

FWHM) values of the adopted Gaussian telescope beams are three 
ixels, giving 9.6, 13.5, 18.0, 24.0, and 34.5 arcsec. We added
bservational noise to the maps so that, after beam convolution 
ppropriate for the assumed distances (2, 4, 8, and 12 kpc), the noise
as consistent with actual observations. For the surface brightness 

elative noise values, we assumed 4 per cent in the PACS bands
70 and 160 μm) and 2 per cent in the SPIRE bands (250, 350,
nd 500 μm). We also added additional noise with absolute levels
f 7.8, 6.0, 0.81, 0.42, and 0.28 MJy sr −1 , to the five bands in the
rowing wavelength order. This noise was estimated by extracting 
mall 100 arcsec by 100 arcsec submaps along o v erlap re gions of
wo individual Hi-GAL tiles at Galactic longitudes l = 49 ◦, 89 ◦,
nd 144 ◦. The paired submaps of the same region were used to
alculate the rms of the surface brightness difference of each pixel.
he rms noise of the low surface brightness submaps was consistent

egardless of the region and was adopted as the absolute noise level in
he synthetic observations. SOC is based on the Monte Carlo method,
hich also contributes to the noise in the maps. Ho we ver, the number
f simulated photon packages was chosen to be large enough so
hat the Monte Carlo noise is a few times below the observational
oise. 
For each of the three snapshots, the surface brightness maps 

ere computed along three different and orthogonal directions, and 
ssuming four different distances of 2, 4, 8, and 12 kpc. This resulted
n 36 maps at each wavelength: three snapshots seen from three
rthogonal directions and at four assumed distances each. One of 
hese 36 maps is shown in Fig. 2 as a three-colour image of the
hole 250 pc volume. The image is made by using the 70, 160,

nd 250 μm maps for blue, green, and red colours, respectively.
he lower panels of Fig. 2 show three-colour images of two dense

egions of 25 and 50 pc size, hosting the formation of massive
tars. All the maps and the three-colour images can be found at
ttps:// www.erda.dk/ vgrid/ massive-clumps/ . 

 SYNTHETI C  C O M PAC T  S O U R C E  

ATA L O G U E  

sing our synthetic Herschel observations, we compile a synthetic 
atalogue of compact sources extracted with the CUrvature Thresh- 
lding EXtractor (CuTEx) code (Molinari et al. 2011 ), with the same
MNRAS 510, 1697–1715 (2022) 

art/stab3517_f1.eps
https://www.erda.dk/vgrid/massive-clumps/
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(a) (b)

Figure 2. Upper panel: simulated Herschel’s three-colour image of the whole 
250 pc simulation at 34.2 Myr after the start of star formation, assuming a 
distance of 2 kpc, generated from single-band images at 70, 160, and 250 μm 

for blue, green, and red, respectively. The range of the linear colour scale is 
from 0 to 600 MJy sr −1 . The corresponding images for all directions and all 
three simulation snapshots can be found at https:// www.erda.dk/ vgrid/ massiv 
e-clumps/. The two red boxes mark the positions of the two zoom-in regions 
shown in the lower panels. Lower panels: the 25 pc (a) and 50 pc (b) zoom-in 
regions marked in the upper panel. The linear colour scale of these zoom-in 
regions is from 0 to 1200 MJy sr −1 . 

e  

(  

d  

i  

o

4

C  

a  

e  

o  

d  

t  

a  

i  

ζ  

m  

i  

l  

a  

p  

s  

l  

c
 

t  

t  

t  

t  

m  

d  

m  

t  

a  

t  

i  

r
 

o  

o  

s  

s  

t  

a  

t  

p  

t  

c  

c  

G  

f  

a  

3  

o  

i  

w  

T  

o  

u  

c  

w  

i
 

e  

m  

P  

m  

d  

s  

a  

w  

r  

e  

b  

v

4

A  

o  

M

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/510/2/1697/6449018 by N
ational Library of H

ealth Sciences user on 04 January 2023
xact method used to generate the Hi-GAL compact source catalogue
Elia et al. 2017 , 2021 ). All the steps of the source extraction are
escribed in this section. The resulting catalogue of synthetic sources
s described in Appendix A, and the number and median properties
f the sources are summarized in Table 1 . 

.1 CuTEx 

uTEx is a detection and extraction code originally written in IDL
nd now also available in GDL. It is presented in detail in Molinari
t al. ( 2011 ), and summarized briefly here. CuTEx finds compact
bjects by calculating second-order deri v ati ve maps, ∂ 2 , in four
irections: along each axis and along the diagonals. The pixels
hat exceed a ‘curvature’ threshold value, ζ th , in all four maps
re masked as possible sources, which are then clumped together
nto contiguous clusters. Molinari et al. ( 2011 ) report that using
th ≥ 0 . 5 σ∂ 2 , where σ∂ 2 is the rms in each particular ∂ 2 map, the
inimum number of contiguous pixels for reliable source detection

s 3. The tentative location of the source is determined by finding a
NRAS 510, 1697–1715 (2022) 
ocal maximum pixel that is 1 σ∂ 2 abo v e the neighbouring pix els in
 map that is averaged from all four ∂ 2 maps. If more local maxima
ixels are found within the cluster, these become tentative other
ources. If no statistically significant local maxima are found, the
ocation is calculated as a mean of all the pixel coordinates in the
luster. 

Once the source is located, the shape of the source is assumed
o be a Gaussian. The size and the orientation is estimated from
he local minima of the curvature around the source, using each of
he four ∂ 2 maps and measured along the gradient direction to find
he minima before and after the source location, resulting in eight

easurements of the minima. If the before and after minima in each
irection agree within 20 per cent, both are kept; otherwise only the
inimum nearest to the source location is kept. An ellipse is fitted to

he minima, and semimajor axis, semiminor axis, and position angle
re recorded. Finally, if the semimajor axis is larger than three times
he point spread function (PSF) of the observations, the size estimate
s flagged as uncertain and set back to one PSF. This limits the size
ange of the initial guess from one PSF to three PSFs. 

The source photometry is estimated by fitting a 2D Gaussian shape
f variable intensity, size and orientation, based on the initial guess
n size and orientation. The background is estimated with a planar
urface of a variable inclination and inclination direction, and is fit
imultaneously with the source Gaussian, in a fitting area that is
ypically four times the PSF of the observations. If the source is in
 crowded field, it and its nearest neighbours (typically within twice
he PSF) are fitted simultaneously, although only the central source
arameters are saved. The other neighbouring sources are fitted in
heir turn, based on their local background and neighbours. In this
ase of a crowded field, the fitting area is the minimum area that
o v ers all the sources with an excess of one PSF around them. The
aussian fitting routine is MPFIT (Markwardt 2009 ), which allows

or the simultaneous adjusting of all source positions in a group,
s well as varying the initial guesses on the source sizes by up to
0 per cent. If the initial guess was uncertain, the size is constrained
nly by the limits imposed by the photometric routine, which allows
t to vary from a minimum of 0.95 PSF to the maximum of 3.9 PSFs,
hich can be achieved if the initial guess was already three PSFs.
he photometric ASCII output file includes the source position, size,
rientation, the integrated, peak, and background fluxes, as well as
ncertainties for all the photometric parameters. In addition, CuTEx
reates an SAO Image region file of the detected source ellipses,
hich can be easily o v erplotted on an image, with examples shown

n Fig. 3 . 
In this study, we use the same parameters for CuTEx as Molinari

t al. ( 2016 ), with an extraction threshold ζth = 2 σ∂ 2 . Our synthetic
aps are already resampled to the pixel resolution of three pixels per
SF, varying with the wavelength, similarly to the actual Herschel
aps used by Molinari et al. ( 2016 ). We then perform a CuTEx

etection at each of the fiv e wav elength for the three selected
napshots seen from three orthogonal directions, and at 2, 4, 8,
nd 12 kpc distances. This results in 180 detection catalogues,
hich are used as inputs for the CuTEx photometric extraction

outine to derive the photometry for the detected sources. In the
nd of the CuTEx detection and photometry, we have 180 single-
and source catalogues for 36 different combinations of snapshots,
iewing directions and distances. 

.2 Band-merging and final source selection 

s in Elia et al. ( 2017 ), we band-merge the single-band catalogues,
btaining 36 multiwavelength catalogues, one for each unique
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(a) (b)

Figure 3. Upper panels: 250 μm surface brightness of the two zoom-in 
regions from Fig. 2 (a: 25 pc and b: 50 pc). The colour scale is logarithmic 
with minimal values set equal to 1/32 (a) and 1/8 (b) of the maximum surface 
brightness in each region. The blue ellipses are the clumps detected by CuTEx 
at 250 μm, before band-merging. Lower panels: additional 6 pc zoom-in 
regions corresponding to the white boxes in the upper panels. The logarithmic 
colour scale has the minimum values set at 1/32 (zoom a) and 1/3 (zoom b) 
of the maximum surface brightness in each zoom-in. 
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ombination of snapshot, direction, and distance, using the following 
rocedure: 

(1) Starting from the 500 μm sources, we seek detections at 
50 μm that are a positional match by taking the centre of the 350 μm
ources, and checking which ones fall inside the circularized size of
he 500 μm sources. 

(2) We repeat the search for each lower wavelength by searching 
hich 250 μm sources fall inside the circularized size of the 350 μm

ources, which 160 μm sources fall inside the 250 μm sources, and
nally which 70 μm sources are found inside the 160 μm sources. 
(3) We select and retain only the band-merged sources that are 

etected in at least three consecutive Herschel bands (except for 
0 μm band), meaning at 160-250-350 μm, at 250-350-500 μm, 
r at 160-250-350-500 μm, and without a dip in the spectral 
nergy distribution (SED) between adjacent wavelengths or a peak 
t 500 μm (Giannini et al. 2012 ). 

The circularized diameter of a source at each waveband is 
alculated as FWHM circ ,λ = 

√ 

FWHM maj ,λ × FWHM min ,λ, where 
WHM maj ,λ and FWHM min ,λ are the semimajor and the semiminor 
xis, respectively, of the ellipse of the source estimated by CuTEx.
he beam-deconvolved diameter at each wavelength is estimated as 

λ = 

√ 

FWHM 

2 
circ ,λ − HPBM 

2 
λ, where HPBM λ is the beam size at 

he giv en wav elength. Howev er, if FWHM circ, λ ≤ HPBM λ, we do
ot deconvolve. The fluxes at the wavelength λ = 350 and 500 μm
re then scaled by the ratio between the deconvolved sizes at those
avelengths and at 250 μm, 

 λ = F λ × θ250 

θλ

, λ ≥ 350 μm , (1) 

f θλ > θ250 , FWHM circ, λ > HPBM λ, and FWHM circ , 250 > HPBM 250 

Elia et al. 2013 , 2017 ). If these conditions are not fulfilled, then we
o not perform any flux scaling at that wavelength. The 250 μm
 avelength is tak en as the reference w avelength because it is the

hortest one that is al w ays present when it is imposed that the sources
ave detections for at least three consecutiv e wav elengths. Using
hat reference wavelength, the source diameter, D , in the catalogue
s either the beam-decon volved diameter , D = θ250 , if FWHM circ, 250 

 HPBM 250 , or the circularized diameter, D = FWHM circ, 250 , if
WHM circ, 250 < HPBM 250 . The error of the fluxes are estimated by

he product of the area of the circularized clump size and the the
MS of the residual pixel fluxes after the subtraction of the best fit

o the initial data by CuTEx. 

.3 SED Fitting 

s in Elia et al. ( 2017 ), we use a single greybody function to fit the
≥ 160 μm SEDs from the CuTEx photometric output to estimate 

he temperature of the sources, T , and thus derive their masses, M SED , 

 ν = (1 − e −τν ) B ν( T ) 
 , (2) 

here F ν is the observed flux density at the frequency ν, τ ν is optical
epth of the medium, B ν( T ) is the Planck’s function at the dust
emperature T , and 
 is the source solid angle in the sky. The optical
epth is parametrized as: 

ν = 

(
ν

ν0 

)β

, (3) 

here the parameter ν0 = c / λ0 is such that τν0 = 1 and β is the
xponent of the power-law dust emissivity at large wavelengths. 

hile Elia et al. ( 2017 ) adopt the value β = 2, we use β = 1.8, which
s more appropriate for the dust model of Ossenkopf & Henning
 1994 ) that we have used in the radiative transfer. By keeping self-
onsistency between the dust model and the SED fitting, we a v oid the
ntroduction of artificial discrepancies between the mass in the model 
nd that deduced from the SED fitting. 
 is taken to be equal to the
urface area measured by CuTEx at 250 μm, and we find the values
f T and λ0 from a least-square-fit of the SED using equation (2),
ithin the ranges 5 K ≤T ≤ 40 K and 5 μm ≤λ0 ≤ 350 μm, as in
lia et al. ( 2017 ). For a small number of sources the best-fitting

emperature would be larger than 40 K, but it is forced to be equal to
0 K as that is the maximum value of the temperature range adopted
or the fit. To a v oid uncertainties related to these sources, we drop
ll sources with T = 40 K from both the Hi-GAL catalogue (396
ources) and the synthetic catalogue (311 sources). 

The mass is then derived as 

 SED = ( d 2 
/κref ) τref , (4) 

here κ ref is the opacity estimated at a reference frequency νref . As
n Elia et al. ( 2017 ), we adopt λref = 300 μm and κ ref = 0.1 cm 

2 g −1 .
his value of the opacity is only ≈30 per cent lower than in the dust
odel of Ossenkopf & Henning ( 1994 ). 
If λ0 ≤ 44.5 μm, then τ ≤ 0.1 at 160 μm, and the SEDs are instead

tted with the optically thin expression for the flux density, 

 ν = 

M SED κref 

d 2 

(
ν

νref 

)β

B ν( T ) , (5) 

hich gives directly the values of both T and M SED . 

.4 Source classification 

he 70 μm flux is not used in the SED fitting procedure, but only
o classify the sources. Following Elia et al. ( 2017 ), we classify the
ynthetic compact sources in our catalogue as protostellar if they 
MNRAS 510, 1697–1715 (2022) 
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Figure 4. Surface brightness at all five Herschel’s bands and column density, in maps of 6 pc size, of two examples of protostellar sources assumed to be at a 
distance of 12 kpc. The dashed white ellipse is the CuTEx source detected at 250 μm. The corresponding SEDs are shown in the right panels, where the blue 
lines are the best fits. The 70 μm flux (green cross symbol), detected in both sources, is not included in the SED fitting. 
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ave a CuTEx counterpart at 70 μm, or starless if they do not. The
umber of the classified synthetic sources, and the median values of
heir diameters, masses, and temperatures at the different distances
re summarized in Table 1 . 

In addition, we check if our protostellar sources have actual
rotostars within them. This requires us to discriminate between
mbedded stars and other stars that may be in the line of sight by
ure chance, rather than by birth. For that purpose, we adopt a simple
ensity threshold, such that a star is considered to be embedded if the
ean density in a (0 . 12 pc ) 3 cell around it is larger than 10 3 cm 

−3 (see
ppendix B for details). Among all the protostellar sources in our

atalogue, we then define as true protostellar sources those with at
east one embedded star in their line of sight, and as false protostellar
ources the ones without embedded stars, irrespective of their 70 μm
ux. 
Single waveband images, column density maps (at the resolution

f the 250 μm observations) and the corresponding SEDs are shown
n Fig. 4 for two example sources at 12 kpc distance. As shown by
he right-hand panels of Fig. 4 , both sources have a strong 70 μm
 xcess, so the y are classified as protostellar. As discussed later in
ections 6.1 and 6.2, the source in the upper panels is an example
NRAS 510, 1697–1715 (2022) 
f a true protostellar clump, while the one in the lower panels is
rimarily a projection effect and a false protostellar source. 

.5 Source duplication 

ne of the goals of this work is to relate the compact sources
rom the synthetic observations to their 3D counterparts in the
imulation. Because each of the three snapshots of the simulation
s observed from three different directions and at four different
istances, it is possible that some of our synthetic sources correspond
o the same 3D clumps. Thus, although the catalogue contains a
otal of 51 831 synthetic sources, only a fraction of those are truly
ndependent, meaning that they do not correspond to the same 3D
lumps. 

In Section 6.1, we will define the real 3D clump that corresponds
o a 2D source as the region around the maximum density peak,
long the line of sight of that source. Based on this definition, we
ompute the number of sources whose corresponding 3D clumps do
ot o v erlap significantly. Fig. 5 shows this number of independent
ources as a function of the maximum fractional volume o v erlap,
 vol, max , defined in the following. For each pair of sources, we consider
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Figure 5. Number (left y -axis) and fraction (right y- axis) of independent 
synthetic sources as a function of the fractional volume o v erlap between 
the corresponding main 3D clumps (solid lines) or between a clump and a 
line-of-sight column (dashed line), as explained in Section 4.5. The blue line 
is computed by searching for duplicate sources using pairs from different 
directions and distances, while the red curves do not exclude pairs if the two 
sources are at different distances. 
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1 Elia et al. ( 2021 ) adopted a galactocentric definition of the Inner/Outer 
Galaxy, separated by the Solar circle. Ho we ver, due to our desire to a v oid 
strong projection effects in the Outer Galaxy sample, we use the longitudinal 
definition of Inner/Outer Galaxy as in Elia et al. ( 2017 ). 
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he pair of their corresponding 3D clumps, and we measure the 
olume of the two clumps, V 1 and V 2 , and the volume of their
ntersection, V in . We then compute the two volume ratios, V in / V 1 

nd V in / V 2 , and define the fractional volume o v erlap as the smaller
f the two ratios, f vol ≡ min ( V in / V 1 , V in / V 2 ). Two synthetic sources
re considered as independent if their fractional volume o v erlap is
maller than a chosen value, f vol, max , which is the quantity in the
bscissa of Fig. 5 . 

The blue line shows the number (left y -axis), or fraction (right
 -axis), of independent sources when comparing sources detected 
oth from different directions and from different distances, and 
he red line shows the fraction of independent sources considering 
uplication only between different directions, that is assuming that 
ources at different distances are al w ays independent. The red line
s essentially a constant equal to nearly the total number of sources
n the catalogue, even for very small values of f vol, max , showing that
 main 3D clump is almost never found as the main clump from
ore than one direction. Thus, source duplication of the same 3D 

lump occurs only between synthetic maps from the same data cube 
t different distances, but in the same direction. Ho we ver, e ven in
hat case, the fraction of independent sources remains very large. 
 or e xample, ev en considering a rather small volume o v erlap of
0 per cent, f vol, max = 0.2, the fraction of independent sources is still
arger than 90 per cent. 

The fact that source duplication from different directions is rare 
n the synthetic catalogue illustrates the difficulty of identifying real 
D clumps from the 2D projections of the observations. To further
nvestigate if a main 3D clump detected in one direction contributes at
east partially to sources selected from the two orthogonal directions, 
e also compute the fractional volume of the intersection of the 

lump with any of the columns whose projections correspond to the 
ynthetic sources. In other words, we test if the clump is found in the
ine of sight of a deconvolv ed source, ev en if it is not the main clump
or that source. If that is the case, the source corresponding to that
lump is not considered independent. The result is shown by the red
ashed line in Fig. 5 . Although the number of independent sources
ecreases slightly with decreasing f vol, max , in the great majority of
ases the main 3D clumps do not contribute to other sources detected
rom different directions. 

 OBSERVATI ONA L  PROPERTIES  O F  

YNTHETI C  S O U R C E S  

n this section, we compute the observational properties of the 
ompact sources from our synthetic observations and compare them 

ith those of the sources in Hershel’s Hi-GAL catalogue (Elia 
t al. 2021 ) to validate our synthetic compact source catalogue. We
rst remo v e Hi-GAL sources that have temperatures of 40 K, the
aximum v alue allo wed in the Hi-GAL SED fitting, as we have

one with our sources (see Section 4.3). Furthermore, we split the
i-GAL catalogue into the Outer Galaxy, defined by the Galactic 

ongitude range 67 ◦–289 ◦, 1 and the Inner Galaxy, defined by 0 ◦–67 ◦

nd 289 ◦–360 ◦ longitude. The temperature cut and longitude division 
esult in 32 691 sources in the Outer Galaxy and 86 896 sources in
he Inner Galaxy . Finally , since our synthetic catalogue has only
istances from 2 to 12 kpc, we apply a distance cut to both samples,
aking only sources with valid distances between 1.5 and 13.5 kpc,
esulting in a final sample of 22 932 and 78 325 sources for the Outer
nd Inner Galaxy , respectively , comparable to the sample size of our
ynthetic catalogue, containing 51 831 sources. 

Although the star-formation rate in the simulation is consistent 
ith both the Kennicutt–Schmidt relation, globally, and with the 
bserved star-formation rate in molecular clouds, at smaller scales 
Padoan, Haugbølle & Nordlund 2012 ), its size, 250 pc, and mean
olumn density, 30 M �pc −2 , makes the synthetic observations more
uitable for comparison with a single spiral arm than with the
ntire Galactic plane (e.g. the column density of the Perseus arm
s estimated to be ∼23 M � pc −2 (Heyer & Terebey 1998 )). In the
ase of the Outer Galaxy, a large fraction of sources are located
n the outer Perseus arm. Therefore, projection effects should not 
e much stronger than in our simulation, as the number of sources
rops almost exponentially with increasing distance, similarly to the 
ource counts in the synthetic catalogue (see Table 1 ). In Padoan et al.
 2016b ) it was already found, through synthetic CO observations, that
olecular clouds extracted from the simulation are consistent with 

hose from the FCRAO CO Surv e y of the Outer Galaxy (Heyer et al.
998 ). Thus, we validate our synthetic catalogue against the Outer
alaxy sample of the Hi-GAL catalogue. 
Besides the comparison with the Outer Galaxy, we also carry out a

arallel comparison with the Hi-GAL catalogue of the Inner Galaxy, 
n order to highlight potential differences arising from the much 
arger depth of the observations. The number of sources in the Inner
alaxy is nearly constant between ∼1.5 and ∼13.5 kpc, so projection

ffects are expected to be significantly enhanced, in comparison to 
he Outer Galaxy. Thus, in the case of the comparison with the Inner
alaxy, the number of the synthetic sources in the histograms and

catter plots is multiplied by a factor ( d/ 2 kpc ) 2 / 2, for distances d >
 kpc (and left unchanged for sources at 2 kpc), to approximate the
istance distribution of sources in the Inner Galaxy sample. This is
ecessary to be able to compare the probability distributions of source 
roperties, as sizes and masses increase on average with distance, as
ho wn belo w. 
MNRAS 510, 1697–1715 (2022) 
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Figure 6. Source classification and derived source parameters as a function 
of distance. Top panels: fraction of protostellar sources in the synthetic 
catalogue (solid line) and in the Hi-GAL catalogues (dashed lines) for the 
Outer Galaxy (left) and the Inner Galaxy (right). Second row: median values 
of the synthetic source diameters, separated into starless (red) and protostellar 
(blue) sources. Error bars are between the 2.5 and 97.5 percentiles. The 
median values for the Hi-GAL sources are shown by the dashed lines, while 
the shaded regions correspond to the same percentile range as for the error 
bars. Third row: the same as the second row of panels, but for the source mass 
derived from the SED fitting. Fourth row: the same as the previous row, but 
for the source temperature. 
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.1 Protostellar fraction 

n the comparison with the Hi-GAL catalogue samples, we dis-
inguish between protostellar and starless sources. The fraction of
rotostellar sources, as a function of distance, is shown in the top
anels of Fig. 6 for both the synthetic catalogue (solid line) and
he Hi-GAL catalogues (dashed lines). In our catalogue, the fraction
ncreases slightly with increasing distance at all distances, while in
he Hi-GAL catalogues it remains approximately constant, except
or a slight increase in the Inner Galaxy catalogue (top right panel)
or distances larger than approximately 7 kpc. 

Two competing effects contribute to the distance dependence of
he protostellar fraction. On the one hand, at larger distances neigh-
ouring sources may blend together. If a blended source consists of a
tarless and a protostellar source, it is marked as protostellar due to the
etected 70 μm emission, with the effect of increasing the protostellar
raction with increasing distance. On the other hand, protostars
f increasingly smaller mass and luminosity can be detected with
ecreasing distance, which tends to increase the protostellar fraction
oward smaller distances and to cancel the effect of blending.

hile both effects are present in the observations, explaining the
pproximately constant protostellar fraction, the second one is not
ully captured in the synthetic observations. Although we include as
adiation sources for all the stars down to 2 M �, the stellar IMF in our
imulation is incomplete below ∼ 8 M �. Thus, we underestimate the
elative number of low-mass stars that may be potentially detected as
ow luminosity protostars at small distances, explaining the distance
ependence of the protostellar fraction in the synthetic catalogue. 
The protostellar fraction in the synthetic catalogue is very close to

hat of the Outer Galaxy at intermediate distances ( ∼6–9 kpc), with
 value of ∼0.3. It is also the same as that of the Inner Galaxy at
 kpc. 

.2 Size, mass, and temperature distributions 

he three bottom rows of panels of Fig. 6 show the distance
ependence of the source diameters, masses, and temperatures as
rror-bar plots for the synthetic sources at distances 2, 4, 8, and
2 kpc, and as shaded areas for the Hi-GAL sources in bins of 1 kpc
etween 0.5 and 13.5 kpc. The red and blue error bars give the
edian and the dispersion of the diameters, masses, or temperatures

f our starless and protostellar sources, respectively. The dispersion
s estimated as the interval between the 2.5 and 97.5 percentiles. The
ed- and blue-dashed lines and shaded areas give the median and the
ispersion for the starless and protostellar sources in the Hi-GAL
atalogues. 

Fig. 6 shows that our synthetic observations reproduce well the
ange of clump sizes found in Herschel’s sources and their distance
ependence, as well as the lower median values of the diameters of
he protostellar clumps relative to that of the starless ones. Although
he range of source sizes at a fixed distance is a direct result of
he CuTEx detection procedure, not a good measure of the match
etween the simulation and the observations, the median value of
he sizes is sensitive to the size distribution within that fixed range,
hich is not set by CuTEx. 
In the middle panels of Fig. 6 , we show the masses of the

lumps from the synthetic and the Hi-GAL catalogues. In general,
he synthetic catalogue reproduces well the median values of the
bserved masses as a function of distance, and their dispersion, in
he case of the Outer Galaxy. The masses of protostellar sources at 2
nd 4 kpc are underestimated by a factor of 2–3, which is proposed to
e related to the temperature discrepancy due to the incompleteness
NRAS 510, 1697–1715 (2022) 
f the IMF discussed below. Compared with the Inner Galaxy, our
ource masses, particularly the protostellar ones, are significantly
ower than in the observations at all distances. We attribute this
iscrepancy primarily to the much longer lines of sight through the
nner Galaxy (several kpc) than through our simulation (250 pc),
r through the Outer Galaxy (dominated by the Perseus arm), as
iscussed later in Section 7.2. We will argue that the difference
etween intrinsic and projected clump masses that will be discussed
n Section 6.1 must be even larger in the Inner Galaxy surv e y than in
he synthetic observations. 

Finally, the bottom panels of Fig. 6 show that the observed clump
emperatures are well reproduced by the synthetic catalogue, except
or slightly larger values in the case of protostellar sources at 2 and
 kpc in the Outer Galaxy, and at all distances in the Inner Galaxy.
his temperature difference in Outer Galaxy may be due to the

ncompleteness of the IMF in the simulation, as explained below in
he context of Fig. 7 . In the Inner Galaxy, the discrepancy is larger,
nd is primarily due to the same projection effect that causes the
ass discrepancy discussed above: the inclusion of colder gas in the

ine of sight brings the protostellar sources’ brightness temperature
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Figure 7. Upper panels: distributions of the source diameters, masses, and temperatures for the starless (red solid line) and protostellar (blue solid line) sources 
from the synthetic catalogue, compared to the sources from the Hi-GAL Outer Galaxy catalogue (red and blue bars) in the distance interval between 1.5 and 
13.5 kpc (for the synthetic catalogue, the spread in the size distributions is dominated by the imposed distance distribution). The number of synthetic sources 
(both starless and protostellar) is normalized by the ratio of Hi-GAL and synthetic starless sources. The vertical dashed and dotted lines are the median values 
for the synthetic and Hi-GAL catalogues, respecti vely. Lo wer panels: the same as the upper panels, but comparing with the Hi-GAL Inner Galaxy catalogue. To 
approximate the distance distribution of the Hi-GAL sources in the Inner Galaxy, the number of synthetic sources at distances d > 2 kpc is scaled by a factor 
( d/ 2 kpc ) 2 / 2 (see Section 5). 
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own from their intrinsic one. This is consistent with the fact that
he difference in median temperatures between starless (dashed red 
ine) and protostellar (dashed blue line) sources is smaller in the 
nner Galaxy than in the Outer Galaxy. By contrast, the temperature 
f starless sources is perfectly reproduced in both median values 
nd dispersion at all distances for both the Outer and the Inner
alaxy. 
Fig. 7 shows the probability distribution of the clump diameters 

left-hand panels), clump masses (middle panels), and clump tem- 
eratures (right-hand panels) for starless and protostellar synthetic 
ources (solid-line histograms), compared with the same distributions 
or the Hi-GAL sources (shaded-area histograms) in the Outer 
alaxy (upper panels) and in the Inner Galaxy (lower panels). 
ll Hi-GAL sources with distances between 1.5 and 13.5 kpc are 

ncluded in the shaded-area histograms. The histograms from the 
ynthetic catalogue are normalized with the total number of synthetic 
tarless sources to the same total number of observational starless 
ources, and using the same normalization factor for the synthetic 
rotostellar clumps, too. Thus, the area below the histograms of 
ynthetic and observed starless sources are the same, while the areas 
elow the histograms of protostellar sources reflect the actual ratios 
f protostellar to starless sources in both the synthetic and Hi-GAL 

atalogues. The vertical dashed and dotted lines are the median values 
f the synthetic and Hi-GAL catalogues, respectively. 
As shown by the left-hand panels of Fig. 7 , there is very good

greement between the synthetic and Hi-GAL sources with respect 
o the source diameters in both the median values and the shapes
f the probability distributions. The difference in the shape of the 
istograms between the Inner and Outer Galaxy is due to the different
istance distributions of the sources. The more uniform distance 
istribution of the Inner Galaxy sources relative to the Outer Galaxy 
nes causes their flatter diameter distribution in the approximate 
iameter range between 0.2 and 2 pc, while the Outer Galaxy sources
re picked around 0.3 pc. Because these size distributions are mainly
ue to the distance distributions of the sources, which was matched
o the observational ones a posteriori , they should not be considered
s further evidence of the agreement between the simulation and the
bservations. 
The central upper panel of Fig. 7 shows that the mass distri-

ution of the synthetic starless sources fits well the corresponding 
istribution from the Outer Galaxy, while that of the protostellar 
ources slightly underestimates the number of massive sources. In 
he case of the Inner-Galaxy comparison (central lower panel of 
ig. 7 ), both the starless and the protostellar mass distributions of the
ynthetic sources are clearly shifted to smaller masses relative to the
bservations (see discussion in Section 7.2). 
Finally, the right-hand panels of Fig. 7 show that the temperature

istributions of starless sources are nearly perfectly matched by the 
ynthetic sources, both for the Outer and the Inner Galaxy. On the
ther hand, the temperatures of the synthetic protostellar sources 
ave median values ∼2 K larger than in the observations, as well as
igh-temperature tails that are a bit shallower than those of the Hi-
AL sources. These differences in the temperature distributions of 
rotostellar sources are consistent with the expected consequence of 
he incompleteness of our stellar mass distribution. As mentioned in 
ection 2, the stellar mass distribution in the simulation is consistent
ith Salpeter’s IMF (Salpeter 1955 ) abo v e ∼8 M �, but is incomplete

t lower masses (and no stars below ∼2 M � are included as stellar
ources in the radiative transfer calculation). At the lower distances 
2 and 4 kpc), the 70 μm flux of most stars in the range ∼2 − 8 M �
ould be detected in the observations, but many of these 70 μm

ources would be missing in our simulation. The fraction of missing
tars increases with decreasing stellar masses, thus we are deficient 
n lower luminosity stars that are less able to heat their surround-
ngs. Therefore, we miss preferentially colder protostellar sources, 
hich matches the discrepancy in the temperature distributions of 
MNRAS 510, 1697–1715 (2022) 
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Figure 8. Left four panels: mass versus diameter and mass versus temperature for starless (upper panels) and protostellar (lower panels) synthetic sources 
(solid contour lines). The black line is Larson’s mass–size relation, M(r) = 460 M �(r/ pc) 1 . 9 (Larson 1981 ). Source number density isocontours representing 
the starless and protostellar sources from the Hi-GAL Outer Galaxy catalogue are also displayed with dashed lines. The number densities have been computed 
subdividing the area of the plot with a grid of 70 × 70 cells in logarithmic intervals. Once the global maximum of both distributions in the same panel (starless 
or protostellar) has been found, the plotted contours are chosen to show the number density of 5 per cent, 20 per cent, and 70 per cent of the maximum, as in 
Fig. 7 of Elia et al. ( 2017 ). Right four panels: the same as in left four panels, but comparing with the sources from the Hi-GAL Inner Galaxy surv e y. In this case 
the number of synthetic sources at distances d > 2 kpc has been rescaled by a factor ( d/ 2 kpc ) 2 / 2, to mimic the distance distribution of the sources in the Inner 
Galaxy (see Section 5). In all panels, the dashed lines show the least-squares fits to the underlying scatter plots from the synthetic catalogue, while the dotted 
lines are the fits to the observations. 
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rotostellar sources in the lower left panel of Fig. 6 and in the right-
and panels of Fig. 7 . 

.3 Size, mass, and temperature correlations 

he left group of four panels of Fig. 8 shows the relation between
he mass and diameter (left), and the mass and temperature (right) of
he synthetic sources (solid contour lines) and of the Hi-GAL Outer
alaxy sources (dashed contour lines) for starless (upper panel) and
rotostellar (lower panel) sources separately. The right group of four
anels shows the same, but for the Hi-GAL Inner Galaxy surv e y. The
ontours are lines of equal number density of sources. The number
ensity is computed separately for the synthetic and Hi-GAL sources,
y dividing the plane into 70 × 70 logarithmic intervals of diameter
nd mass. The contours correspond to 5 per cent, 20 per cent, and
0 per cent of the maximum number density among all the cells
rom both samples. The comparison shows that our synthetic sources
ollow very closely the mass–diameter and the mass–temperature
elations of the Outer Galaxy sources, with respect to both the contour
ines and the median least-square-fit relations (dashed-dotted and
otted lines). 
In the case of the Inner Galaxy, as shown by previous figures, the

bserved clump masses are on average a few times higher than those
f the synthetic observations, the discrepancy being stronger in the
ase of protostellar sources. In both Hi-GAL catalogues, the median
ass–size relations have nearly the same slope as Larson’s mass–

ize relation (solid line), corresponding to roughly constant surface
ensity (Larson 1981 ). This slope is well reproduced in the synthetic
atalogue as well. 

All the mass-temperature contour plots and median relations from
ur catalogue and from the observations show the same trend of
ecreasing mass with increasing temperature. Ho we ver, this trend is
ot as significant as the correlation between mass and diameter, as
hown by the values of Pearson’s correlation coefficients, between
NRAS 510, 1697–1715 (2022) 
pproximately −0.4 and −0.5 (compared to ∼0.7 − 0.8 for the
ass–size relations). It is possible that most of the anticorrelation

etween mass and temperature originates from the uncertainty in the
emperature estimate from the SED fitting, rather than from a real
hysical anticorrelation between mass and temperature. 

 OBSERVATI ONA L  V E R S U S  I NTRI NSI C  

L U M P  PROPERTIES  

rojection effects along the line of sight can strongly affect the
eri v ation of observational clump properties, particularly when no
inematic information is available. To establish the importance
f projection effects, we search for the 3D counterparts of the
ynthetic sources in the simulation data cubes used to generate the
ynthetic observations. By relating the synthetic sources to their
D counterparts, we can then compare the observational properties
ith the intrinsic clump properties. In this section, ‘Outer Galaxy’

efers to our 51 831 synthetic sources, and ‘Inner Galaxy’ to the
07 453 synthetic sources obtained from the synthetic catalogue
y duplicating more distant sources in order to match the distance
istribution of the Inner Galaxy sample of the Hi-GAL catalogue
see Section 5). 

.1 Obser v ational v ersus intrinsic clump mass 

ig. 9 shows the density profile along the lines of sight of two
ources of similar mass (618 and 1037 M �) at 12 kpc, both classified
s protostellar in the synthetic catalogue, chosen to be an example of
 line of sight dominated by a real 3D clump (left-hand panel) and
f a line of sight without a dominant 3D clump (right-hand panel).
he gas density is computed within a column of size equal to the
ource diameter. The open cyan diamonds mark the positions of stars
ocated inside the main 3D clump, while the open red circles are for
he stars located in the column of the source footprint, but outside
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Figure 9. Density profile along the line of sight for two example sources (the same two as in Fig. 4 ): one source has a dominant clump (left-hand panel) and 
the other has many clumps of approximately the same peak density (right-hand panel). The red vertical line shows the position of the main clump (the highest 
density peak), with the thickness of the line corresponding to the source diameter (we assume that the 3D clump has the same diameter as the corresponding 
source). The open cyan diamonds are the stars located inside the main clump. The open red circles are the stars located in the column of the source footprint, 
but outside of the dominant clump. The green dashed horizontal line shows the 1 per cent of the maximum density, which is a minimum density we have chosen 
to define secondary clumps. 
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Figure 10. The total mass of the dense structures along the line of sight, 
M all (blue solid contour lines), and main 3D clump mass, M main (red dashed 
contour lines), versus the source mass derived from the SED fitting, M SED , 
for all the sources in the synthetic catalogue, normalized with the Outer 
Galaxy distance distribution (upper panel) and the Inner Galaxy distance 
distribution (lower panel). The solid black line is the one-to-one relation. 
The blue dashed straight line is the least-squares fit to the M all − M SED 

relation, M all = (0 . 658 ± 0 . 046) M 

(0 . 722 ±0 . 023) 
SED for the Outer Galaxy and 

M all = (0 . 412 ± 0 . 027) M 

(0 . 967 ±0 . 015) 
SED for the Inner Galaxy case, with the 

masses in units of M �. The dotted line is the least-squares fit to the 
M main − M SED relation, M main = (0 . 230 ± 0 . 014) M 

(0 . 587 ±0 . 020) 
SED for the Outer 

Galaxy, and M main = (0 . 137 ± 0 . 009) M 

(0 . 838 ±0 . 015) 
SED for the Inner Galaxy 

case. 
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f the main 3D clump. The y -axis coordinate of the diamonds and
ircles corresponds to the mean density around the star in a (0 . 12 pc ) 3 

olume. While in the example dominated by the main 3D clump (left-
and panel), one star is found inside the main clump, and several more
n its vicinity, only two stars are found in the line of sight of the other
xample (right-hand panel) and at relatively low densities, and none 
nside the main 3D clump. 

Density profiles like those shown in Fig. 9 are computed for all
he sources in our synthetic catalogue, and are then used to identify
he main 3D clump corresponding to each synthetic source. The 

ain 3D clump in each line of sight is defined as the fraction of
he corresponding column centred at the highest density maximum 

nd with a size along the line of sight equal to the synthetic source
iameter (the size on the plane of the sky). The position of the
aximum density is shown by the vertical transparent line in Fig. 9 ,
hose thickness corresponds to the diameter of the synthetic source 

nd thus of the main 3D clump. We also define as independent 3D
lumps all other density maxima with value larger than 1 per cent
f the absolute maximum that defines the main 3D clump (see the
orizontal dashed line). All 3D clumps are assumed to have a size in
he direction of the line of sight equal to the source diameter as well.

With these definitions of main and secondary 3D clumps, we can 
hen associate three different mass values to each line of sight, the
otal mass of the column, M tot , the sum of the masses of all clumps,
 all , and the mass of the main clump, M main , and compare them
ith the mass of the corresponding synthetic source, M SED . In the

wo examples of Fig. 9 , the main 3D clump in the left-hand panel
as a mass M main = 305 . 7 M �, approximately half the value of the
stimated source mass, M SED , while the main 3D clump in the right-
and panel has a mass M main = 79 . 4 M �, approximately 13 times
maller than M SED . 

The comparison of M all and M main with M SED for all the sources in
ur catalogue is shown in Fig. 10 , where the black solid line marks
he one-to-one relation. The least-squares fits to the median value of
ach of the two masses as a function of M SED are shown in Fig. 10 as
ashed and dotted lines. The most striking result of this comparison 
s that M SED o v erestimates the true mass of the main 3D clump,
 main , by a factor greater than 10, on average (dashed contour lines

nd dotted least-squares fit). Because the median relation given by 
he fit is rather shallow, M main = (0 . 230 ± 0 . 014) M 

(0 . 587 ±0 . 020) 
SED for the
MNRAS 510, 1697–1715 (2022) 
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Figure 11. The ratio of the observed 70 μm flux, F 70, ob , and 70 μm flux 
extrapolated from the greybody SED fitting, F 70, gb , versus the temperature 
for the protostellar sources in the synthetic and the Hi-GAL Outer Galaxy 
catalogues (upper panel), and the Inner Galaxy catalogue (lower panel). The 
solid blue and dashed red lines are the median values for the synthetic 
protostellar sources and Hi-GAL protostellar sources, respectively. The 
shaded areas (blue and red, respectively) show the interval between the 2.5 
and 97.5 percentiles of the flux ratio. 
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uter Galaxy and M main = (0 . 137 ± 0 . 009) M 

(0 . 838 ±0 . 015) 
SED (the masses

re in M �), the ratio M SED / M main increases with increasing M SED : the
arger the value of M SED , the larger the contribution to that mass from
tructures along the line of sight unrelated to the main 3D clump.
n other words, most of the mass of a CuTEx source is due to the
verlap of different structures, and increasingly so towards larger
asses. As a confirmation of this, we find that M all ∼ M tot , which
eans that most of the mass in the line of sight is in relatively dense

tructures (secondary clumps) rather than in a diffuse background.
n the case of the Hi-GAL catalogue, this effect is likely to be even
tronger than in our simulation, as discussed in Section 7.2. 

The relation between M all and M SED , M all = (0 . 658 ±
 . 046) M 

(0 . 722 ±0 . 023) 
SED (Outer Galaxy) and M all = (0 . 412 ±

 . 027) M 

(0 . 967 ±0 . 015) 
SED (Inner Galaxy), is shallower than linear.

 all is, on average, only slightly smaller than M SED , though with
 very large scatter, which demonstrates that the SED fitting
pproximately reco v ers the total mass of the dense clumps in the
ine of sight, rather than that of a single, isolated clump. In the case
f aperture photometry, one would expect M SED ≈ M all (within the
rrors). Ho we ver, in some cases, we derive M SED > M all , which
hows the impact of band-merging occasionally leading to a lower
emperature (compared to the mass-averaged temperature in the line
f sight) from the SED fit and hence an o v erestimate of M SED . 

.2 Starless versus protostellar clumps 

aving associated our synthetic sources with 3D clumps, we can now
sk whether the sources classified as protostellar are associated with
ctual 3D protostellar clumps or not. For this possible association, we
onsider both the main 3D clump and other secondary clumps along
he line of sight of each source, using the existence of embedded stars
long the line of sight discussed in Section 4.4 to divide protostellar
ources into true and false protostellar sources. In the two examples
f Fig. 9 , the source from the left-hand panel is a true protostellar
lump (it has seven stars at density larger than 10 3 cm 

−3 ), while the
ource from the right-hand panel is a false protostellar clump (it has
o stars abo v e the density threshold). 
We have found that true protostellar sources can be partially

ifferentiated from false protostellar sources based on purely ob-
ervable quantities, using the dependence of their 70 μm excess on
heir temperature. Before demonstrating this method on the synthetic
ources, we want to verify that the relation between 70 μm excess and
emperature of the synthetic protostellar sources reproduces well that
f the observations. The 70 μm excess is defined as the ratio of the
0 μm flux of the source, F 70, ob , and the greybody 70 μm flux, F 70, gb ,
hat is the 70 μm flux extrapolated from the SED fit of the fluxes at
he other wavelengths. The upper panel of Fig. 11 shows that the
emperature dependence of F 70, ob / F 70, gb for the protostellar sources
n our synthetic catalogue (blue shaded area) has approximately the
ame median values and dispersion as for the Hi-GAL sources in the
uter Galaxy (red shaded area). Compared with the Inner Galaxy,

he 70 μm excess of the synthetic sources is slightly larger than for
he Hi-GAL sources (lower panel). 

The relation between the 70 μm excess and the temperature of
alse protostellar synthetic sources is shown by the magenta shaded
reas in Fig. 12 . The cyan shaded areas corresponds to the true
rotostellar synthetic sources. In the upper panel, the number of
ources at different distances is the same as in the synthetic catalogue,
o mimic the distance distribution of sources in the Outer Galaxy,
hile in the lower panel the number of sources has been renormalized

ccording to their distance to mimic the distance distribution in
NRAS 510, 1697–1715 (2022) 
he Inner Galaxy, as in Fig. 7 . The dashed red line and the cyan
olid line show the median values of F 70, ob / F 70, gb as a function of
emperature, measured in logarithmic temperature intervals, for the
alse and true pre-stellar sources, respectively. The true protostellar
ources are systematically warmer, at equal value of F 70, ob / F 70, gb ,
r, equi v alently, the y hav e systematically larger F 70, ob / F 70, gb at equal
alue of temperature (by almost an order of magnitude in the case of
he Outer Galaxy’s distance distribution shown in the upper panel).
o we ver, there is also a considerable overlap between the two types
f sources. 
To partially separate true from false protostellar sources, we

ropose to separate the protostellar sources in two groups using
he median relation for the true sources (cyan line). We first obtain
n analytical fit to the cyan line for the Outer Galaxy distance
istribution, 

 70 , ob /F 70 , gb = 

2877 

( T / 10 K) 15 
+ 

367 

( T / 10 K) 5 
+ 1 . 3 , (6) 

nd for the Inner Galaxy case, 

 70 , ob /F 70 , gb = 

2051 

( T / 10 K ) 15 
+ 

365 

( T / 10 K ) 5 
+ 0 . 5 , (7) 

hich is shown by the solid black lines in Fig. 11 . The dashed
lack lines connecting the diamond symbols show the ratio between
rue protostellar sources and total protostellar sources found abo v e
he analytical fits. The values of this ratio are shown in the y -axis
n the right-hand side of the plots. The lower black dotted lines,

art/stab3517_f11.eps
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Figure 12. The ratio of the observed 70 μm flux, F 70, ob , and 70 μm flux 
extrapolated from the greybody SED fitting, F 70, gb , versus the temperature 
for the protostellar sources in the synthetic catalogue. The cyan line is the 
median values for the ‘true’ protostellar sources, which are those with at 
least one embedded star (with local density ≥ 1000 cm 

−3 ) in their line of 
sight. The magenta line shows the median values for the ‘false’ protostellar 
sources, which are those without embedded stars in their line of sight. The 
shaded areas show the 2.5 and 97.5 percentiles of the 70 μm flux ratio. The 
solid black line is an analytical fit to the cyan median line, and the dashed and 
dotted black lines are the fraction of ‘true’ protostellar sources of all sources 
abo v e and below the solid black line, respectively, with the value of these 
fractions given by the scale on the right y -axis. 
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onnecting the circle symbols, show the same ratio for sources 
elow the analytical fit to the median line. One can see that, in
he case of the Outer Galaxy, approximately 80 per cent of the
rotostellar sources are true ones in the approximate temperature 
ange between 21 and 33 K, while below the lines the fraction of
rue protostellar sources is al w ays lower than 20 per cent. Averaging
 v er all temperatures, the fraction abo v e the line is 0.64 and 0.66 for
he Outer and Inner Galaxy , respectively , while the fraction below
he line is 0.14 and 0.21, for the same cases. In summary, the method
roposed here allows to select a class of sources where 60–70 per cent
re true protostellar ones (they have real 3D clumps along the line of
ight containing embedded protostars), by selecting half of the total 
umber of candidate protostellar sources. 
Because we can partially extract true protostellar sources, it is 

nteresting to check the relation of their estimated mass, M SED , 
ith the mass of the corresponding main 3D clumps, M main , for

his specific subset of sources. Fig. 13 shows contour plots of the
elation between M main and M SED for the synthetic sources classified 
s starless (left-hand panel), false protostellar (second panel from 

he left), true protostellar (third panel from the left), and for the
ources abo v e the line defined by equation (6; fourth panel from
he left). While for false protostellar sources the mass discrepancy, 
 SED 	 M main , is comparable to that of starless sources, for true
rotostellar sources it is significantly reduced. The fifth panel of 
ig. 13 shows the probability distributions of the ratio M SED / M main 

or the four populations, with the vertical dashed lines corresponding 
o the median values. The median values decrease from nearly 20 for
tarless sources to ≈4 for true protostellar ones. 

Even sources selected with the observational criterion suggested 
bo v e, based on the relation in equation (6), have a median ratio
 SED / M main ≈ 4. This analysis shows that, a source selection that

ives a majority of true protostellar sources also gives sources that
re less affected by (though not free from) projection effects. 

 DI SCUSSI ON  

.1 Implications for clump dynamics and evolution 

e have found that the estimated mass of our synthetic sources,
 SED , is typically of the order of the total mass in the line of sight

f the source, and an order of magnitude larger than the densest
eal 3D clump identified in the simulation along the line of sight:
 SED ∼ M tot 	 M main . This implies that our synthetic sources, 

nd by extension the Hi-GAL sources, should not be considered as
ndividual clumps. Instead, they are generally a collection of separate 
igh-density structures along the line of sight, because most of the
ass is contained in secondary clumps: M all ∼ M tot ∼ M SED . If

nterpreted as individual clumps, one should keep in mind that the
asses of such clumps are most likely o v erestimated by a very large

actor, which complicates the analysis of their dynamical state (e.g. 
ound versus unbound (Elia et al. 2017 )), their evolutionary state
e.g. the clump mass–luminosity relation (Molinari et al. 2008 )), 
heir statistical properties (e.g. the velocity–size relation (Traficante 
t al. 2018 )), and their role in the formation of massive stars (e.g.
he estimated infall rates (Traficante et al. 2018 ), or the estimated
olumn density threshold (Tan et al. 2014 ; Urquhart et al. 2014 )).
ven the selection of a subset of sources with molecular emission-

ine spectra without multiple components (e.g. Traficante et al. 2018 )
ay not be sufficient to prevent projection effects, as the existence

f a large number of unrelated sources along the line of sight could
resumably result in the appearance of an approximately Gaussian 
elocity profile. 

In Section 5.3, we found that our synthetic sources, as well as the
i-GAL sources, follow very closely Larson’s mass–size relation, 

orresponding to their surface density being nearly independent of 
ize, on average. Elia et al. ( 2017 ) implicitly assumed that this mass–
ize relation of Hi-GAL sources had to stem from the combination of
arson’s velocity–size and velocity–mass relations (Larson 1981 ), 
o that sources abo v e (more massiv e than) the average mass–size
elation could be interpreted as gravitationally bound, and sources 
elo w (less massi ve than) the relation would be unbound. In view of
ur finding that M SED is not a reliable estimate of a real clump mass,
he interpretation of the mass–size relation of Hi-GAL sources is not
traightforw ard. In f act, it w as later found that Hi-GAL sources do not
ollow Larson’s velocity–size relation at all (Traficante et al. 2018 ),
hich is in itself a result of difficult interpretation if the velocity
ispersion has potentially multiple contributions along the line of 
ight (not necessarily spotted as multiple spectral components), but 
ertainly invalidates the bound versus unbound classification of Hi- 
AL sources based on the mass–size relation. 
Observed infall rates of massive clumps (e.g. Fuller , W illiams &

ridharan 2005 ; Beuther, Linz & Henning 2012 ; Peretto et al. 2013 ;
euther, Linz & Henning 2013 ; Wyrowski et al. 2016 ; Traficante
t al. 2017 , 2018 ; Contreras et al. 2018 ; Yuan et al. 2018 ) are
ften used to constrain the formation time-scale of massive stars. 
MNRAS 510, 1697–1715 (2022) 
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Figure 13. Main 3D clump mass versus SED mass, as in Fig. 10 , for starless, ‘false’ protostellar, ‘true’ protostellar, and protostellar sources selected 
based on the 70 μm excess (see Fig. 12 ), from left to right. The thin solid black line is the one-to-one relationship. The fits shown by the 
dashed black lines are: M starless = (0 . 226 ± 0 . 012) M 

(0 . 574 ±0 . 018) 
SED , M false = (0 . 264 ± 0 . 018) M 

(0 . 643 ±0 . 023) 
SED , M true = (0 . 769 ± 0 . 057) M 

(0 . 716 ±0 . 021) 
SED , and M high = 

(0 . 722 ± 0 . 073) M 

(0 . 691 ±0 . 030) 
SED for the Outer Galaxy. For the Inner Galaxy: M starless = (0 . 136 ± 0 . 008) M 

(0 . 798 ±0 . 013) 
SED , M false = (0 . 234 ± 0 . 018) M 

(0 . 810 ±0 . 017) 
SED , 

M true = (0 . 707 ± 0 . 095) M 

(0 . 791 ±0 . 024) 
SED , and M high = (0 . 519 ± 0 . 087) M 

(0 . 862 ±0 . 029) 
SED . All the masses in the previous relations are in units of M �. The rightmost 

panels show the distributions of the M SED / M main ratio. 
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Figure 14. Distributions of the mean gas number density of the sources in 
the synthetic catalogue (solid blue lines) and in the Hi-GAL catalogue with 
distances between 1.5 and 13.5 kpc (red dashed lines), for the Outer Galaxy 
(upper panel) and the Inner Galaxy (lower panel). In the lower panel, the 
numbers of synthetic sources at distances > 2 kpc have been rescaled as in 
previous figures. The cyan lines show the distributions of the mean density 
of the main 3D clumps in the lines of sight to the synthetic sources. 
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esides the difficulty of interpreting the kinematic information from
mission line spectra in terms of infall, and the need to explain
o low detection rate of infall signatures in massive clumps, it is
mportant to remember that a massive clump may host the formation
f multiple stars. Furthermore, in view of the results of this study,
he clump mass may be grossly o v erestimated. The infall rate is
sually estimated assuming that the infalling gas has a density equal
o the clump’s mean density. Thus, if the clump mass is o v erestimate
y a factor of 10, the infall rate is also o v erestimated by the same
actor. 

Fig. 14 shows the distributions of the mean volume density of
ur synthetic sources (blue histograms) and of the Hi-GAL sources
red dashed line histograms) for the Outer Galaxy (upper panel)
nd the Lower Galaxy (lower panel). The cyan histograms show the
istribution of the mean density of the main 3D clump associated to
ach of our synthetic sources. This distribution is shifted to lower
ensities by a factor of 10 relative to that of the synthetic sources,
s expected from the mass comparison in Section 6.1. In the case
f the Hi-GAL sources, the factor may be even larger, as discussed
elow in Section 7.2. Based on the median values shown by the
ertical lines in Fig. 14 , infall rates based on estimated densities of
i-GAL Inner Galaxy sources may be o v erestimated by more than a

actor of 20, since the median density in the Hi-GAL Inner Galaxy
atalogue is more than a factor of two larger than in our synthetic
atalogue, which is more than a factor of 10 larger than the median
or the corresponding 3D clumps. This uncertainty could be reduced,
y approximately a factor of three, if true protostellar sources were
elected according to the method suggested in Section 6.2, but even
n that case o v er 30 per cent of sources would still be false protostellar
ources suffering a larger projection effect. 

.2 From the simulation volume to the galactic plane 

he synthetic observations of our simulation reproduce the main
bservational properties, and their statistical distributions, of the
i-GAL catalogue, with the caveat of a systematic shift of the
ass distribution to wards lo wer masses. The mass discrepancy

s significant only in the high-mass tail of the protostellar mass
istribution in the case of the Outer-Galaxy comparison, while the
ass distributions of both starless and protostellar sources in the
NRAS 510, 1697–1715 (2022) 
nner Galaxy are clearly shifted towards larger masses in both high-
nd low-mass tails, by a factor of ≈4 in mass relative to our synthetic
atalogue (see Fig. 7 ). This discrepancy is to be expected, because
he 250 pc depth of the computational volume cannot match the
ull complexity and the highest column densities of the lines of
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ight towards the Inner Galactic plane sampled by the Hi-GAL 

urv e y. 
Ho we ver, the larger column density available does not mean that

he masses of Hi-GAL’s sources are more real (closer to the mass of
ctual 3D clumps) than those in our synthetic catalogue. As shown in
ection 6.1, the estimated source masses are in large part the result of
 projection effect. Thus, we interpret the larger Hi-GAL masses as
he result of stronger projection effects in the observations than in the
imulation. This is supported by the fact that the mass discrepancy is
ignificantly stronger in the comparison with the Inner Galaxy than 
ith the Outer Galaxy. 
Besides the lower values of maximum column densities, the 

ynthetic observations also lack sources of confusion both in the 
ine of sight and on the plane of the sky that afflict Galactic disc
urv e ys. Our synthetic observations should be more sensitive to 
ainter sources, as they are not limited by the confusion due to
he Galactic structures, including the cirrus clouds. These cirrus 
louds are real objects, but from an observational standpoint, their 
ffect is similar to noise when trying to detect compact sources,
nd dominates o v er the purely instrumental noise for wavelengths 
onger than 70 μm, as shown in fig. 3 of Molinari et al. ( 2016 ).
ur simulation lacks the equi v alent of this cirrus noise, as the AMR

oo has low resolution of intermediate and low-density structures, 
moothing them away, and the line-of-sight depth would not be 
nough to accumulate enough surface brightness to cause comparable 
onfusion. 

In Section 7.1, we have argued that the subdivision of Hi-GAL’s
tarless sources into bound pre-stellar and unbound ones based on 
arson’s mass–size relation is most likely incorrect, because of 

he uncertainty of the source masses demonstrated in this work 
see Section 6.1) and because Hi-GAL’s sources do not follow 

arson’s velocity–size relation (Traficante et al. 2018 ). Ho we ver, 
he separation of the sources into these two classes, essentially a cut
t nearly constant surface density, offers an additional comparison 
est between the synthetic catalogue and Hi-GAL. For simplicity, 
e refer to these sources as pre-stellar and starless unbound, as

n Elia et al. ( 2017 ), even if these names do not reflect their real
ature. The only significant discrepancy between our catalogue and 
he observations, with respect to this column density cut, is the 
emperature distribution, which we show in Fig. 15 for the Outer and
nner Galaxy catalogues in the upper and lower panels, respectively. 

The temperature distributions of the synthetic sources reproduce 
easonably well the observations, except for a significantly deficient 
ail of high-temperature pre-stellar sources relative to the Inner 
alaxy. The Hi-GAL Inner Galaxy catalogue contains an excess of 
igh column density sources (classified as bound pre-stellar sources) 
ith relatively high temperature, between ≈15 K and ≈30 K, which 

annot be explained based on our radiative transfer calculations. 
he most straightforward explanation is that most of the warmest 
ources at relatively high column densities are a projection of 
 number of (starless unbound) sources of low enough column 
ensity that they are heated by their local interstellar radiation 
eld to the observed temperatures, whereas a single, dense clump 
ith that high column density would be shielded from radiation 

nd hence be colder. This projection effect happens also in the 
ynthetic observations, but it is clearly much stronger for the Inner-
alaxy sources. This interpretation is consistent with the fact that the 

emperature discrepancy of pre-stellar sources is insignificant in the 
ase of the Outer Galaxy catalogue (upper panel of Fig. 15 ), where
rojection effects are expected to be significantly reduced, due to the 
early exponential drop in the number of sources as a function of
istance beyond ≈2 kpc. 
.3 Angular resolution and true nature of clumps 

o far, we have focused on the uncertainty (mostly the o v erestimate)
f the observed source masses due to blending of different density
tructures along the line of sight. We have shown that this uncertainty
s large (typically a factor of 10) in our synthetic observations
Section 6.1) and thus in the Hi-GAL catalogue, as the synthetic
bservations were obtained by following closely the Hi-GAL data- 
nalysis pipeline. We have further argued that projection effects are 
ikely to be even worse in the Hi-GAL Inner Galaxy catalogue, due
o the larger column density of lines of sight through the Galactic
lane than through our 250 pc volume (Section 7.2). Besides these
rojection effects, the limited spatial resolution of the observations 
s another important factor that undermines the interpretation of 
ompact sources as individual clumps. At the characteristic distance 
f Hi-GAL sources, primarily in the approximate range between 2 
nd 14 kpc, most of the compact sources at the angular resolution of
erschel’s observations are expected to be highly fragmented. The 

ffect of the angular resolution (or distance to the source) on the
ass determination was already quantified in Padoan et al. ( 2020 ),
here it was shown that the mass of true pre-stellar cores observed
y Herschel at distances larger than 1 kpc would on average be
 v erestimated by more than a factor of 10. The error grows with
ncreasing distance, being a factor of ∼40 at a distance of ∼2 kpc
see fig. 28 in Padoan et al. 2020 ). 

It is generally understood that compact sources from Herschel’s 
bservations do not represent individual pre-stellar cores, but are 
ore likely to be the sites of formation of multiple stars. Their

arge internal velocity dispersions, revealed by follow-up studies, 
MNRAS 510, 1697–1715 (2022) 
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Figure 16. The two sources at 12 kpc from Fig. 4 are shown by the white 
dashed ellipses, in the left and right columns. The solid white ellipses are the 
sources found in the same 6 pc regions assumed to be at 2 kpc. The top panels 
show the 250 μm surface brightness maps at the distance of 2 kpc, while the 
middle panels show the column density at a comparable resolution (4096 2 ). 
The lower panels show again the column density in the same regions, but 
at the highest resolution (32, 768 2 ). All the maps have a logarithmic colour 
scale. 
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lso implies supersonic turbulence, hence fragmentation, inside
he clumps. Nev ertheless, unresolv ed clumps are still often inter-
reted and modelled as well-defined individual objects within the
oundaries of their estimated (and unresolved) size. Rather than
ttempting a quantitative analysis of specific uncertainties that arise
rom the limited angular resolution of the observations, we use our
ynthetic observations to describe the problem graphically through
wo examples. We consider the same two example sources of Figs 4
nd 9 , and show their maps at the same physical scale ( ∼5 pc) as in
he panels of Fig. 4 . While in that figure, the sources were assumed
o be at a distance of 12 kpc, in the top panels of Fig. 16 they are
ssumed to be at a distance of 2 kpc. At this higher spatial resolution,
he 250 μm sources now appear to be connected to filaments at larger
cales, and the original sources have broken into five sources (left-
and panel) and six sources (right-hand panel). The middle panels
how that the structure of the column density maps, at the same
esolution of Herschel’s 250 μm beam, is even more fragmented
han that of the dust emission maps. Finally, the bottom panels show
he column density of the same regions at the maximum resolution of
he simulation, 0.008 pc. While the source associated with a dominant
D clump (a true protostellar source) appears to be like a complex
NRAS 510, 1697–1715 (2022) 
onglomerate of dense cores and filaments (left-hand panel), the
ource that did not have a dominant 3D clump (a false protostellar
ource) has turned into a looser association of filaments and cores
hat barely stands out of the background. 

These examples show that the limited angular resolution may
asily lead to masses of compact sources many times larger than
he actual cores and filaments they contain, as previously quantified
n Padoan et al. ( 2020 ). It is important to appreciate that this effect
s conceptually distinct from the blending along the line of sight,
nd so it may further contribute to the mass uncertainty. Ho we ver,
s the spatial resolution of the observations is increased and more
ragments are resolved on the plane of the sky, the chance of blending
f these smaller structures along the line of sight is decreased, so
he mass estimates become more accurate, as demonstrated with
ynthetic higher angular resolution ALMA observations in Padoan
t al. ( 2020 ). 

 C O N C L U S I O N S  

e have used synthetic Herschel observations of a star-formation
imulation on a scale of 250 pc to generate a catalogue of compact
ources, with a range of distances between 2 and 12 kpc. The sources
ave been selected from the synthetic observations with the CuTEx
ode, following the same procedure as in the compilation of the Hi-
AL compact source catalogue. Our synthetic catalogue contains
1 831 compact sources and is an invaluable tool to interpret the
ature of the 150 223 Herschel’s compact sources in the Hi-GAL
atalogue. This work serves both as a validation of the synthetic
bservations and as a first interpretation of the nature of the Hi-GAL
ources. 

To validate the synthetic observations, we have compared statis-
ical distributions and correlations of size, mass and temperature of
he synthetic sources with those of Herschel’s sources from the Outer
alaxy catalogue. The comparison with the Inner Galaxy catalogue
as been carried out in parallel to stress the importance of projection
ffects. We have found a good agreement with the Outer Galaxy
atalogue, except for details related to the incompleteness of the
tellar IMF in the simulation, and discrepancies in the comparison
ith the Inner Galaxy that can be understood as due to stronger
rojection effects there. We have then investigated the nature of
he selected sources by searching for their counterparts in the 3D
ata cubes of the simulations. Our main results are listed in the
ollowing. 

(i) The source masses o v erestimate the clump masses by an
rder of magnitude on average, due to line-of-sight projection. The
stimated mass roughly corresponds to the whole mass, along the line
f sight, while the most massive clump in the line of sight usually
ontains only about one 10th of the total mass on average. 

(ii) A large fraction of sources classified as protostellar are likely
o be starless at all values of temperature and 70 μm excess, as the
0 μm excess may be caused by stellar sources outside dense clumps.
(iii) We have proposed a method to partially discriminate between

alse and true protostellar sources based on the dependence of the
0 μm excess on the temperature. 
(iv) We have found evidence of significantly stronger projection

ffects in the Inner Galaxy catalogue than in the Outer Galaxy and
ynthetic catalogues, from the mass distribution of the sources and
heir temperature distributions abo v e and below Larson’s mass-size
elation. This would suggest that the mass of Hi-GAL sources in the
nner Galaxy may be on average over 20 times larger than the main
D clumps in their lines of sight. 
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(v) At higher angular resolution, most Hi-GAL clumps should 
eveal a strongly fragmented structure, so future ALMA observa- 
ions should confirm the important role of the projection effects 
emonstrated in this work. 

Our synthetic catalogue will be used to interpret the results 
f follow-up studies of Hi-GAL sources, including single-dish 
r higher-resolution ALMA observations of molecular emission 
ines. In a future work, we will focus on the interpretation of the
bservational estimates of infall rates of massive clumps, as these 
ave direct consequences for our understanding of the origin of 
assive stars. We can already conclude from the results of this work

hat the observed infall rates of massive clumps may have been 
 v erestimated by more than one order of magnitude, as the derived
asses of Hi-GAL sources cannot be interpreted as the masses of

ndividual clumps. The implications of our results for the formation 
f massive stars should also be addressed in future works. 
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ATA  AVA ILA BILITY  

he full synthetic source catalogue (the description of which is in 
ppendix A), the surface brightness maps at all wavelengths, three 

olour images at ∼2 kpc distance, and the column density maps at a
esolution of ∼0.06 pc (comparable to the pixel size of the surface
rightness maps at ∼250 μm at a distance of ∼2 kpc) and at a full
esolution of ∼0.008 pc can be obtained from a dedicated public 
RL ( https:// www.erda.dk/ vgrid/ massive-clumps/ ). 
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PPENDI X  A :  DESCRI PTI ON  O F  T H E  

YNTHETI C  S O U R C E  C ATA L O G U E  

he catalogue of synthetic compact sources is a text table with 34
olumns that can be downloaded from https:// www.erda.dk/ vgrid/ 
assive-clumps/. In the following, we describe the content of each 

olumn. 

(i) Column[1], ID : running number (starting from 1 to 51 831). 
(ii) Column[2], SNAPSHOT : the number of snapshots (839, 1107, 

nd 1479, respectively). 
(iii) Column[3], DIRECTION : the direction of the maps (0, 1, and

 for x, y, and z directions, respectively). 
(iv) Column[4], DISTANCE : the distance of the sources, in pc. 
(v) Column[5], X 250, [6], Y 250: the map coordinates of the

ources detected at 250 μm, in box units (from 0 to 1). Column
7], Z 250: the line-of-sight coordinate of the maximum density in
he 3D density cube, in box units (from 0 to 1). 

(vi) Column[8], F W H M X, and [9], F W H M Y : the FWHM of
he fitted bi-dimensional Gaussian along the x -axis and y -axis, in box
nits (from 0 to 1). 
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(vii) Column[10], ANGLE : the orientation angle of the major axis
f the Gaussian with respect to the x -axis, in degree. 
(viii) Column[11], R : the deconvolved radius of the source esti-
ated at 250 μm, in pc. 
(ix) Column[12], F 70, [13], DF 70, [14], F 160, [15], DF 160, [16],

 250, [17], DF 250, [18], F 350, [19], DF 350, [20], F 500, and [21],
F 500: the integrated flux of the source, in Jy, and noise of the flux,

n Jy, estimated from the RMS for 70, 160, 250, 350, and 500 μm.
ull value is -1. 
(x) Column[22], LAMBDA 0: the wavelength λ0 , in μm, from

ED fitting for optical thick cases, and 0 for the optical thin cases. 
(xi) Column[23], T , and [24], DT : temperature and its error from

ED fitting, in K. 
(xii) Column[25], M SED, and [26], DM SED: the mass of the

lump and its error calculated from SED fitting with a greybody
unction, in M �. 

(xiii) Column[27], F 70 GB: the flux at 70 μm calculated from
ED fitting with greybody function, in Jy. 
(xiv) Column[28], TYPE : the classification of clumps: starless

nbound, pre-stellar, and protostellar are denoted as 0, 1, and 2,
espectively. 

(xv) Column[29], M MAI N : the mass of the main 3D clump
long the light of sight, in M �. 

(xvi) Column[30], M ALL : the mass of all the 3D clumps with
ensity peaks ≥ 1 per cent of the maximum density peak along the
ight of sight, in M �. 

(xvii) Column[31], M T OT : the total mass of column along the
ight of sight, in M �. 

(xviii) Column[32], LOC AL GAS DENS I T Y : the maximum
f local gas densities around stars along the line of sight, in cm 

−3 . If
he star is in the main clump, the value is positive, and if it is in the
olumn, the value is ne gativ e. Null value is 0. 

(xix) Column[33], ST AR AGE: the maximum age of the stars
long the line of sight, in Myr. If the star is in the main clump, the
alue is positive, and if it is in the column, the value is ne gativ e. Null
alue is 0. 

(xx) Column[34], S T AR MAS S : the maximum mass of the stars
long the line of sight, in M �. If the star is in the main clump, the
alue is positive, and if it is in the column, the value is ne gativ e. Null
alue is 0. 

PPENDIX  B:  DENSITY  CRITERIA  O F  

ROTOSTELLAR  S O U R C E S  

he value of the density threshold is justified by a comparison of
he gas density distribution o v er the whole box with the density
istribution sampled by the positions of the stars. The solid black
NRAS 510, 1697–1715 (2022) 
ine histogram in the three panels of Fig. B1 shows the gas density
istribution computed from the final simulation snapshot analysed
n this work at a uniform resolution of 2048 3 ( ∼0.12 pc). The solid
ed line histogram in the same panels is the gas density distribution
ampled at the same resolution, but only at the positions of the stars
t the time of the final snapshot (the density is correctly centred at
he stellar positions by using a higher-resolution extraction of the
ensity field and then averaging the density around each star within
 cell of 0.12 pc). Fig. B1 shows that the uniformly-sampled density
istribution is bimodal, with the lower density peak at ∼0 . 01 cm 

−3 

orresponding primarily to hot gas, and the higher density peak at
3 cm 

−3 primarily to colder gas. The density distribution sampled
y the stars, instead, has three peaks. The two lower density peaks
re the same as for the global distribution, while the highest density
ne, at ∼3 × 10 4 cm 

−3 , corresponds to a characteristic density of
rotostellar cores. 
Because protostellar cores occupy a tiny fraction of the computa-

ional volume, their density is sampled by the global gas distribution
black line) only at extremely low probability, not shown in the
lots of Fig. B1 . The densest peak is instead visible in the density
istribution sampled by the stars because the fraction of stars
hat are found within their parent protostellar cores is orders of

agnitude in excess of the fraction of the total volume occupied
y the cores. The fact that the highest density peak is associated
ith protostellar cores is confirmed by the comparison of the three
anels in Fig. B1 , where the density distribution sampled only by
tars in a limited age range is shown in each panel by the blue-line
istogram. Considering only stars younger than 1 Myr (left-hand
anel), one can see that they sample only density around the peak,
hile the stars older then 5 Myr (right-hand panel) sample only
ensities outside of that peak. Furthermore, when stars are older
right-hand panel) they sample well the global bimodal density field,
eaning that their positions not only do not correspond to dense

rotostellar cores any longer, but are also completely random with
espect to the density field. In other words, their position no longer
epends on the local density, and hence by measuring their local
ensity, we are measuring the density distribution in the simulation
ox. 
Having identified the highest density peak as due to protostellar

ores, the position of the minimum between the two denser peaks in
he density distribution sampled by the stars, at ∼10 3 cm 

−3 , can be
dopted as the threshold between the o v erall density distribution and
he density of protostellar cores. This justifies the density threshold
sed in our criterion to define embedded stars and thus to discriminate
etween true and false protostellar sources. 
r on 04 January 2023
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Figure B1. Gas density distributions sampled uniformly at a 2048 3 resolution in the last snapshot of the simulation analysed in this work, at t = 34.2 Myr (solid 
black line) and sampled at the positions of the stars (solid red line). The density at the position of a star is the local mean gas density calculated in a ∼0.12 pc 
box centred around the star. The density around the stars is also plotted as a blue step histogram after separating the stars into three categories based on their age, 
< 1, 1–5, and > 5 Myr (left-hand, middle, and right-hand panels, respecti vely). From each of these age interv als, we also sho w two sub-samples corresponding 
to stars with mass < 5 M � (blue filled histogram), and with mass > 8 M � (red filled histogram). The o v erlap re gion of the two filled histogram is in purple. 
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