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ABSTRACT

The evolution of technology is leading to a world where com-
putational systems are made of a huge number of components
spread over a logical network: these components operate in
a highly dynamic and unpredictable environment, joining or
leaving the system and creating connections between them
at runtime. This scenario poses new challenges to software
engineers that have to design and implement such complex
systems. We want to address this problem, designing and
developing an infrastructure, GRU, that uses self-adaptive
decentralized techniques to manage large-scale distributed
systems. GRU will help developers to focus on the functional
part of their application instead of the needed self-adaptive
infrastructure. We aim to evaluate our project with concrete
case studies, providing evidence on the validity of our ap-
proach, and with the feedback provided by developers that
will test our system. We believe this approach can contribute
to fill the gap between the theoretical study of self-adaptive
systems and their application in a production context.

Categories and Subject Descriptors

D.2.0 [Software Engineering]: General; C.2.4 [Distributed
Systems]: Distributed Applications
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1. THE PROBLEM AND ITS IMPORTANCE

The problem we want to address is the effective ap-
plication of self-adaptation to large scale distributed
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systems. The importance of this problem stems from the
current IT scenario: the evolution of technology is leading to
a world where each object around us is provided with some
sort of “intelligence”, making it able to compute data and act
according to them, as well as to share these data with other
objects. The increasing number of “intelligent” devices poses
new challenges to software engineers that have to design and
implement systems composed of a great number of elements
interacting between them in different ways. Moreover, these
systems work in a dynamic and unpredictable environment,
and need the capability to adapt in an autonomous way to
every change in the scenario in which they operate: they
should be self-adaptive, meaning that they should be able
to self-configure, self-heal and self-defend [16]. Thus, dis-
tributed self-adaptive systems are an actual need and require
to be studied in order to understand the most effective way
to design and manage such complex systems. However, while
this aspect is addressed in theory, stable platforms and com-
prehensive software engineering approaches for these kinds of
systems are still to come and their application in a “produc-
tion context” is still missing. This research addresses these
challenges aiming to simplify the application of decentralized
self-adaptation to the design and development of distributed
software systems that can benefit from it. We want to fill the
gap between theory and practice, providing to practitioners
a flexible and efficient solution they can adopt to quickly
create an application that relies on a distributed infrastruc-
ture. In order to achieve this objective, we aim to develop an
infrastructure to self-manage distributed systems that can
be integrated seamlessly with existing ones, like Docker [1].
The application of self-adaptation to large-scale distributed
systems is a challenging task. In particular some important
aspects related to distributed systems need to be addressed:

e Absence of a global knowledge. The high number
of nodes and their distribution make difficult to share
the global status of the system.

e Changing environments. Large-scale distributed
systems often present a high level of dynamism that
cannot be controlled: components may join or leave
the system at runtime changing their interconnections.

e System stability and limited resource consump-
tion. The absence of global knowledge and the high
dynamism can led the system to an unstable state, actu-
ating unnecessary optimization actions and consuming
precious computational resources.
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The application of centralized or hybrid strategies for self-
adaptation in the described context can be difficult, due to
the huge number of possible elements to manage and the
highly dynamic context. Starting from this consideration,
we focus our research on the study of a totally decentralized
self-adaptation strategy. We propose an infrastructure,
GRU, that enables decentralized self-adaptation of
any independently developed distributed software.
GRU supports self-adaptation of any application built as a
composition of distributed and independent microservices
executed within Docker containers. This approach involves
both theoretical and practical challenges, such as the study of
effective self-adaptation strategies based on partial knowledge
and the implementation challenges related to distributed
systems, which have been previously described.

2. RELATED WORK

Self-Adaptive systems have been widely studied in the past
decade, starting from the Autonomic Computing manifesto
by IBM [16]. The literature provides various approaches
to deal with such systems. In particular, self-adaptation
is addressed in various ways, ranging from centralized ap-
proaches [10, 11, 14], where one element is in charge and
manage the others, to completely decentralised ones [6, 12,
17], where all elements are peers and the behaviour of the
system emerges from the interaction of all the elements,
through hierarchical approaches [4, 5, 15], where the ele-
ments are organised into a hierarchy. The great majority
of studies on self-adaptive or autonomic systems have been
evaluated through simulations or toy examples, without a
complete empirical evaluation [18]. The main exception is
the Rainbow framework [14], which has been used to con-
vert a legacy system into a self-adaptive one in the work
described in [9]. However, Rainbow addresses self-adaptation
with a centralized approach, which may be not suitable for
large scale distributed systems composed by a huge num-
ber of nodes. Self-adaptive techniques are used in Cloud
Computing platforms to manage the scaling of computing
instances: Google Cloud Platform takes care of the scaling
of the system, which is completely transparent to the user;
Amazon Web Services uses autoscaling policies defined by
the user; Microsoft Azure allows the user to control the
autoscaling system defining rules. These approaches, that
usually are centralized or hierarchical, do not represent a
complete autonomic or self-adaptive system.

3. CONTRIBUTIONS

The contributions of our work are both theoretical and
practical, involving the study of decentralized self-adaptation
and the creation of a software to apply this approach to a
concrete application domain in a way that can be useful to
practitioners.

3.1 Decentralized Self-Adaptation

The first contribution of our work is related to the ap-
plication of a decentralized approach to self-adaptation for
the management of a distributed system. In order to ob-
tain decentralized self-adaptation, we propose a solution
based on the concept of self-organizing multi-agent
systems [19]. The system is managed by a set of autonomous
agents that are able to interact between them and take lo-
cal decisions from which the global behavior of the system
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emerges. The agents communicate through messages and
can self-organize in logical groups of neighbors, exchanging
information related to their internal state (following the “in-
formation sharing pattern” [20]). Self-adaptation is achieved
by the implementation in each agent of an adaptation loop,
that periodically runs and actuates the correct action accord-
ingly to the internal state of the managed system and the
partial information provided by neighbors. The adaptation
loop embodies the MAPE-K loop (Monitor-Analyze-Plan-
Execute on a Knowledge base) [16]. The agents act like a
decentralized and distributed management layer and do not
deal with the functional part of the system: agents act only
as managers and mediators between the different services of
the system, keeping it up and running and taking care of
aspects like scalability, fault tolerance, performance, etc. The
research question we want to answer with this contribution
is the following:

e Is a decentralized approach to self-adaptation
like the one described in [19] suitable for a con-
crete implementation?

3.2 Application Domain

The second contribution of our work regards the appli-
cation of our decentralized self-adaptive approach to a con-
crete application domain. The proposed solution can be
applied to large-scale distributed systems in general, but
we want to focus on the application of decentralized
self~adaptation to the microservices architecture pat-
tern [3] and Docker containers [1]. This architectural
pattern is used to build enterprise application deployed on
cloud. Each microservice is considered as an autonomous
and independent entity and can be implemented with any
language, using the technology which is best suited for that
kind of service. Services just need to expose an interface for
communication. Microservices architecture is usually paired
with Docker [1] containers: each microservice can be “dock-
erized” and run in a container as a process isolated from the
others, having a restricted but direct access to the resources
of the host (reducing the overhead of a traditional approach
based on virtual machines). These technologies have been
widely adopted in the last few years for building enterprise
applications, even by big companies in the I'T industry like
Netflix [2]. The software infrastructure behind Netflix is
totally based on microservices running in Docker containers
deployed on the cloud. The use of this strategy allows Netflix
to easily scale in order to satisfy the high number of re-
quests from users as well as to manage possible failures in an
effective way. Despite its advantages, the microservice archi-
tecture introduces additional complexity and new problems
to deal with, most of them related to its distributed nature:
the application is based now on a set of distributed elements
which needs to communicate between them. Elements can
join or leave the system dynamically, due to the scaling of
the application or failures in a part of the network. These
elements should be managed and deployed in an effective
way. Self-adaptation could relieve the developers from the
challenges that the implementation of this kind of systems
implies, so we believe that microservices architecture based
on Docker containers can be a good application domain for
our project. The research question we want to answer with
this contribution is the following:



e Can we build a software to effectively apply
decentralized self-adaptation to microservices
running in Docker containers?

4. EVALUATION OF THE PROJECT

The evaluation of the project is twofold: (i) we need to eval-
uate the capabilities of our solution to effectively manage a
system composed of dockerized microservices; (ii) we need to
evaluate if the proposed solution can be easily used by practi-
tioners to help them build a distributed application based on
Docker containers. We plan to evaluate our approach
based on decentralized self-adaptation addressing a
concrete case study. The target is the realization of a web
application which provides some services to users. The appli-
cation is composed by dockerized microservices and deployed
on a cloud computing platform. The proposed system man-
ages the evolution of the application, dealing with aspects
like scaling, fault tolerance, performance, etc. in order satisfy
the requests of the customers in a maximum response time
defined in the Service Level Agreement. Using the described
strategy we plan to evaluate:

e Ability of the system to scale according to the traffic
load, without over- or under-provisioning of resources.

e Ability of the system to avoid waste of resources, allo-
cating the correct amount of computational power for
each service.

e Ability of the system to manage failures, keeping the
application running with a negligible reduction in the
quality of the service provided.

e Ability of the system to guarantee the quality of service
defined in the Service Level Agreement .

The vast majority of self-adaptive systems have been evalu-
ated through simulation or toy-examples [18]. However, we
believe that an empirical evaluation based on a concrete case
study like the one we described can represent a good evidence
of the validity of our approach. We also plan to evaluate
how our solution can be integrated with tools and
frameworks used by practitioners. The creation of a
self-adaptive system involves specific skills and knowledge,
so the capability of running it as an external component
that can be easily deployed to interact with the managed
system is important to make self-adaptation applicable by
practitioners. The evaluation will take place allowing a group
of developers to test our system and collecting their feed-
back. This kind of evaluation can help to understand how
self-adaptive solutions can be designed to best fit the needs
of developers. in this way we address the following research
question:

e Can we provide a software that can be seam-
lessly integrated in a distributed system mak-
ing it self-adaptive?

S. CURRENT STATUS AND EVOLUTION

The first step in the realization of our project has
been the study of decentralized self-adaptation ap-
plied to distributed systems. We started our research
on the study of an existing prototype of self-adaptive decen-
tralized systems based on the idea described in section 3.1,
the SelfLet framework [13, 8, 7]. A SelfLet based system is
composed by many SelfLets (i.e agents) spread over a logical
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Figure 1: Architecture overview of GRU. The ap-
plication is deployed using Docker containers: each
container run a microservice, identified by a color.

network. Each SelfLet provides some services defined by the
user and shares the same conceptual model and architec-
ture. SelfLets communicate through messages dispatched
by a message broker, self-organizing in groups that take de-
cisions on the basis of the partial knowledge of the group
itself. The behavior of the whole system emerges from the
local decision taken by each group of SelfLets. Each SelfLet
implements an adaptation loop, which allow the SelfLet to
actuate an autonomic action on the basis of its internal state
and the neighbors state. The SelfLet framework has been
evaluated only through simulation. In order to verify if its
theoretical basis could be applied to our research, we tested
the SelfLet framework using a concrete case study. We built
an application composed of more then fifty collaborating
nodes and we deployed it on Amazon cloud infrastructure.
We evaluated the capability of the system to handle a vari-
able workload using self-adaptive strategies. We obtained
promising results that prove the validity of our decentralized
approach to self-adaptation and that we will describe in a
future publication. The work on the SelfLet framework al-
lowed us to better understand the issues related to this kind
of systems, and to validate our decentralized approach to
self-adaptation. We concluded that, despite the theoretical
basis of the SelfLet framework is valid, it is not well suited
to be used in a production context by practitioners.

Currently we are focusing on the application of de-
centralized self-adaptation to Docker containers. We
are developing GRU?, the infrastructure that will bring self-
adaptation to Docker containers, making them able to self-
manage. The target is the creation of a multi-agent system
able to self-manage clusters of nodes on which are running
multiple “dockerized” microservices (Fig. 1). Agents can in-
teract with the Docker daemon, actuating autonomic actions
(e.g. scaling, containers migration, etc.) on containers to keep
the application up and running. Each agent implement the
MAPE-K feedback loop, monitoring the status of the contain-
ers in its node and taking decisions on the actions to actuate
starting from the information provided by the containers in
the node and from other agents. Agents can self-organize
in sets using a gossip protocol and communicate between
them using RESTful API. GRU will be self-contained and

"https://github.com/elleFlorio/gru
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able to seamlessly integrates with any application based on
Docker containers, as well as with other tools that operates
on containers (e.g. Swarm [1]). We are designing GRU on
the basis of the SelfLet framework, with multiple agents
spread over a logical network that communicate between
them. However, while the SelfLet framework is based on an
internal approach (i.e. the autonomic manager is part of
the application itself), GRU provides an external approach,
where each agent is an entity separated from the managed
application. Despite this choice lead to several challenges
related to the interaction with the managed system, using
the external approach we pose less constraints on developers,
which are free to build their application with the technologies
and languages best suited for it. These are the steps we have
identified to accomplish our goals:

1.
2.
3.
4.
5.

Execution of a single agent on a single node.
Execution of multiple agents on multiple nodes.
Evaluation of the system on a concrete case study.
Test of the system by practitioners.

Evaluation of the feedback provided by practitioners.

The current status of the development is the execution of a
single agent on a single node.

6. CONCLUSION

The goal of our research is to study how to apply decen-
tralized self-adaptation to the development of large-scale
distributed systems in a way that can contribute to fill the
gap between the theoretical study of self-adaptation and its
concrete adoption by practitioners. We want to focus on
the emerging domain of microservices and Docker containers:
our work can contribute to make easier the development
of applications composed of “dockerized” microservices. To
achieve our goal we are developing GRU, a system able to
self-manage applications based on Docker containers that
integrates seamlessly in the development of such applications.
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