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Particle momentum distributions originating from a quark-gluon plasma as produced in high-
energy nuclear collisions can be influenced by thermal fluctuations in fluid dynamic fields. We
study this effect by generalising the commonly used kinetic freeze-out prescription by allowing
for small fluctuations around an average in fluid velocity, chemical potentials and temperature.
This leads to the appearance of specific two-body momentum correlations. Combining a blast-
wave parametrization of the kinetic freeze-out surface with the thermal correlation functions of an
ideal resonance gas, we perform an exploratory study of angular net-charge correlations induced
by thermal fluctuations around vanishing chemical potential. We note a diffusion of the near-side
peak around ∆y = ∆φ = 0 induced by variances of different chemical potentials, which could be
investigated experimentally.

I. INTRODUCTION

The phenomenology of ultrarelativistic heavy-ion col-
lisions is centered around the understanding of the evo-
lution of the quark-gluon plasma (QGP) that emerges in
the interaction of two nuclei at high energy [1, 2]. Two
decades of experiments have established an effective de-
scription of the QGP based on relativistic fluid dynamics
[3]. The system reaches local thermal equilibrium over
a time scale of order 1 fm/c [4, 5], and it expands as a
relativistic fluid for about 10 fm/c before decoupling to
hadrons that eventually freely stream to the detectors.

Fluctuations on top of this picture play a major role
in the phenomenology of heavy-ion collisions. They are
mainly of two kinds. There are initial-state fluctuations
[6], originating from the fact that the structure of the col-
liding ions and nucleons fluctuates on an event-by-event
basis. They yield, notably, a landscape of peaks and
valleys in the created QGP energy density, with nontriv-
ial implications for the subsequent fluid evolution and
its signatures. There are, in addition, final-state fluctua-
tions arising from the process of particlization of the fluid,
driven by the fact that the QGP decouples to a finite
number of hadrons. Of particular interest are the fluctu-
ations of conserved quantities (e.g. baryon number and
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electric charge), which fluctuate locally, as well as glob-
ally within the finite phase-space coverage of the detec-
tors. They might be sensitive to the details of the QGP-
hadron transition and potentially to associated critical
phenomena [7–10].

Besides initial- and final-state fluctuations, thermal
(or hydrodynamic) fluctuations engendered by the ex-
pansion dynamics are also present, in agreement with
the dissipation-fluctuation theorem and the fact that the
QGP is not a perfect fluid. These fluctuations are the fo-
cus of this manuscript. Hydrodynamic fluctuations have
been studied in the context of QGP expansion since a
long time ago [11–32]. Their implementation goes typ-
ically via the addition of a noise term in the relativis-
tic hydrodynamic equations, and their phenomenological
consequences have also been investigated quantitatively.

In this paper, we study how correlation functions of
hadrons emerging from the final stages of the QGP are
impacted by thermal fluctuations in the fluid fields that
describe the system at the intersection between a fluid
and a particle description, i.e., on the so-called freeze-out
surface. We ask what two-body correlations are engen-
dered in momentum space if one relaxes the common de-
scription of the freeze-out surface with unique fluid fields
and fixed freeze-out temperature, but takes thermal fluc-
tuations in fluid velocity, chemical potentials and tem-
perature into account.

Our goal is in a sense simpler with respect to previous
works, as we shall not aim at evolving thermal fluctua-
tions dynamically over the fluid evolution. We take the
standard fluid evolution equations to describe expecta-
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tion values and to be renormalized in that sense, already.
However, our study will permit us to point out generic
phenomenological signatures of thermal fluctuations that
have not been discussed yet in the literature, and to do so
in a simple analytical framework. Our analysis focuses,
in particular, on the emergence of differential net-charge
fluctuations, depending on transverse momentum and ra-
pidity cuts, which may be straightforwardly measured in
experiments.

This manuscript is organized as follows. In Sec. II
we briefly recall the physical picture of kinetic freeze-
out in heavy-ion collisions, and the formalism adopted
to describe it. In Sec. III, we present our main result,
namely, the derivation of a relation between two-particle
correlations in momentum space arising from the QGP
particlization and two-point correlation functions in the
underlying fluid fields, which we achieve by allowing for
small fluctuations around the average freeze-out tempera-
ture. We discuss, hence, the impact of these thermal fluc-
tuations on fully-differential momentum-space observ-
ables typically investigated in heavy-ion collision experi-
ments. We move on, then, to an application. In Sec. IV,
we construct a model for the fluctuating kinetic freeze-out
surface of heavy-ion collisions. The average hypersurface
and the average yields in momentum space are modeled
via a blast-wave parametrization, while thermal fluctua-
tions on the freeze-out surface are implemented from the
two-point thermal correlation functions of an ideal res-
onance gas. In Sec. V, we use this model to perform a
numerical study of the imprints of thermal fluctuations
at freeze-out. We compute the angular correlations of net
electric charge and net baryon number, emphasizing the
nontrivial role played by the variances of chemical poten-
tials. Section VI is left for conclusions and an outlook on
possible applications of our results.

II. KINETIC FREEZE-OUT SURFACE IN
HEAVY-ION COLLISIONS

We define the kinetic freeze-out surface as the space-
time hypersurface at which particle scattering ceases to
be effective in maintaining local kinetic equilibrium. It is
sometimes referred to as the “surface of last scattering”.
As local thermal equilibrium is lost, application of fluid
dynamics is no longer justified, and a description in terms
of particles and their distribution functions sets in.

A. The Cooper-Frye prescription

To make this transition, one can view the freeze-out
surface as an extended source of particles with local oc-
cupation number in phase space

dNi
d3pd3x

=
1

(2π)3
fi(x, p). (1)

Here fi is the particle distribution function for particle
species i, x = (t,x) denotes the space-time coordinate
on the freeze-out surface, while p = (E,p) is the particle
momentum. The Lorentz invariant single-particle distri-
bution in momentum space, EdNi/d3p, can be obtained
for a given shape of the freeze-out surface and the dis-
tribution function fi(x, p) from the Cooper-Frye integral
[33],

E
dNi
d3p

= − 1

(2π)3

∫
Σf

dΣµ p
µfi(x, p). (2)

Here dΣµ is the freeze-out surface (dubbed Σf ) element
and the additional minus sign is due to our metric signa-
ture (−,+,+,+) and the orientation of the hypersurface
element to the future.

In the regime where the fluid description intersects
with a particle description, the distribution function de-
pends on the momentum pµ of the final state particles
and the position on the freeze-out surface through the
underlying fluid fields,

fi = fi(p
µ, uµ(x), T (x), µj(x), πµν(x), πbulk(x)), (3)

where we have introduced the fluid velocity uµ, the tem-
perature T , the chemical potentials µj , the shear stress
tensor πµν , and the bulk viscous pressure πbulk. We can
now write the distribution function as an equilibrium part
fi,eq plus a deviation from it, δfi,

fi = fi,eq + δfi. (4)

The equilibrium distribution fi,eq can only depend on T ,
uµ and µj . The deviation δfi can in addition depend on
πµν and πbulk. For an ideal gas, where interactions are
effectively unimportant, the ideal distribution function
can be written as (we use kB = 1)

fi,eq(x, p) =
1

e
−pµuµ−

∑
j Q

i
jµj

T j ∓ 1

, (5)

where the minus sign is for bosons and plus sign is for
fermions, while Qij denotes the charge of the particle
species i with the associated chemical potential µj . The
non-equilibrium part, δfi, is system-dependent [34, 35],
and not precisely known for the quark-gluon plasma.
However, in our analysis we concentrate on the equilib-
rium part, fi,eq, which gives the most important contri-
bution to the phenomena we are after.

We consider now that, in full generality, it is possible to
extend the Cooper-Frye prescription to two-particle (and
similarly higher order) correlation functions. The distri-
bution function in momentum space of pairs of particle
type j and k is, similarly to Eq. (2), given by

EpEq
dNjk
d3pd3q

=
1

(2π)6

∫
Σf

dΣµdΣ′ν p
µqνfjk(x, x′, p, q).

(6)
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Factorization is often assumed (molecular chaos assump-
tion), implying that the two-particle distribution func-
tion fjk(x, x′, p, q) factorizes into the product of two sin-
gle particle distributions, which would then also lead to a
factorization of the left hand side of Eq. (6). This is, how-
ever, in conflict with the fluctuation-dissipation relation,
see for example Ref. [36]. In general, we thus write

fjk(x, x′, p, q) = fj(x, p)fk(x′, q) + f
(c)
jk (x, x′, p, q), (7)

where f (c)
jk denotes the connected part of the two-particle

distribution in phase space.
Let us comment on the meaning of fluctuations in

the position of the freeze-out surface. What exactly
determines Σf is not precisely understood. The hy-
persurface is often characterized phenomenologically as
the isothermal manifold where T (x) = Tfo, where Tfo is
the freeze-out temperature characterizing the transition
from a QGP to a gas of hadrons, which occurs around
Tfo = 156 MeV. Allowing for thermal fluctuations, in
agreement with the fluctuation-dissipation relation, im-
plies having a fluctuating Σf . However, for any practi-
cal implementation it is more convenient to work with
a fixed Σf , and let the freeze-out temperature fluctuate.
We take, thus, the freeze-out to be the manifold where
the background temperature is fixed, T̄ (x) = Tfo, and we
allow for a fluctuation of the actual temperature on this
manifold, T (x) = T̄ (x) + δT (x). For small fluctuations,
specifically to linear order in δT (x), this is equivalent to
having a fluctuating surface Σf . We follow this prescrip-
tion in the remainder of this manuscript.

B. Symmetries of the freeze-out surface and
coordinates

We are interested in particle production from high
energy heavy-ion collisions in the central rapidity re-
gion [37]. There are two statistical symmetries that can
be used advantageously for central collisions (i.e., colli-
sions at zero impact parameter), namely with respect to
Bjorken boost and azimuthal rotations. These statistical
symmetries manifest themselves in event averages and
correlation functions. A coordinate choice that facilitates
the use of these symmetries are the Milne coordinates. In
the space of positions, they read

x0 = t = τ cosh(η) , x1 = r cos(ϕ)

x2 = r sin(ϕ) , x3 = z = τ sinh(η),
(8)

where we have introduced the Bjorken time, τ =√
t2 − z2, the transverse radius r =

√
(x1)2 + (x2)2, the

azimuthal angle ϕ = arctan(x2/x1), and spacetime rapid-
ity η = artanh(z/t). Furthermore, we parametrize any
curve in the τ − r-plane via a parameter α, that we may
without loss of generality assume to be between 0 and 1.
This implies in particular that the freeze-out surface can

be written as

τ = τ(α), r = r(α), α ∈ (0, 1),

ϕ ∈ (0, 2π), η ∈ (−∞,∞).
(9)

Bjorken boosts and azimuthal rotations correspond to

ϕ→ϕ′ = ϕ+ ∆ϕ,

η → η′ = η + ∆η,
(10)

and we emphasize that event-averaged profiles in cen-
tral collisions are invariant under such operations. In the
space of momenta, we introduce similar coordinates

p0 = E = mT cosh(y) = pτ , p1 = pT cos(φ),

p2 = pT sin(φ), p3 = mT sinh(y),
(11)

with transverse momentum pT =
√

(p1)2 + (p2)2 and
transverse mass mT =

√
m2 + p2

T =
√
E2 − (p3)2. The

momentum space rapidity y and transverse angle φ are
given by y = arctanh(p3/p0) and φ = arctan(p2/p1), re-
spectively.

III. BACKGROUND-FLUCTUATION
SPLITTING AND TWO-BODY CORRELATIONS

Relativistic fluid dynamics is a theory for the expecta-
tion values (defined with respect to some density opera-
tor) of the energy momentum tensor T̄µν(x) ≡ 〈Tµν〉 and
other conserved quantities such as the net-baryon number
current, N̄µ(x) ≡ 〈Nµ(x)〉. A given energy-momentum
tensor and conserved current are decomposed as

T̄µν =εuµuν + (p+ πbulk)∆µν + πµν ,

N̄µ =nuµ + νµ.
(12)

Here the fluid velocity is defined as the time-like eigen-
vector of the energy-momentum tensor, T̄µνuν = −εuµ,
with eigenvalue given by energy density, ε. In our con-
ventions, the fluid velocity satisfies uµuµ = −1. The
projector orthogonal to the fluid velocity is given by
∆µν = gµν + uµuν . The coefficient in front of it is de-
composed into a thermal pressure, p(ε, n), related to ε
and n by the thermal equilibrium equation of state, and
a the bulk viscous pressure, πbulk. The shear stress, πµν ,
is a symmetric and trace-less tensor that is orthogonal
to the fluid velocity, uµπµν = 0. The conserved number
current is parametrized by the fluid velocity uµ, the net
particle number density, n, and the diffusion current, νµ,
orthogonal to the fluid velocity, νµuµ = 0.

The decomposition above associates a set of fluid fields
to every T̄µν (with a time-like eigenvector) and N̄µ, in
a unique way (Landau matching). Relativistic fluid dy-
namic does not, in a standard setting, make any state-
ments about fluctuations around these expectation val-
ues. Extensions in this direction are however possible.
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A. Background-fluctution splitting

In this work we consider a central heavy-ion collision,
and perform a background-fluctuation splitting

Tµν(α,ϕ, η) =T̄µν(α) + ∆Tµν(α,ϕ, η),

Nµ(α,ϕ, η) =N̄µ(α) + ∆Nµ(α,ϕ, η),
(13)

where the background fields are the same as in Eq.
(12). As anticipated, the background is invariant un-
der Bjorken boosts and azimuthal rotations, and depends
only on α. We can construct, then, connected two-point
correlation functions of the form

〈∆Tµν(x)∆T ρσ(x′)〉, 〈∆Nµ(x)∆Nρ(x′)〉,
〈∆Tµν(x)∆Nρ(x′)〉,

(14)

and note that the expectation values of the fluctua-
tion fields vanish by construction. From the decom-
positions in Eq. (12), we can express the correlation
functions of Eq. (14) terms of correlators 〈∆ε(x)∆ε(x′)〉,
〈∆uµ(x)∆uν(x′)〉, etc., where ∆ε(x) = ε(x) − ε̄(x), and
so on. Here ε̄(x) is the energy density that follows from
the tensor decomposition (Landau matching) of the ex-
pectation value field in Eq. (12). It is worth noting that
one can replace the thermodynamic fluctuating variables
using the equation of state. For example, in the grand
canonical ensemble, the energy density, ε, and particle
number density, n, are functions of temperature, T , and
chemical potential, µ. Such a change of variables can be
done explicitly by considering the pressure p(T, µ), and
invoking standard identities

ε = −p+ T
∂p

∂T
+ µ

∂p

∂µ
, n =

∂p

∂µ
. (15)

By linearizing these relations, we can reformulate
all two-point functions in terms of 〈∆T (x)∆T (y)〉,
〈∆T (x)∆µ(y)〉, and so forth. This defines the aforemen-
tioned fluctuating temperature and chemical potential in
the present context. Working with fluid velocity, temper-
ature and chemical potentials is advantageous as they de-
termine the equilibrium distribution function in Eq. (5).

Therefore, if we dub χ(x) any relevant fluctuation field
in our description

χ(x) = (∆T (x),∆µ(x),∆uµ(x),∆πµν(x),∆πBulk(x)) ,
(16)

we can translate fluctuations of conserved currents Tµν
and Nµ to two-point correlation functions 〈χs(x)χt(x

′)〉,
where s and t denote two different fields. We relate now
these correlators to the two-body particle distribution
function at freeze-out introduced in Eq. (6), and discuss
the implications of such a relation on observables.

B. Two-particle and two-point correlation functions

Many observables can be constructed from the differ-
ential two-particle correlation function defined by

Cjk(p, q) =

〈
EpEq

dNjk
d3pd3q

〉
−
〈
Ep

dNj
d3p

〉〈
Eq
dNk
d3q

〉
(17)

where 〈. . .〉 denotes an average over events, and j, k de-
note particle types. Equation (17) describes deviations
of the pair distribution from a factorized form. In other
words, it describes the relative contribution to the final
particle spectra from effects beyond independent particle
production. Note that, in the jargon of the hydrodynamic
framework of heavy-ion collisions, independent particle
production characterizes long-range flow phenomena, in
which particle correlations emerge solely from fluctua-
tions of single-particle distributions [38]. The feature we
are after, i.e., the emergence of a genuine two-body con-
tribution, Cjk(p, q) 6= 0, represents, thus, a non-flow phe-
nomenon induced by thermal fluctuations at freeze-out.

The variation of the distribution function in Eq. (5)
with respect to the fluctuation field can be characterized
via a Taylor expansion

fj(x, p) = fj(x, p)
∣∣
0

+
∑
n

∂fj(x, p)

∂χn(x)

∣∣∣∣
0

χn(x)

+
1

2

∑
mn

∂2fj(x, p)

∂χn(x)∂χm(x)

∣∣∣∣
0

χm(x)χn(x) + . . . ,

(18)

where the index 0 denotes evaluation on the background
level, i.e. for χ = 0. Considering now the product
fj(x, p)fk(x′, q), taking the expectation value, and sub-
tracting the product of expectation values, we obtain

〈fj(x, p)fk(x′, q)〉 − 〈fj(x, p)〉〈fk(x′, q)〉 =∑
mn

{
∂fj(x, p)

∂χm(x)

∂fk(x′, q)

∂χn(x′)

∣∣∣∣
0

〈χm(x)χn(x′)〉c
}

+ . . . .

(19)

In the notation of Eq. (7), the right hand side of Eq. (19)
represents a contribution to the connected part of the
two-particle phase-space distribution, f (c)

jk (x, x′, p, q). To
leading order in the fluctuation fields, then, the freeze-out
integral in Eq. (6) can be written as,

Cjk(p, q) =
1

(2π)6

∫
Σf

dΣµdΣ′ν p
µqν

×

[∑
mn

∂fj
∂χm

∂fk
∂χn

∣∣∣∣
0

〈χm(x)χn(x′)〉c

]
.

(20)

This is the central result of this manuscript. It relates
two-point correlation function of fluid fields on the freeze-
out surface to two-body correlations in momentum space,
of the form EpEq

dNjk

d3pd3q , as introduced in Eq. (17). Be-
fore discussing the phenomenological consequences of this
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result, let us recast Eq. (20) in a form which is more suit-
able to characterize observables.

C. Azimuthal and longitudinal mode expansion

As a consequence of the statistical Bjorken and az-
imuthal symmetries of central collisions, the two-particle
correlation function can only depend on the difference in
rapidity and azimuthal angles. In other words

Cjk(p, q) = Cjk(pT , qT ,∆φ,∆y), (21)

where ∆φ = φp−φq and ∆y = yp− yq. As often done in
the analysis of particle spectra in heavy-ion collisions, we
perform a Fourier decomposition of the pair distribution

Cjk(pT , qT ; ∆φ,∆y) =

∫
dk

2π

∞∑
m=−∞

eim∆φ+ik∆y

× c(m)
jk (pT , qT ; k),

(22)

where ∆φ = φ−φ′, ∆y = y−y′,m and k are, respectively,
the azimuthal and rapidity wave numbers, and c(m)

jk is a
differential Fourier coefficient in momentum space. The

same can be done for the correlation functions of the
freeze-out fluid fields, 〈χs(x)χt(x

′)〉c. This quantity does
depend solely on relative rapidity and azimuthal angle,
∆ϕ = ϕ − ϕ′ and ∆η = η − η′, such that it can also be
decomposed in Fourier modes as

〈χs(x)χt(x
′)〉c =

∫
dk

2π

∞∑
m̃=−∞

eim∆ϕ+ik∆η

× g(m)
st (τ, τ ′, r, r′; k),

(23)

where g(m)
st (τ, τ ′, r, r′; k) is now a differential Fourier co-

efficient in position space.
From (20), and using the freeze-out surface element

−dΣµp
µ = r(α)τ(α)

[√
m2
j + p2

T cosh(η − y)
dr

dα

− pT cos(ϕ− φ)
dτ

dα

]
dαdϕdη,

(24)

we express the Fourier coefficients of the two-particle
correlation function, c(m)

jk (p, q, k), as a function of the
Fourier coefficient of the two-point functions of fluid
fields, g(m)

st (τ, τ ′, r, r′, k), on a mode-by-mode basis,

c
(m)
jk (pT , qT ; k) =

1

(2π)6

×
∫
dαdϕdη r(α)τ(α)

[√
m2
j + p2

T cosh(η)r′(α)− pT cos(ϕ)τ ′(α)
]

×
∫
dα′dϕ′dη′ r(α′)τ(α′)

[√
m2
k + q2

T cosh(η′)r′(α′)− qT cos(ϕ′)τ ′(α′)
]

×
∑
st

∂fj(p)

∂χs

∂fk(q)

∂χt
g

(m)
st (τ, τ ′, r, r′; k)eim∆ϕ+ik∆η.

(25)

This relation is a consequence of symmetries. Indeed,
m and k label different representations with respect to
azimuthal rotations and Bjorken boost transformations,
and such representations cannot mix at the linear level.

Note that, to derive Eq. (25), we have performed a
shift in the integration variables η − y → η, ϕ − φ → ϕ,
and so forth. As a consequence, the combination uν0pν
that enters the distribution function fj(p) becomes

uν0pν = −
√
m2
j + p2

Tu
τ
0(r) cosh(y) + pTu

r
0(r) cos(ϕ),

(26)
where we recall the only nonzero components of the back-
ground fluid velocity, uµ0 , are u

τ
0 and ur0, which satisfy

(uτ0(α))2 − (ur0(α))2 = 1.

D. Impact on correlation observables

1. Anisotropic non-flow coefficients

Fourier harmonics are central to the phenomenology
of heavy-ion collisions. We shall not focus on them in
our phenomenological study, however, it is worth showing
how they emerge in our formalism. Starting from the
correlation function Cjk(pT , qT ,∆φ,∆y), we expand in a
Fourier series with respect to ∆φ. This leads to

Cjk(pT , qT ,∆φ,∆y) = c
(0)
jk {2}(pT , qT ,∆y)

+ 2

∞∑
m=1

c
(m)
jk {2}(pT , qT ,∆y) cos(m∆φ). (27)
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The differential Fourier coefficients c(m)
jk {2} are then re-

lated to those appearing in Eq. (25) via

c
(m)
jk {2}(pT , qT ,∆y) =

∫
dk

2π
c
(m)
jk (pT , qT , k)eik∆y, (28)

which leads to the following relation,

c
(m)
jk {2}(k) =

1

(2π)6

∫
pT dpT qT dqT

×
∫
dαdϕdη r(α)τ(α)

[√
m2
j + p2

T cosh(η)r′(α)− pT cos(ϕ)τ ′(α)
]

×
∫
dα′dϕ′dη′ r(α′)τ(α′)

[√
m2
k + q2

T cosh(η′)r′(α′)− qT cos(ϕ′)τ ′(α′)
]

×
∑
s,t

∂fj(p)

∂χs

∂fk(q)

∂χt
g

(m)
st (τ, τ ′, r, r′; k)eim∆ϕ+ik∆η.

(29)

With the inclusion of some appropriate normalization,
this is nothing but a rapidity-differential version of the
pT -integrated variance of the mth order flow coefficient,
which can be measured experimentally via 2-particle an-
gular correlations. This result represents however the
fluctuation of a non-flow coefficient, arising from thermal
fluctuations on the freeze-out surface. One drawback of
such an observable is that the influence of thermal fluc-
tuations on it is hard to detect in practice. Correlations
induced by thermal fluctuations are inherently of short-
range nature. As such, in an experiment they are buried
under a large background of short-range two-body mo-
mentum correlations from, e.g., jets and resonance de-
cays. As we shall argue in the following, this issue may
however be solved if one looks at the angular correlations
of fluctuations of conserved quantities, which we can also
quantify in our framework.

2. Net-charge correlations

Fluctuations of conserved quantities have been dis-
cussed in the context of high-energy nuclear physics since
the early days of the heavy-ion collision program. In the
grand canonical ensemble, at fixed chemical potential,
one can study local fluctuations in net baryon number.
The associated moments and cumulants have been pro-
posed as potential probes of the QCD phase diagram, no-
tably, of potential critical phenomena at the QGP-hadron
transition [39]. Such critical phenomena may leave an im-
print in the particle distribution not only via their fluctu-
ations at a given QGP volume and rapidity acceptance,
but also within different momentum and azimuthal angle
bins. Although the impact of statistical fluctuations and
conservation laws in the process of particlization of the
QGP have been discussed at length in the literature (see

e.g. [40–43] for recent studies), to the best of our knowl-
edge net-charge fluctuations via a differential observable
such as the two-particle correlation function in Eq. (17)
have not been studied yet.

The formalism worked out in the previous section can
be straightforwardly applied in such an endeavour. We
consider, as an example, the event-by-event net-baryon
number, NB = Nb − Nb̄, where Nb is the number of
baryons, while Nb̄ is the number of anti-baryons. At
freeze-out (or QGP-hadron transition), an analysis of
fluctuations of the net-baryon number can be achieved
by looking at the the following correlation function〈

Ep
dNB
d3p

Eq
dNB
d3q

〉
=〈(

Ep
dNb

d3p
− Ep

dNb̄

d3p

)(
Eq
dNb

d3q
− Eq

dNb̄

d3q

)〉
.

(30)

Dubbing Bj the baryon number of hadronic species j,
we can rewrite that expression as a weighted sum over
two-particle correlation functions,〈

Ep
dNB
d3p

Eq
dNB
d3q

〉
=
∑
jk

BjBk

〈
EpEq

dNjk
d3pd3q

〉
c

.

(31)
This can be generalized to any other conserved charges,
such as electric charge, strangeness, or heavy quark num-
bers. The quantity in the bracket of the right-hand side
of Eq. (31) can, hence, be related to the correlation func-
tions of the thermodynamic fields on the freeze-out sur-
face, as discussed in the previous sections. One interest-
ing outcome of such procedure, which we shall emphasize
in Sec. V, is the possibility of quantifying net-charge cor-
relations coming from variances of the chemical poten-
tials, 〈µB,Q,S µB,Q,S〉, that emerge when the expectation
values of the chemical potentials vanish. This opens a
window to look for dynamical net-charge fluctuations at
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very high-energy colliders. In the next section, Sec. IV,
we build a model of the fluctuating kinetic freeze-out sur-
face that will allow us, in Sec. V, to quantify such phe-
nomena with a numerical calculation.

IV. MODEL OF FLUCTUATING KINETIC
FREEZE-OUT SURFACE

We construct now a model of the fluctuating kinetic
freeze-out surface of central heavy-ion collisions, which
we will employ later on in Sec. V to study numerically
the observable consequences of our findings. Our model
requires three ingredients, namely, the average particle
spectra (1-point functions), the fluctuating fields that
determine two-particle correlations in the final state (2-
point functions), and an equation of state to know how
different fields are related among each other.

A. One-point functions: blast wave
parametrization

To keep our calculation as analytically-controlled as
possible, we resort to a very simple description of the
kinetic freeze-out surface. We employ the blast-wave
parametrization [44], corresponding to a freeze-out at
constant proper time τ . The freeze-out surface is in this
case parametrized by

τ = τfo, r ∈ [0, Rfo],

ϕ ∈ [0, 2π), η ∈ (−∞,∞),
(32)

along with a fluid velocity which we parametrize via the
blast-wave profile

vr0(r) =
ur0(r)

uτ0(r)
= βS

(
r

Rfo

)n
. (33)

In this model, then, the momentum spectrum averaged
in a class of events is, for hadron species j and in the
Boltzmann approximation, given by (with α = r/Rfo)〈

Ep
dNj
d3p

〉
= τfoR

2
fo
νj

2π2
exp

(∑
k

Qk(j)
µk,0
Tfo

)√
m2
k + p2

T

×
1∫

0

dαα K1


√
m2
j + p2

Tu
τ
0(α)

Tfo

 I0 [pTur0(α)

Tfo

]
. (34)

In this equation, νj is the spin degeneracy, Qk(j) is the
value of charge k for species j, where k = B, Q, or S,
for baryon number, electric charge or strangeness, and
µk is the background chemical potential associated with
charge k. Also, Tfo is the background temperature, mj is
the hadron mass, and K1 and I0 are the modified Bessel
functions. Note that the formula does not involve τfo
and Rfo introduced in Eq. (32), but only the product
τfoπR

2
ro, which we identify with a freeze-out volume per

unit rapidity, dV/dy.

B. Two-point functions: thermal correlations in an
ideal gas

For the two-point correlation functions of the thermo-
dynamic fields at freeze-out, we consider the simple case
of an ideal gas. This implies, notably, that the two-point
correlators are local , i.e.,

〈χn(α)χm(α′)〉 ∝ δ(3)(α− α′), (35)

where we recall that n and m label two different thermo-
dynamic fields, and that the correlation functions depend
only on α. Working within the framework of classical sta-
tistical field theory, we are able to evaluate the prefactors
of Eq. (35), for any choice of the thermodynamic fields.
We describe now the salient points of the derivation, and
we refer to Appendix A for a detailed description of our
calculations.

The starting point is a probability of fluctuations for
fields χ defined on the freeze-out surface, Σ. This has
some generic form

p[χ] =
1

ZΣ
e−IΣ[χ], (36)

where the partition function, ZΣ, carries all the informa-
tion about the correlations of χ fields, namely,

〈χn(α)χm(β)〉 =

1

ZΣ[J ]

(
1√
h(α)

δ

δJn(α)

)(
1√
h(β)

δ

δJm(β)

)
ZΣ[J ]

∣∣
J=0

,

(37)

where Jn is an external source associated with the field
χn. Now, under a strong local equilibrium hypothesis,
where all fluid cells are in thermal equilibrium and all
fluctuating independently, one can show that the func-
tional IΣ[χ] is quadratic in the fields ∆T , ∆µj , and the
three independent components of ∆uµ, thus yielding,
somewhat unsurprisingly, a Gaussian probability distri-
bution for their fluctuations. As a consequence, one can
evaluate explicitly the partition function, ZΣ, and the
correlators of χ fields. The local nature of the probabil-
ity functional is a consequence of the strong local equi-
librium assumption, and it leads to correlations of the
form

〈χn(α)χm(α′)〉c =
1√
h(α)

δ(3)(α− α′)σnm(α). (38)

The matrix of variances, σnm, and its inverse can be de-
rived analytically. For the choice χn = (∆T,∆µi,∆u

ρ),
it reads (nµ is the vector normal to the surface element)

σ−1 =

 −
n·u
T

∂2p
∂T 2 −n·uT

∂2p
∂T∂µj

−nσT
∂p
∂T

−n·uT
∂2p
∂T∂µi

−n·uT
∂2p

∂µi∂µj
−nσT

∂p
∂µj

−nρT
∂p
∂T −nρT

∂p
∂µi

−n·uT (ε+ p)∆ρσ

 .

(39)
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At this stage, then, we are able to evaluate the correla-
tors of χ fields, which can be plugged into Eq. (20), to
yield two-body correlation functions in momentum space,〈
EpEq

dNij
d3pd3q

〉
. The only missing ingredient is the equa-

tion of state, which specifies the relation between the
thermodynamic fields, and which we discuss now.

C. Thermodynamic equation of state

Many features of the thermodynamic equation of state
describing a system at the intersection of a QGP and a
gas of hadrons, as it occurs around freeze-out, are cap-
tured well by the equation of state of the free hadron
resonance gas (HRG) [45],

pHRG =
∑
j

dj
2π2

∫
dm bj(m)

∞∑
κ=1

T 2m2
sκ+1
B/F

κ2

× exp

(∑
i

Qi(j)µi

T
κ

)
K2

(m
T
κ
)
,

(40)

where sB/F = 1 for bosons, sB/F = −1 fermions and
bj(m) describes the width of the resonance j. For stable
particles bj(m) = δ(m −mj). Note that, in a practical
implementation, the sum involving the variable κ can be
truncated after the first ≈ 5 terms to get an excellent
convergence for all hadron species.

This completes our realization of a fluctuating kinetic
freeze-out surface in high-energy heavy-ion collisions. We
move on, then, to a numerical application of this model.

V. NUMERICAL STUDY

Let us make a brief recap of the approximations used in
the construction of our model. As it stands, Eq. (20) de-
termines the differential two-particle correlation function
from correlation functions of the fluid fields in Eq. (16),
which are given by Eq. (38). Our derivation is based on
arguments of a thermodynamic kind, which can be used
in the context of interacting theories and which follow
mainly from conservation laws and entropy maximisa-
tion. We assume conservation of energy and momen-
tum, as well as quantum numbers like baryon or electric
charge. Around kinetic freeze-out, when free streaming
sets in, there are however additional conservation laws
due to the absence of scatterings. Therefore, we expect
our formalism to give a reasonable description of corre-
lation functions of conserved quantities like energy, mo-
mentum, and conserved charges. Correlation functions
of individual identified particles, which are outside the
reach of standard QCD thermodynamics, should instead
be taken with a grain of salt. For this reason, in this sec-
tion we focus on the correlation functions of net charges
(baryon and electric charge), as discussed in Sec. III.

Concerning our implementation, for the blast-wave
parametrization of the freeze-out surface we use the pa-
rameters returned by the fit of Ref. [46] for Pb+Pb col-
lisions at

√
sNN = 2.76 TeV in the 0-5% centrality class,

corresponding to n = 0.34 and 〈βT 〉 = 2βs
2+n = 0.66 in

Eq. (33), as well as dV
dy = 4273 fm3 and Tfo = 149 MeV

in Eq. (34). For collisions at such high energies, we set
µB = µQ = µS = 0 at the background level, though
we emphasize the variances of these quantities will be
nonzero due to thermal fluctuations. We take into ac-
count charged pions and kaons, as well as protons and
anitprotons. The masses, charges and degeneracies of
these particles are taken from the PDG [47]. These are
also used in the HRG equation of state.

Additionally, we evaluate the two-particle correlation
function Cjk(pT , qT ,∆φ,∆y) from its Fourier-expanded
expression given in Eq. (22). This requires calculating the
Fourier coefficients g(m)

st appearing in Eq. (25). With the
freeze-out surface now clearly defined, these modes are
given by the Fourier transform of Eq. (38) with respect
to ϕ and y, which simply yields

g
(m)
st (τ, τ ′, r, r′; k) =

1

2π

1√
h(α)

δ(α− α′)σst(α), (41)

where σst(α) is the same thermal correlation matrix of
Eq. (39). Note that the r.h.s. of Eq. (41) is independent
of m and k, as a consequence of the correlation function
with vanishing range in Eq. (38). In the following we keep
working with an ideal fluid, and consider the following
fluctuation fields, ∆T , ∆µk for k = B, Q, S, ∆uµ for
three independent components, such that the matrix of
variances σst has 7× 7 entries.

A. Net-charge correlations

We recall the weighted sum in Eq. (31) defining the
two-particle correlation for the net-baryon number:〈

Ep
dNB
d3p

Eq
dNB
d3q

〉
=
∑
jk

BjBk

〈
EpEq

dNjk
d3pd3q

〉
. (42)

We compute this quantity from Eq. (20) in our frame-
work by considering the contribution of protons and anti-
protons, i.e., by taking the common assumption that
net-baryon fluctuations correspond to net-proton fluctu-
ations. We integrate Eq. (25) up to m = 10 and k = 10,
which guarantees convergence, to exhibit the angular de-
pendence of the two-particle correlation,

CB(∆φ,∆y) ≡
〈
Ep

dNB
d3p

Eq
dNB
d3q

〉
(∆φ,∆y). (43)

For simplicity we normalize our correlation function in
such a way that it is unity at ∆φ = ∆y = 0,

C̄B(∆φ,∆y) = CB(∆φ,∆y)/CB(0, 0). (44)
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FIG. 1. Differential two-particle net-charge correlation, normalized to unity at their peak, as a function of relative azimuthal
angle, ∆φ, and relative momentum rapidity, ∆y. (a): net-baryon correlations, C̄B . (b): net-charge correlations, C̄Q. The upper
panels show two-dimensional profiles, while the lower panels are at fixed ∆y = 0. We note that all the contributions from field
correlations that are not shown in the graphs, 〈χsχt〉, where both s and t do not represent chemical potentials, are zero.

This allows us to point out generic features of the shape of
the correlation function. The normalization can be cho-
sen, then, depending on what is most convenient to mea-
sure in experiments. Normalizing the correlation func-
tion with the average net baryon charge would lead to
a division by very small numbers, especially at ultra-
relativistic collision energies. To avoid such issues, one
possibility is, for instance, to normalize with standard
deviations (which are non-vanishing), and thus construct
Pearson correlation coefficients.

Our result for C̄B is displayed in Fig. 1(a). It gives a
good illustration of the kind of influence thermal fluctu-
ations have on two-particle correlations.

The correlation is indeed short-range, and leads to a
broadening of the near-side peak. The diffusion of the
near-side peaks is in fact quite sizable, as the peak drops
to half its maximum around the circle ∆y = ∆φ = 1.
We take now a slice of the two-dimension profile corre-
sponding to C̄B(∆φ,∆y = 0), shown as a red solid line
in the bottom panel of Fig. 1(a). Much insight can be
gained by decomposing this quantity into contributions
coming from different correlators of fluid fields. Since

we are looking at a fluctuation of conserved charges that
can only be engendered by a fluctuation in the corre-
sponding chemical potentials, we find that the contribu-
tion to C̄B(∆φ,∆y = 0) coming from the variances of
the form 〈χsχt〉, where both s and t do not represent a
chemical potential, is zero. The correlation of the net-
baryon number is, thus, produced solely by diagonal and
off-diagonal variances of the form 〈µB,Q,SµB,Q,S〉. Natu-
rally, in our case of net-proton correlations, the contribu-
tion of 〈µSµS〉 does vanish, as a fluctuation in µS does not
change the proton spectrum. The total peak in the bot-
tom panel of Fig. 1(a) gets, thus, a dominant contribution
from the diagonal variances 〈µBµB〉 and 〈µQµQ〉, and a
negative subleading, albeit visible contribution from the
off-diagonal one, 〈µQµB〉.

In Fig. 1(b), we perform the same analysis albeit fo-
cusing on the net electric charge, C̄Q(∆φ,∆y), which we
construct from pions, kaons, protons and their antiparti-
cles. The same features are found, though the resulting
near-side peak is visibly more diffuse compared to C̄B .

We comment now on the implications of this result.
One could simply take the particles collected in central
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Pb+Pb collisions at top Large Hadron Collider energy,
and measure the correlation functions depicted in Fig. 1.
The question is, hence, to which extent one should ex-
pect the experimental result to resemble our theoretical
results. While care is needed, there is no obvious reason
to believe the experimental results will look entirely dif-
ferent from ours. Within a rapidity window that is large
enough to detect all of those decay products, one does not
in general expect non-flow phenomena to lead to fluctu-
ations of conserved charges. This may also be investi-
gated by comparing the experimental results to the out-
put of event-generators that include non-flow contribu-
tions. Resonance decays may also be added in future to
our formalism by modifying the blast-wave parametriza-
tion of Eq. (34), as precisely done in Ref. [46]. That said,
a potential modification of the correlations measured ex-
perimentally could however come from self-correlations.
Experiments construct their correlation observables from
pairs of distinct particles, while this is not something that
we require in our calculations. We discuss this subtle
point in more depth in Sec. VC.

B. Introducing a finite correlation length

We see that already the use of ultra-local thermal cor-
relations in Eq (38) leads to a significant spread of the
near-side peaks in Fig. 1. This suggests that this spread
may be effectively independent of whether correlations
are local or not. In this subsection, we perform a sim-
ple calculation to check this explicitly. We go beyond
the ultra-local approximation by replacing the delta func-
tions with exponential decays, characterized, in both α,
ϕ, and η, by correlation lengths ξα, ξϕ, ξη, respectively,
while keeping the same correlation matrix σst as prefac-
tor. Working for convenience with the variables (α+α′)/2
and α− α′, we have in short:

〈χs(x)χt(x
′)〉 =

1√
h(α+α′

2 )
σst

(
α+ α′

2

)

× 1

2ξα
e
−
|α−α′|
ξα

1

2ξϕ
e
−
|ϕ−ϕ′|
ξϕ

1

2ξη
e
−
|η−η′|
ξη .

(45)

In the calculation of, e.g., CB(∆φ,∆y), the part that gets
modified is the Fourier coefficient gst in Eq. (41). This
requires, once again, to perform Fourier transforms with
respect to ∆ϕ = ϕ− ϕ′ and ∆η = η − η′, i.e.,

∫ π

−π

d∆ϕ

2π

1

2ξϕ
e
−
|∆ϕ|
ξϕ
−im∆ϕ

∫ ∞
−∞

d∆η
1

2ξη
e
−
|∆η|
ξη
−ik∆η

,

(46)

ξη = 0.001

ξϕ = 0.01 π
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0.01

0.1

0.5

0

-1 0 1 2 3 4

0.0

0.2

0.4

0.6

0.8

1.0

Δϕ

C
B
(Δ
ϕ
,Δ

y
=

0
)

FIG. 2. Same as in the lower panel of Fig. 1(a), but with vary-
ing correlation length (shown as different line styles) along the
α direction, following Eq. (45).

which simply yields

g
(m)
st (α, α′; k) =

1

2π

1√
h(α+α′

2 )
σst

(
α+α′

2

) 1

2ξα
e
−|α−α′|

ξα

× 1

1 + ξ2
ηk

2

1− e−
π
ξϕ cos(mπ)

1 + ξ2
ϕm

2
,

(47)

that depends now on both m and k.
For a numerical application, we fix ξϕ = 0.01π and

ξη = 0.001, and we vary ξα. The resulting correlation
function, C̄B(∆φ,∆y = 0), is plotted in Fig. 2. Unsur-
prisingly, increasing the correlation length along α over
a wide interval does yield only a minor additional dif-
fusion of the near-side peak. While this prescription is
rather ad hoc, it suggests that the precise shape of the
thermal correlators in Eq. (38) may indeed not matter
much for the final result. The more crucial ingredient is
the thermal correlation matrix.

C. Self-correlations

Before concluding, let us comment on the issue of
self-correlations. Two-particle correlation functions as
Eq. (17) can be estimated experimentally in two different
ways. The choice is whether the two correlated particles
are distinct, or whether the same particle can form a
pair with itself. Typically, as done in standard flow anal-
yses, only pairs of distinct particles are chosen, to avoid
a strong bias in the resulting correlations. As it stands,
the formalism developed in Secs. III and IVB features
self-correlations. This can be seen in the limit where the
thermodynamic equation of state entering the functional
IΣ[χ] in (36) is the one for an ideal gas, and non-trivial
correlations are in fact of the self-correlation type.
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To see this more explicitly, for a non-interacting gas of
free streaming particles, one can write at x0 = x′0 [36]

〈∆fj(x, p)∆fk(x′, q)〉 =

δjk(2π)3δ(3)(x− x′)δ(3)(p− q)feq(x, p)(1± feq(x, p)),

(48)

where the upper (lower) sign is for bosons (fermions),
or replace (1 ± feq) → 1 for Boltzmann statistics. One
should understand the right-hand side of Eq. (48) as a
contribution to the connected pair correlation function in
phase space f (c)

jk (x, x′, p, q) in Eq. (7), and, accordingly,
it contributes in the freeze-out integral in Eq. (6). This
is a contribution from self-correlations. On the other
hand, one may take integrals over positions and momenta
in Eq. (48) and obtain the second order cumulants of
thermodynamic variables, such as energy or conserved
particle numbers, as they follow for an ideal (quantum)
gas. These arguments show in which sense our formalism
reduces to self correlations in the limit of an ideal gas.

Let us stress that existing literature describing hydro-
dynamic fluctuations in heavy-ion collisions has also been
dealing with this question, see e.g. the recent Refs. [21,
29]. Fluctuations induced by hydrodynamic noise are
evolved in time dynamically, and self-correlations are
isolated. Their impact is quantified on measurements
on balance functions [48], and it is indeed a significant
correction. In our framework, it might also be possible
to subtract self-correlations by modifying the correlation
functions on the freeze-out surface. For instance, one
could devise an analogue of factorial cumulants [49], that
remove self-correlations by construction. Devising such a
subtraction scheme goes beyond the scope of this work,
such that our framework has self-correlations included.
Future experimental measurements of the quantities pro-
posed in Fig. 1 should probably be performed both with
and without self-correlations, to assess their effect.

VI. CONCLUSION AND OUTLOOK

In this manuscript we have addressed a rather straight-
forward problem. Given a surface Σ characterized by a
set of fluid fields, we have studied position-space correla-
tions among such fields induced by thermal fluctuations
on Σ. Identifying Σ with the kinetic freeze-out surface
of heavy-ion collisions, we have then translated such cor-
relations into momentum-space correlations at the par-
ticlization of such surface following the Cooper-Frye for-
mula generalized to account for genuine two-body contri-
butions. A straightforward application of our formulas
combining a blast-wave parametrization of the average
momentum yields with the thermal correlation functions
of an ideal resonance gas leads to the emergence of an-
gular net-charge correlations from thermal fluctuations
at the freeze-out surface. An interesting diffusion of the
near-side peak is observed, which we expect may moti-
vate further experimental and theoretical developments.

Experimentally, the proposed non-flow correlations
can be measured straightforwardly. The long-range con-
tribution from the hydrodynamic flow can be removed
from the near-side peak by fitting its shape at the away-
side peak. For the correlatons of net charges, it would
be interesting, in particular, to compare experimental
data with the output of traditional event generators,
which do not include potential effects of dynamical fluc-
tuations. This can be done both at top LHC energy
where µB,Q,S = 0, as well as a function of beam energy
at RHIC, where our results could be generalized to in-
clude finite chemical potentials (albeit with a background
freeze-out surface that is no longer boost-invariant).

On the theory side, our calculations can certainly be
improved in several ways, by, e.g., adding viscous correc-
tions at freeze-out, relaxing the strong equilibrium hy-
pothesis, as well as implementing an equation of state
allowing for a more sensible study of critical phenomena.
The issue of self-correlation may also be addressed in fu-
ture, possibly, by devising optimal correlation functions
to eliminate them, much as done in Ref. [29].

We deem that calculations of angular and longitudinal
correlations of net-charges will represent remarkable re-
sults in themselves, whose comparison with experimental
data will open a new window onto the nontrivial thermal
fluctuation properties of the quark-gluon plasma.
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Appendix A: Thermal correlation functions of an
ideal gas

We exhibit in this appendix the full derivation of the
correlator 〈χn(α)χm(α′)〉c in Eq. (38), i.e.,

〈χs(α)χt(α
′)〉c =

1√
h(α)

δ(3)(α− α′)σst(α), (A1)

where we derive as well the thermal correlation matrix,
σst.
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1. Generating functionals for statistical
fluctuations on the freeze-out surface

Let us consider a three-dimensional hypersurface Σ of
four-dimensional space-time. We want to characterize
statistical (e. g. thermal) fluctuations thereon. We as-
sume that the hypersurface is parametrized by a coor-
dinate system αj with j = 1, 2, 3. The embedding into
space-time is given by the map xµ(α). The induced met-
ric in the three-dimensional space is

hjk(α) = gµν

[
∂

∂αj
xµ(α)

] [
∂

∂αk
xν(α)

]
, (A2)

where gµν = diag(−,+,+,+)µν . We consider now that,
for a given field configuration χ, the probability density of
fluctuations on the freeze-out surface, Σ, can be written
as a functional

p[χ] =
1

ZΣ
e−IΣ[χ], (A3)

with partition function

ZΣ =

∫
Dχ e−IΣ[χ]. (A4)

In the last equation we have introduced the functional
integral

∫
Dχ =

∫
Dχ1 · · ·

∫
Dχn on the surface Σ. The

partition function on the freeze-out surface can be gen-
eralized to include external sources, Jn,

ZΣ[J ] =

∫
Dχ exp

[
−IΣ[χ] +

∫
d3α
√
hJn(α)χ(α)

]
,

(A5)
with

√
h =

√
det(hjk) and the invariant hypersurface

element d3α
√
h. Correlation functions are then obtained

as functional derivatives of the partition function, e. g.

〈χn(α)χm(β)〉 =

1

ZΣ[J ]

(
1√
h(α)

δ

δJn(α)

)(
1√
h(β)

δ

δJm(β)

)
ZΣ[J ]

∣∣
J=0

.

(A6)

One may also introduce the generating functional for the
connected correlation functions WΣ[J ] = lnZΣ[J ] such
that e. g.

〈χn(α)χm(β)〉c = 〈χn(α)χm(β)〉 − 〈χn(α)〉〈χm(β)〉

=

(
1√
h(α)

δ

δJn(α)

)(
1√
h(β)

δ

δJm(β)

)
W [J ]

∣∣
J=0

.

(A7)

All the relevant information about connected corre-
lations on the freeze-out surface is encoded in WΣ[J ].
Determining this functional is of course a very nontriv-
ial problem, already in, or close-to, thermal equilibrium

for a strongly interacting theory like QCD. For vanish-
ing baryon number chemical potential, one can in prin-
ciple hope to obtain WΣ[J ] from lattice QCD calcula-
tions. However, the determination of such local cor-
relation functions would require prohibitive “numerical
statistics” compared to the determination of global corre-
lations, such as for integrated particle numbers or charges
in some volume.

2. Local equilibrium approximation to correlation
functions

To make progress, we assume thermal equilibrium in
small fluid cells. The probability for χ is then determined
by a change in entropy [50] 1

p[χ] = const× e∆S[χ], (A8)

which can be directly related to eq. (A3),

IΣ[χ] = −∆S[χ] + const . (A9)

The additive constant is in fact irrelevant because it
drops out in a calculation of correlation functions. For
fluctuations of conserved quantities such as the four-
momentum, Pµ, and particle number, Nj , one can write
locally

dS = βνdP
ν +

∑
j

αjdNj , (A10)

with βν = uν/T , T being the temperature, and αj =
µj/T is the ratio of chemical potential, µj , conjugate to
the particle number Nj and temperature T .

We split now the system into two parts - a subsystem
labeled by an index 1, and a bath labeled by 0. We con-
sider, then, that the change in entropy splits additively,
dS = dS0 + dS1, such that

dS =dS0 + dS1

=β0,νdP
ν
0 + β1,νdP

ν
1 +

∑
j

αj,0dNj,0 +
∑
j

αj,1dNj,1,

=∆βνdP
ν +

∑
j

∆αjdNj

(A11)

where, to obtain the last line, we have used the conserva-
tion laws dP ν0 + dP ν1 = 0 and dNj,0 + dNj,1 = 0, and set
∆βν = βν,1−βν,0 and ∆αj = αj,1−αj,0. We also abbre-
viate dP ν = dP ν1 and dNj = dNj,1. Now, we denote by
∆P ν and ∆Nj the amount of conserved quantities that
are (temporarily) transmitted from the bath to the sub-
system, while ∆βν and ∆αj denote associated differences

1 This may also be written in terms of a relative entropy [51].
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in conjugate fields. The latter are not independent of the
former, but one can assume that ∆βν and ∆αj are linear
in ∆P ν and ∆Nj , to lowest order in the variations. With
this consideration, integration of Eq. (A11) leads to

∆S =
1

2

∆βν∆P ν +
∑
j

∆αj∆Nj

 . (A12)

In the next step, we assume that the above consid-
erations hold for every small volume d3α

√
h of the hy-

persurface Σ. This is a strong form of local equilibrium
hypothesis, assuming that different volume elements are
independent and that all correlation functions are short
range. Keeping this in mind, from Eq. (A9) we obtain

IΣ = −∆S =
1

2

∫
dΣµ

∆βν∆Tµν +
∑
j

∆αj∆N
µ
j

 ,

(A13)
where we have employed the surface element dΣµ =

d3α
√
hnµ with future pointing normal vector nµ and

we have used that locally ∆P ν = −
∫
dΣµ∆Tµν with

energy-momentum tensor Tµν and similarly ∆Nj =
−
∫
dΣµ∆Nµ

j with number current Nµ
j (the minus signs

are again due to the metric signature (−,+,+,+)).
The variation of the energy-momentum tensor, ∆Tµν ,

and of the particle number current, ∆Nµ, can now be
derived from their expression in the ideal fluid case con-
sidered throughout this manuscript

Tµν = εuµuν + p∆µν , Nµ
j = nju

µ. (A14)

We choose as independent fields the three independent
components of fluid velocity, uµ, the temperature, T , and
the chemical potentials, µj , and we consider that to linear
order in ∆uµ one has uµ∆uµ = 0. The linear variation
in the energy momentum tensor is, consequently, given
by

∆Tµν =

[(
T ∂2p
∂T 2 +

∑
i

µi
∂2p
∂T∂µi

)
uµuν + ∂p

∂T ∆µν

]
∆T

+
∑
i

∑
j

µj
∂2p

∂µi∂µj
+ T ∂2p

∂T∂µi

uµuν + ∂p
∂µi

∆µν

∆µi

+

[(
T ∂p
∂T +

∑
i

µi
∂p
∂µi

)(
δµρu

ν + uµδνρ
)]

∆uρ,

(A15)

while for the conserved particle currents

∆Nµ
i =

[
∂2p
∂T∂µi

uµ
]

∆T +
∑
j

[
∂2p

∂µi∂µj
uµ
]

∆µj

+
[
∂p
∂µi

δµρ

]
∆uρ.

(A16)

Inserting these expression in Eq. (A13) leads to a

quadratic functional of the fluctuation fields

IΣ =
1

2

∫
dΣµ

{
uµ

T

(
∂2p
∂T 2 ∆T 2 + 2

∑
j

∂2p
∂T∂µj

∆T∆µj

+
∑
i,j

∂2p
∂µi∂µj

∆µi∆µj

)

+ 2
∆uµ

T

(
∂p
∂T ∆T +

∑
j

∂p
∂µj

∆µj

)

+
uµ

T
(ε+ p) ∆ρσ∆uρ∆uσ

}
.

(A17)

We note that Eq. (A17), when used in Eq. (A3), defines a
Gaussian probability distribution for the fields ∆T , ∆µj
and the three independent components of ∆uµ. We also
note that the probability functional is ultra-local in the
sense that it contains no spatial derivatives of the ther-
modynamic fields. To relax this assumption, one would
have to go beyond the strong local equilibrium assump-
tion, resorting for example to a derivative expansion.

3. Thermal correlation matrix

Being Gaussian, the functional integral defining the
partition function in Eq. (A5) can easily be performed.
Up to an irrelevant constant, one finds

ZΣ[J ] = exp

[
1

2

∫
d3α
√
hJn(α)σnm(α)Jm(α)

]
, (A18)

where σnm(α) is a matrix of local variances such that

〈χn(α)χm(α′)〉c =
1√
h(α)

δ(3)(α− α′)σnm(α). (A19)

One can in fact directly read of the inverse of σnm from
equation (A17) by writing

IΣ[χ] =
1

2

∫
d3α
√
hχn(α)(σ−1)nmχm(α). (A20)

Choosing as variables χn = (∆T,∆µi,∆u
ρ) and taking

into account that dΣµ = d3α
√
hnµ with normal vector

nµ leads to

σ−1 =

 −
n·u
T

∂2p
∂T 2 −n·uT

∂2p
∂T∂µj

−nσT
∂p
∂T

−n·uT
∂2p
∂T∂µi

−n·uT
∂2p

∂µi∂µj
−nσT

∂p
∂µj

−nρT
∂p
∂T −nρT

∂p
∂µi

−n·uT (ε+ p)∆ρσ

 .

(A21)
This matrix can easily be inverted in a concrete applica-
tion. Note that its entries are determined by the equation
of state of the considered system.
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