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Abstract: During the last decade the emergence of Internet of Things (IoT)
based applications inspired the world by providing state of the art solutions
to many common problems. From traffic management systems to urban cities
planning and development, IoT based home monitoring systems, and many
other smart applications. Regardless of these facilities, most of these IoT
based solutions are data driven and results in small accuracy values for smaller
datasets. In order to address this problem, this paper presents deep learn-
ing based hybrid approach for the development of an IoT-based intelligent
home security and appliance control system in the smart cities. This hybrid
model consists of; convolution neural network and binary long short term
model for the object detection to ensure safety of the homes while IoT based
hardware components like; Raspberry Pi, Amazon Web services cloud, and
GSM modems for remotely accessing and controlling of the home appli-
ances. An android application is developed and deployed on Amazon Web
Services (AWS) cloud for the remote monitoring of home appliances. A GSM
device and Message queuing telemetry transport (MQTT) are integrated for
communicating with the connected IoT devices to ensure the online and
offline communication. For object detection purposes a camera is connected
to Raspberry Pi using the proposed hybrid neural network model. The appli-
cability of the proposed model is tested by calculating results for the object
at varying distance from the camera and for different intensity levels of the
light. Besides many applications the proposed model promises for providing
optimum results for the small amount of data and results in high recognition
rates of 95.34% compared to the conventional recognition model (k nearest
neighbours) recognition rate of 76%.

Keywords: Hybrid deep learning model; IoT; smart cities; home appliances
control system; and Amazon web services

1 Introduction

In this modern technological age smart IoT based system plays a key role in our daily
life. Unlimited applications are developed ranging from smart healthcare systems to smart
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transportations system, smart banking systems to smart business management systems, eHealth
to mHealth, and many other smart system using IoT based communication devices. Sensors are
the generic components of these devices that plays a key role in the machine perception and
pattern recognition [1]. In the last few years the IoT based smart systems gaining a significant
attention from the IT industry. The engineers and research community trying to develop a complex
IoT system that can fulfil the future requirements of the smart world. These IoT based systems
are designed to facilitate the user in multiple areas and provide services in healthcare, home
automations, transportation, security, banking sector, and so on. Significant research work has
been reported in the home automation field and is extended to the other relevant fields. Typically
a home automation system interconnects several electrical devices and remotely monitor these
devices for different purposes [2]. Bluetooth device, Wi-Fi, GSM/GPRS, etc., are considered as
the communication channel for the remote connectivity of these devices.

Cloud computing servicing are extensively used due to high security and allows computing
in the cloud. Amazon Elastic Compute Cloud (Amazon EC2) is type of web service that ensures
both security and computing in the cloud [3]. The proposed research work uses Amazon Web
Services (EC2) due to its high popularity and stable commercial cloud [4]. Typically it is designed
for the software developers to easily make and manage web-based cloud computing. We have
developed a mobile based web application intelligent home security appliances control system
(IHSACS), and deployed the same on ASW cloud. The web application is hosted on Node.js;
developed by Ryan Dhal in 2009 [5]. It is an open source, cross platform support environment
built on Google Chrome JavaScript Engine for the development of network and server-side
applications [6]. Node.js applications can be developed in the JavaScript language. Integrating
the most relevant libraries from different JavaScript modules the Node.js make it simple for the
developer to develop web-based applications. The proposed IHSACS web application helps the
user to define virtual room, can monitor and control different appliance through internet. Installed
on a smart phone (can be installed on both iOS and Android operating systems) one can remotely
control the home appliances from the outside. A status button (Red/Green) is mounted in front
of each device to control the status (ON/OFF) of each device.

Multiple communication protocols such as message queuing telemetry protocol (MQTT), and
constrained application protocol (CoAP) are introduced for data transmission purposes [7]. MQTT
is a light weight messaging protocol generally used for IoT connectivity. MQTT contains different
implementations such as; paho-mqtt, hive-mqtt, and mosquito etc. MQTT is a connectivity proto-
col generally used for machine-to-machine communication or for Internet of Things [8]. It is based
on publish and subscribe messages between devices. It is designed to be lightweight messaging
transport protocol that results in consuming low battery power in embedded devices. The MQTT
broker is responsible for connecting multiple devices such as; actuators, sensors, cameras, etc. For
the proposed IHCAS system, we have used MQTT-Paho library, and the broker is configured
and installed on AWS cloud using python. We have proposed the concept of distributed broker
to overcome the load on central broker. In case of unavailability of the internet (Wi-Fi/mobile
data) a static database is developed using SQLite Open Helper in Android, and a GSM modem
is integrated with Arduino UNO for offline communication to control the state (ON/OFF) of
the devices (home appliances). When the internet connects the data automatically saved to the
online database.

In the fields of digital image processing and computer vision object detection is the process
of identifying an objects (person, chair, vehicle, etc.) in videos or in images [9,10]. Many research
domain exists under the umbrella of object detection such as; face detection and recognition,
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theft detection, gender classification, and many others. Different techniques are suggested by the
researchers for object detection like; Khan et al. [11] suggested sonar sensors for object detection
and avoidance. Mtshali et al. [12] developed smart home system for physically disabled persons.

After the shallow architectures (Support vector machine, k nearest neighbours, hidden
Markova model, Naïve Bayes, and so on) the deep neural networks (DNN) gained significant
attention of the research community for the research work due to its automatic capabilities of
extracting astute features from the images and do classification and recognition based on the
calculated features. Fig. 1 represents a generic DNN model. It consists of input layers, hidden
layer and output layer. DNN has proven to be more effective in solving the complex prob-
lems [13]. Due to high applicability and promising results DNN are applied in many fields like;
text recognition [14], malware threat hunting [15], speech recognition [16]. The learning phase is
classified into, supervised learning, semi-supervised learning, and unsupervised learning. Based on
the literature several types of implementations can be found for the object detection processing
such as; back propagation neural network (BPNN), recurrent neural network (RNN), feed forward
neural network (FNN), binary long short term memory (BLSTM), and many others.

Figure 1: Generalized DNN model

The proposed research work uses a hybrid model based on convolution neural network (CNN)
and BLSTM for the object detection. The images are classified and recognised using CNN while
the temporal information is recognized based on the BLSTM. The proposed model uses Raspberry
pi with a camera connected to IoT based sensing device. A person is detected in the live stream
using the hybrid technique running on the Raspbian OS and MQTT message is published to the
cloud server when the detection phase completes. Notification messages are transmitted to the
user via an email and SMS with a command message Arduino board (ESP8266) to turn ON the
LED that act as an actuating device. A GSM module is also integrated to the Arduino board to
overcome the issues (no Wi-Fi signals or unavailability of mobile data). SMS package is activated
to the SIM card to send offline messages. The applicability of the proposed model is tested
for object detection purposes at different environmental effects such as; light intensity level, and
varying distance from camera. Both online and offline (MySQL and SQLite) databases developed
for storing IoT devices data and information. Main contributions of the proposed work are;
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• A hybrid model of deep neural network is used for the identification and recognition
of object.

• Both online and offline databases (MySQL and SQLite) are used for the records
storage purposes.

• MQTT and CoAP are used for the online communication purposes while GSM modem is
integrated for offline communication (to send and receive offline messages).

• A user can control home devices remotely (far away from home using GSM modem).

The rest of the paper is organized as follows. Section 2 gives details for the related work
developed so far in the proposed field. Section 3 gives details for the proposed methodology
followed for the development of the IHSACS system. This section of the paper explains briefly
discuss about the virtual model of the proposed system, the entity relation diagram followed,
and the object detection mechanism developed for the proposed IHSACS system. The design
strategy followed and the performance of the system is evaluated in the Section 4. The results
and discussions are detailed in Section 5 followed by the conclusion in Section 6.

2 Related Work

In object detection and recognition field, sensors plays a significant role. It a computer
technology term most relevant to the image processing and computer vision fields. In fact, object
detection techniques are used in multiple smart industrial fields such as; healthcare, farms, home,
factories, and many others. Among these diverse fields our focus of interest is to develop a smart
home appliances control system based on the advanced deep neural network technique. Deep
neural network have revolutionized the research field by solving many complex problems within
a limited time and with high accuracies. Diverse applications are developed using DNN models
such as; Yang et al. [17] developed a social robot for the smart homes using convolution neural
network for the detection of embarrassing situation, while Erol et al. [18] developed a robot in
smart home for object detection. Zhang et al. proposed the seven layer DNN model for cerebral
micro-bleed (CMB) voxels detection in the brain. Rajan et al. [19] suggested a conceptual design
for the smart cities using IoT based DNN model. Their model provide a conceptual view for the
smart building, smart parking and street lights. Kumar et al. [20] proposed BLSTM model for the
control of residual microgrid.

The networked inter-connection of daily life physical devices, automobiles, actuator control
devices, home appliances, sensor devices, and other components integrated via omnipresent intelli-
gence, programs, and other significant connectivity mechanism that enables these devices to share
useful information with each other [21,22]. For the communication purposes in between these
devices MQTT is used. MQTT is a connection oriented protocol from machine to machine. Inter-
net of things is targeting both enterprise and consumer’s electronics market for rapid prototype
application development in the smart homes, smart cities, and many others. For the development
of these smart applications there are numerous low-cost with efficient power backup sensors
available in the market for the developers. For the communication purposes in between these
devices the computational job is performed at the server side while the sensing and actuat-
ing work is performed on the client side. To minimize the risk MQTT protocol is used for
asynchronous communication.

During the last few years the demand for the smart applications increased significantly. Many
smart applications are developed ranging from healthcare to transportations system, business to
banking system, navigation systems to tracking system, and so on. In real time system, the speed
and accuracy is one of the major concern. To overcome this issue many advanced machine
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learning techniques are designed for the detection of real time object in the video stream. These
algorithms not only helps in classifying and recognizing the real time objects but also draw a
rectangular box around the desired object. In computer vision object detection is comparatively
difficult task than image classification [23]. Mehmood et al. [24] proposed single shot detector for
real time object detection.

The proposed research work uses a hybrid model of deep neural networks for the detection of
the object. The applicability of the system is tested on a standard database named; common object
in context (COCO). It is a large scale object detection, capturing and segmentation dataset [25].
The proposed hybrid model requires a small dataset for the training purposes and gives prominent
results in a limited amount of time. Also a GSM modem is integrated in the proposed IoT model
for the un-interrupted communication in between the devices in case of no internet services. From
the literature cited it is concluded that there is significant work reported on the home security
systems but all these systems uses online communication systems and fails in the case of no Wi-Fi
or data networks. To address this problem a smart home security system is develop using advanced
deep neural network model for the object identification and recognition purposes. The proposed
model is capable of both online and offline communication. Also it helps in controlling the devices
remotely (far away from home).

3 Overview of the Proposed Methodology

Overall mechanism for the proposed intelligent home appliances control system is shown in
Fig. 2. It consists of three main layers; the application services layers, the data storage layer, and
the object detection and control layers. The application services layer is responsible for providing
the smart home management and control services to the user. A user can create virtual rooms,
IoT devices in their smart home via an android based mobile application. Middle layer is the data
storage layer where web server is hosted on AWS cloud. MQTT broker is configured in Ubuntu
instance that is created on AWS cloud. The bottom layer contains the actuating and IoT sensing
devices that help in collecting the contextual information collection and environmental control.
For live video stream capturing and monitoring purposes Raspberry Pi camera is used as a sensing
IoT device.

Advanced hybrid neural network architecture is followed for the object detection in Raspberry
Pi and MQTT is published to the central broker when person is detected. Users are notified via
SMS and email and command message is sent to an actuating device i.e., LED attached with
Arduino board. To overcome the issues of no Wi-Fi signals or mobile data a GSM device is
integrated to Arduino board for sending and receiving messages to control the IoT devices and
an offline database is created using SQLiteOpenHelper database for the offline data storage and
controlling. The data is sent back to the online server when the mobile access the Wi-Fi or the
data signals.

Different parameters selected for the training purposes of the hybrid model are depicted
in Tab. 1.

3.1 Virtual Design
The proposed system is developed in android studio. The virtual design of the proposed model

is shown in Fig. 3 where a user can add new rooms or devices in the room. A single room, a
kitchen, and bathroom is available in the selection menu, while new rooms can be added in the
model along with new devices. Some devices such as washing machine, electric water pump these
are mostly outside the room so these devices are not available in the rooms list but are available
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in the home menu. The end-user can turn on and turn off the devices based on the GSM modem
and control circuit.

Figure 2: Proposed IHSACS model
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Table 1: Parameters of the proposed hybrid model

S/No. Parameters Description

1. Total number of layers 7
2. No. of hidden layers 5
3. Activation function Relu

Figure 3: Virtual sketch of IHSACS model

The virtual design in Fig. 3 is divided in three sections; the storage section, the user interface,
and the data model (control section). All these sections are discussed in details below.

• Storage section—The proposed IHSACS model uses both online and offline (MySQL and
SQLite) databases for the storage purposes. MQTT and CoAP are used for the online
communication purposes while GSM modem is integrated with the hardware for the offline
communication to ensure the smooth process of the application in case of no Wi-Fi or
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no data packages. In such cases this application works by using simple messaging services
(SMS). The data is stored in the SQLite database (using SQLiteOpenHelper services).
This is light weight and provides offline storage facilities for the user using Android
operating system.

• User interfac—The user interface of the proposed model is developed in Android Studio
for the Android phone users. Activities uses in this model are login, Contact (to select the
contact for sending and receiving messages and controlling the electric devices remotely),
AddNewRoom, AddHomeDevices, etc., as shown in Fig. 3. This section of the model
provides a facility to the user to control the virtual devices (switch it ON/OFF) like actual
devices. Also a user can check the total expenses for all the devices based on the number
of units consumed by each device. A user can also schedule a device for defined interval
of time. A user-friendly model is developed to facilitate even the illiterate persons.

• Data model (control section)—The data model in other words getters and setters class pro-
vides an object oriented facilities to save data and retrieve data from the database. Also
it helps to send data from the activity classes to the database. This class not only helps
in minimizing the code but it also helps in providing a smooth communication facilities in
between the activities and the database.

3.2 Entity Relation Diagram
The entity relation diagram (ERD) is depicted in Fig. 4. It consists of the major tables used

in the IHSACS model. This ERD diagram is developed in both SQLite and MySQL servers.

Figure 4: ERD diagram of the proposed IHSACS model
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3.3 Object Detection Mechanism
The details process diagram of the object detection and recognition mechanism is depicted in

Fig. 5. A pre-trained model of COCO dataset is used for the classification of objects in live video
streaming. Convolution neural network (CNN) is prominent is prominent in classifying the images.
In other words it is good for extracting spatial features while long short term memory (LSTM) is
good in extracting temporal information. CNN and LSTM gained significant attention in many
research fields such as healthcare [26], phishing detection [27–29], intrusion detection [30–35], and
many others. In the proposed research work the CNN is used to recognize the object based on
the Raspberry Pi camera connected to the hardware while LSTM is used to keep records the
timely information of the object. A hybrid model of both these techniques is used to provide
optimum recognition results. The object detection process is initiated whenever a user comes in
front of the Raspberry Pi camera a sensing IoT device. Whenever a person is detected a massage
is initiated to MQTT broker which is configured on cloud. The broker transmits message to the
corresponding device. LED is subscribed to the message against topic. It is acting as an actuating
IoT device. It performs action accordingly and sends acknowledgment in response to the broker.
The acknowledgment is passed to the web application and notification is sent to the user.

The simulation results and performance of the proposed system are discussed below.

Figure 5: Process diagram of object detection mechanism
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4 System Design and Performance Analysis

The proposed IHSACS system consists of two implementations modules; the hardware mod-
ule for home/room device controlling and communication purposes and the mobile application
module (user interface). Both of these modules are discussed in details below.

4.1 Hardware/ Circuitry Module
The software model is divided into two phases; (1) Arduino-based circuit design and (2)

Mobile application.

4.1.1 Arduino-Based Circuitry
Fig. 6 depicts the circuitry module of the proposed intelligent home security and appliances

control system. This system uses a hybrid mechanism based on deep learning algorithms for the
detection and recognition of objects in the IHSCAS system. The clients can communicate with the
web server using web sockets. Using web server i-e AWS cloud MQTT broker is configured. IoT
devices ESP8266 Wi-Fi development board with LED attached is used as an actuating device while
Raspberry Pi with camera is used as a sensing device for object detection purposes. Hybrid deep
learning mechanism is operated inside the Raspberry Pi board to analyse live stream for object
detection and recognition purposes such as; for the detection of a person. Whenever a person is
detected the MQTT broker transmits message to the broker executing over the cloud. Notification
messages are transmitted using email services (if internet is available) other these messages are
transmitted using GSM modem (it no internet facility available) connected to the Arduino board.

Figure 6: Hardware design of the proposed IHSACS system

ESP8266 Wi-Fi module is a small system-on-chip (SoC) integrated with TCP/IP protocol
stack that allows micro controllers to access Wi-Fi over the Internet. It is mainly designed and
used for the execution of embedded applications. This SoC circuit is pre-programmed with an
AT commands and is highly cost-effective development board. This SoC module has a powerful
enough on-board processing and storage capability that allow it to be integrated with the sensors
and other application specific devices through its GPIOs with minimal development upfront and
minimal loading during runtime.

The circuit in Fig. 6 can operate only one device. It was also tested for multiple devices by
using relays as shown in Fig. 7. Based on the relays two bulbs, a fan and an electric motor was
controlled using the circuitry diagram depicted in Fig. 7. More than four devices can also be
controlled just by adding multiple relays based on the requirement of a home/room(s).
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Figure 7: Controlling multiple electric devices

In-line equations/expressions are embedded into the paragraphs of the text. For example
E=mc2. In-line equations or expressions should not be numbered and should use the same/similar
font and size as the main text.

4.1.2 Mobile Application
An android mobile application (app) is developed for the users to remotely control the devices

and provide an interface to them for communication with the devices. A static database also
developed for storing the status of the electric devices to address the issue of unavailability of
internet or data packages. This static database automatically (without user interaction) uploads
the data to the server when there is internet facility available. A user-friendly interface is developed
for the proposed IHSACS system and even a lay person can use it. A help menu is also added at
the start of the app and in selection menu to guide the user how to use the application. A login
activity is created so that no other person can un-authentically access it. Some of the major
features of the mobile application are shown below.

The selection menu shown in Fig. 8a provides multiple option for the user such as; to select
home menu (consists of washing machine, water pump, and other devices that cannot be added
or placed in the room), or to select room menu to add multiple rooms and devices to the room.
Also a user can check the total expenses of his/her home based on the total unit consumed. Also
a user can select any contact from the contact list to communicate with the circuit board for the
controlling of different devices. Fig. 8b shows the different electric devices selected for a room.
In case of Switch ON/OFF a message is transmitted to the circuit board to change the status of
that particular device as shown in Fig. 8c. Also a user can check the total consumption for that
particular device by selecting the option “check graph.”

The room creation and item selection phases are shown in Fig. 9. One can search an item in
the list or can select an item using checklist given in front of each device.

4.2 Performance Evaluation
The proposed deep learning based hybrid model is tested for the object detection using

real world environmental conditions such as; light intensity level, varying training and test sets,
video frame size, distance of the object from the camera, time consumption, and accuracy cal-
culated based on these different parameters. All these environmental conditions are discussed in
detail below.

4.2.1 Light Intensity Level
Light intensity level is a key factor that directly affects the recognition rates of an object

detection system such as; if light level is dark then the object cannot be easily detected and it
ultimately results in small recognition rates. While if the light level is bright, then the object can
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(a) (b) (c)

Figure 8: The selection and switch ON/OFF menu of the IHSACS mobile app

(a) (b) (c)

Figure 9: The room creation and item selection features
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be easily detected and highly recognized. In the metric SI system it is calculated in lux as depicted
in Eq. (1).

1 lux= (1 lumen)/m2 (1)

Typically, the quantity and quality of light are the two major factors that directly affects the
illumination rates as shown in Tab. 2.

Table 2: Workplace based recommended lighting level for simulation

S/No. Workplace Illumination

1 Normal task such as::
working in office,
working on PC, and
many other routine jobs

500

2 Occasional based
working areas

20–50

3 Easy office work 250

Based on the recommended intensity levels as depicted in Tab. 2 the experimental results of
the proposed technique are calculated as depicted in Tab. 3. These results are based upon different
lighting levels i–e dark and bright.

Table 3: Light level for normal official work

S/No. Light intensity level Illumination

1 Dark 1–200
2 Dark 201–500

4.2.2 Varying Training and Test Sets
The second parameter is the varying training and test sets of the data for training the

proposed model. After analysing the performance of the selected hybrid model for the object
detection it was concluded that as long as the training set increases the accuracy of the system
based on the recognition rates exponentially increases as shown in Eq. (2).

training set∝ recognition rate (2)

The results of the proposed object detection algorithms is shown in Fig. 10.

4.2.3 Video Frame Size
Another parameter to check the validity of the proposed hybrid algorithm for the object

detection algorithms was frame rate. The size of frame matters especially in recognition task
because higher the frame size higher the recognition rates calculated. If the size of the frame
decreases the quality of the video get blurs and it becomes difficult for the object detection
algorithm to provide optimum results. The experimental results are carried out on three different
frame sizes 400× 400, 600× 600, and 800× 800 pixels as shown in Fig. 11.
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Figure 10: Recognition abilities of the hybrid model based on varying training sets
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Figure 11: Frame size vs. recognition rate

From Fig. 11 it is concluded that as long as the frame size increases the recognition rate
increases because the high frame size results in high quality of the video which ultimately results
for the accurate detection of the selected object.

4.2.4 Distance of Object from Camera
Distance plays a vital role in the detection of the object. In other words the accuracy of

the object detection is highly dependent upon the distance of the object from the camera. If
the object in near to the camera, then it can be easily detected and results in high accuracy
rates as well. But if the object is far away from the camera then it is difficult to recognize the
object accurately. In object detection algorithms if an object lies at a distance of 3 feet then it
is considered as a far away from the camera and if the object lies within the three feet range
then it is considered as nearer to the camera. To calculate the distance of the object from the
camera firstly, a picture is captured with the camera from any distance. Then using the concepts
of the triangle similarity [36–40]. Focal length of the camera can be perceived using the following
formula shown in Eq. (3).

F = P×D
W

(3)
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where P is width of the object in pixels, D is distance of the object from the camera, and W is
object width. The distance of the object can be derived from Eq. (3) as shown below in Eq. (4).

D= F ×W
P

(4)

Using Eq. (4), the distance of the object from the camera is calculated and it was decided
that object is nearer to camera if it is within 3 feet range otherwise far away.

4.2.5 Time Consumption
The time consumption of the proposed object detection algorithm is validated after generating

results for varying training and tests as depicted in Fig. 12.
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Figure 12: Time-consumption vs. training set

From Fig. 12 it is concluded that as long as the training set increases the time consumption
increases accordingly.

4.2.6 Accuracy
The sixth most important parameter is the accuracy. The higher the accuracy rates reflects the

applicability of a certain algorithm in the proposed field and vice versa. Based on the accuracy
rates generated for varying training and test sets, for varying intensity levels, frame sizes it was
concluded that the proposed object detection algorithm provides prominent results.

5 Results and Discussions

After testing the camera from varying directions, varying distances (near and far), with
different frame sizes, with varying training and test sets a generic output is shown in Fig. 13 for
800 × 800 frame size with distance near to camera. This generic output is generated based on
the hybrid deep learning based object detection algorithms. There are three objects detected in
the picture; a person with accuracy measures of 95.34%, a cup with 42.59%, and a chair with
42.04%. The accuracy of the chair is low it is hidden and far from the camera. These outputs are
generated based on Raspberry Pi camera (an embedded device) integrated in the circuitry.

The performance results of the proposed hybrid approach are compared with the conventional
K nearest neighbors (KNN) classifier for the object detection purposes. After comparison it was
concluded that the proposed method presented in our research work out-performs by providing a
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recognition rate of 95.34% compared to the conventional KNN model that provides recognition
rate of 76% as depicted in Fig. 14.

Tab. 4 represents the performance measures of the proposed object detection algorithms based
on varying experimental parameters. From these results shown in Tab. 4 it was concluded that as
long as the frame size increases, the intensity level (luminance) is bright, and the object is nearer
to camera then the resultant is high that ultimately reflects the object’s high recognition abilities
of the proposed hybrid object detection algorithm. The highest recognition rates are calculated
for an 800 × 800 frame size. If the intensity level decreases accuracy also drops because it is
not easier for the algorithm to detect the object significantly. Also the accuracy decreases if the
object lies at a distance of three feet or more than three feet (far), and the recognition rate also
decreases if the frame size decreases.

Figure 13: Object detection using embedding device (Raspberry Pi)

The simulation results based on varying parameters are shown in Fig. 15 below. From Fig. 15
it is concluded that the object detection algorithm based on deep neural network provides opti-
mum results if the object is nearer to the camera and the intensity level is high and the luminance
is bright.

The proposed algorithm is also evaluated in terms of execution time, communication delays.
The corresponding results are presented in Tab. 5. Android studio and Node.js has a powerful
mechanism to measure the execution time. Message published on detection is the time taken by
the object detection algorithm processing on Raspberry Pi device to detect the desired object in
frame. Message publish from MQTT Broker is the communication delay when publish message
was received by MQTT broker. The total execution time is the time duration from connection
establishment to device activation. Message publish on detection is from time of connection
established to person detected in camera. Results were collected with varying light level, size of
frame, and distance of object from camera. Tab. 5 the execution and communication delays for
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both bright and dark light levels. Total execution time is greater if the light level is dark. While
the execution time is smaller if the light level is bright.

0 20 40 60 80 100 120

Accuracy (%)

Figure 14: Performance analysis of proposed model with KNN classifier

Figure 15: Object detection algorithm accuracy based on distance, frame size, and luminance
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Table 4: Accuracy measures for varying frame size based on luminance and distance parameters

Parameters
selected
for evaluation

Frame size

400× 400 400× 400 600× 600 600× 600 800× 800 800× 800

Distance Near Far Near Far Near Far

Luminance Dark Bright Dark Bright Dark Bright Dark Bright Dark Bright Dark Bright

Accuracy (%) 92.45 94.03 89.41 92.23 93.45 96.03 81.31 94.93 95.45 98.93 94.41 96.93

Table 5: Total execution time of MQTT broker based on luminance

Parameters
selected for
evaluation

Frame size

400× 400 400× 400 600× 600 600× 600 800× 800 800× 800

Distance Near Far Near Far Near Far

Luminance Dark Bright Dark Bright Dark Bright Dark Bright Dark Bright Dark Bright

Message
published on
detection (s)

1.7 1.6 1.8 1.8 1.78 1.8 1.9 1.98 2.03 2.09 2.32 2.1

Message
transmitted
from MQTT
broker (s)

0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.34 0.34

Total
execution
time (s)

2 1.9 2.1 2.1 1.98 1.93 2.16 2.2 2.2 2.2 2.45 2.4

6 Conclusion

This paper presents a smart home appliances control system and intelligent object detection
mechanism in the smart home. It uses of deep neural network based hybrid model for the detec-
tion and recognition of objects in the smart homes. This hybrid model consists of convolution
neural network for spatial feature extraction and recognition purposes, while long short term
memory for temporal feature extraction and classification purposes. This model is evaluated for
varying environmental conditions. This system presents a cloud based-layered architecture for
smart appliances control using hybrid deep neural network for object detection embedded in IoT
devices. The applicability of the hybrid model is tested for different parameters such as; distance
from the camera (near or far), the time consumption (processing delay), frame rate, light/intensity
level, and accuracy generated based on the recognition of the objects. An overall accuracy rate
of 95.34% is achieved after testing for varying parameters and directions. It was concluded that
the recognition rate decreases as the object moves far away from the camera or the intensity level
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decreases from 200 lux or the frame rates increases from the camera. This frame rate not only
blurs the object but it also causes delay in generating the output for the system.

Experimental prototype is implemented in the Android studio for Android phone users.
Proposed system provides a user-friendly interface for the users (even a lay-person) to create
virtual rooms, select devices, to check the total consumption of the devices based on the start and
end timings and power. It was also concluded that object detection is solely dependent on camera
and algorithm selected. Furthermore, it was also concluded that the proposed deep learning based
hybrid model is no-data hunger algorithm and provides optimum results for a limited amount of
data after testing for varying training and test sets.

In future, we want to select different recognition algorithms and generate the comparative
results for the proposed model. Also in the near future we want to develop an iPhone based
mobile application for the iPhone mobile users.
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