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Abstract. In this paper, we obtain new fixed point results with the help of various
techniques constructed using auxiliary numbers and some family of functions. In the
context of the fixed-circle (resp. fixed-disc) problem, we consider the geometry of the
fixed point set of a self-mapping on a metric space. Also, we discuss the effectiveness
of our theoretical fixed point results by considering possible applications to the study
of neural networks.
Key words: Fixed circle, fixed disc, implicit relation.

1. Introduction

The fixed point set Fix (T ) of a self-mapping T on a metric space (X, d) is
defined as follows:

Fix (T ) = {x ∈ X : x = Tx} .

In this paper, we give new fixed point results for self-mappings of a metric space
using various techniques. Throughout the paper R+, R+ and R will denote the set
of non-negative real numbers, positive real numbers and real numbers, respectively.
Let α, β, µ ∈ R+ be numbers with α+β+µ > 0 and 0 ≤ θ < 1. Our main tools are

Received September 20, 2021, accepted: August 27, 2022
Communicated by Marko Petković
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the auxiliary numbers defined by

Nd (x, y) = αmax {d (x, Tx) , d (y, Ty)}

+βmax

{
d (x, y) , d (x, Tx) , d (y, Ty) , θ

d (x, Ty) + d (y, Tx)

2

}
(1.1)

+µmax

{
d (x, Tx) , d (y, Ty) ,

d (x, y) d (y, Ty)

1 + d (x, Tx)
,
d (x, y) d (y, Ty)

1 + d (Tx, Ty)

}
and

Md (x, y) = αmax {d (x, Tx) , d (y, Ty)}

+βmax

{
d (x, y) , d (x, Tx) , d (y, Ty) ,

d (x, Ty) + d (y, Tx)

2

}
(1.2)

+µmax

{
d (x, y) , d (x, Tx) , d (y, Ty) ,

d (y, Ty) (d (x, Ty) + d (y, Tx))

1 + d (x, Tx) + d (y, Ty)

}
.

In [8], these numbers was used to study on the Rhoades’ open problem on dis-
continuity at fixed point. Also, this problem was revised considering the geom-
etry of fixed points, especially with the notion of a fixed circle (for more details
see [8] and the references therein). Recall that a circle and a disc are defined by
Cx0,r = {x ∈ X : d (x, x0) = r} and Dx0,r = {x ∈ X : d (x, x0) ≤ r}, respectively.
In [26], the fixed-circle problem was introduced to study on the geometric proper-
ties of the set Fix (T ).

Definition 1.1. [26] Let (X, d) be a metric space and Cx0,r be a circle. For a
self-mapping T : X → X, if Tx = x for every x ∈ Cx0,r then the circle Cx0,r is a
fixed circle of T .

In other words, a circle (resp. a disc) contained in the fixed point set Fix (T )
is called a fixed circle (resp. a fixed disc) of a self-mapping T . Then, the fixed-
circle problem (resp. fixed-disc problem) can be described as the investigation of
some appropriate conditions such that the set Fix (T ) contains a circle (resp. a
disc). Recently, several fixed-circle (resp. fixed disc) results have been studied on
metric or some generalized metric spaces with various techniques (see, for instance,
[4, 7, 9, 14, 15, 20, 21, 22, 24, 25, 26, 27, 28, 32, 34] and the references therein).
One of these techniques is constructed by means of the family of functions defined
by Wardowski [35]. Now, we recall this family of functions.

Definition 1.2. [35] Let F be the family of all functions F : (0,∞) → R such
that

(F1) F is strictly increasing,

(F2) For each sequence (an) in (0,∞) the following holds: limn→∞ an = 0 if and
only if limn→∞ F (an) = −∞,

(F3) There exists k ∈ (0, 1) such that lima→0+ a
kF (a) = 0.
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The following functions are given in [35] as the examples of functions that satisfy
the conditions (F1), (F2) and (F3) of Definition 1.2:

1. F : (0,∞) → R defined by F (x) = lnx.

2. F : (0,∞) → R defined by F (x) = lnx+ x.

3. F : (0,∞) → R defined by F (x) = ln
(
x2 + x

)
.

4. F : (0,∞) → R defined by F (x) = − 1√
x
.

Using the family of functions defined in Definition 1.2, a new type of contraction
is given as follows [16].

Definition 1.3. [16] If there exists τ > 0, F ∈ F and x0 ∈ X such that for all
x ∈ X the following holds:

d (Tx, x) > 0 ⇒ τ + F (d (Tx, x)) ≤ F (d (x, x0)) ,

then T is said to be an Fc−contraction on X.

The importance of this kind contractions is the existence of a fixed circle, espe-
cially a fixed disc, contained in the set Fix (T ).

Theorem 1.1. [16] Let (X, d) be a metric space and T be an Fc-contraction with
x0 ∈ X. Define the number r by

r = inf {d (x, Tx) : x ̸= Tx} .

Then Cx0,r is a fixed circle of T . In particular, T fixes every circle Cx0,ρ where
ρ < r.

Another technique in the fixed point theory is the usage of an implicit relation
to obtain new fixed point results. Using this technique, various fixed point results
have been given in metric and some generalized metric spaces, (see, for example,
[2, 3, 12, 29, 30, 31, 33] and the references therein).

On the other hand, theoretical fixed point results have a wide range of applica-
tions in many aspects in the study of some applied areas such as neural networks
and differential equations arising in the mathematical modeling of many real-world
problems (see, for example, [5, 6, 10, 11, 17, 18, 19, 36, 37, 38] and the references
therein).

The paper is organised as follows. In Section 2., we investigate new fixed-point
results using an implicit relation and a modified version of the number Nd (x, y).
In Section 3., we define new types of Fc-contractions and obtain new fixed circle
(resp. fixed disc) results using the numbers Nd (x, y) and Md (x, y). In Section
4., we consider geometric properties of the fixed point sets of some discontinuous
and continuous activation functions used in the study of stability analysis of neural
networks.
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2. Fixed point results via implicit relations

In this section, we define an implicit relation to obtain new fixed point results
on a metric space.

Definition 2.1. Let M be the family of all continuous functions of six variables
M : R6

+ → R+. We define the following conditions:

(M1) For all x, y, z ∈ R+ and some k1 ∈ [0, 1), if y ≤ M (x, x, 0, z, y, y) with
z ≤ x+ y, then y ≤ k1x.

(M2) For all y ∈ R+, if y ≤M (y, 0, y, y, 0, y), then y = 0.

(M3) If xi ≤ yi + zi for all xi, yi, zi ∈ R+, i ≤ 6, then

M (x1, x2, · · · , x6) ≤M (y1, y2, · · · , y6) +M (z1, z2, · · · , z6) .

Moreover, for all y ∈ R+ and some k3 ∈ [0, 1), we have M (0, 0, 0, y, y, y) ≤ k3y.

We note that the coefficients k1 and k3 in the conditions (M1) and (M3) can
be assumed equal by taking k = max {k1, k3}.

Now we give two examples of functions M ∈ M.

Example 2.1. Define M : R6
+ → R+ as

M (x1, x2, · · · , x6) =
[x1 + ax2 + b (x3 + x4) + c (x5 + x6)]

d
,

with a, b, c, d ∈ R+, a, b, c ≤ 1 and d > 6. Then

(M1) Let y ≤ M (x, x, 0, z, y, y) with z ≤ x+ y for all x, y, z ∈ R+. We get

y ≤ M (x, x, 0, z, y, y) =
[x+ ax+ b (0 + z) + c (2y)]

d

=
[x+ ax+ bz + 2cy]

d
≤ [x+ ax+ b (x+ y) + 2cy]

d

=
[x+ ax+ bx+ by + 2cy]

d

and hence

y (d− b− 2c) ≤ x (1 + a+ b)

→ y ≤ (1 + a+ b)

(d− b− 2c)
x.

Since 1+a+b
d−b−2c

< 1, if we take k = 1+a+b
d−b−2c

then we have y ≤ kx.

(M2) Let y ≤ M (y, 0, y, y, 0, y) = y+2by+cy
d

for all y ∈ R+. We have

y ≤ 1 + 2b+ c

d
y

and so y = 0 since 1+2b+c
d

< 1.
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(M3) Let xi ≤ yi + zi, i ≤ 6, for all xi, yi, zi ∈ R+. Then we obtain

M (x1, x2, · · · , x6) =
[x1 + ax2 + b (x3 + x4) + c (x5 + x6)]

d

≤ [y1 + z1 + a (y2 + z2) + b (y3 + z3 + y4 + z4) + c (y5 + z5 + y6 + z6)]

d

=
[y1 + ay2 + b (y3 + y4) + c (y5 + y6)]

d
+

[z1 + az2 + b (z3 + z4) + c (z5 + z6)]

d
= M (y1, y2, · · · , y6) +M (z1, z2, · · · , z6) .

Additionally, we get M (0, 0, 0, y, y, y) = by+2cy
d

=
(
b+2c

d

)
y for all y ∈ R+. Since

b+2c
d

< 1

if k is chosen such that k ∈
[
b+2c

d
, 1
)
then we have M (0, 0, 0, y, y, y) ≤ ky.

Example 2.2. Define M : R6
+ → R+ as

M (x1, x2, · · · , x6) =
x6

a
+

x5

b
+

max {x1 + x2, x3 + x4, x5 + x6}
c

with a, b, c ∈ R+, a, b, c ≥ 6.

(M1) Let y ≤ M (x, x, 0, z, y, y) = y
a
+ y

b
+max{2x,z,2y}

c
with z ≤ x+y for all x, y, z ∈ R+.

If max {2x, z, 2y} = z then we get x+ y < z, which is a contradiction since z ≤ x+ y.

If max {2x, z, 2y} = 2y then we get

y ≤ y

a
+

y

b
+

2y

c
=

(
1

a
+

1

b
+

2

c

)
y.

Since 1
a
+ 1

b
+ 2

c
< 1 then we have y = 0 and so the inequality y ≤ kx is satisfied.

If max {2x, z, 2y} = 2x then we get

y ≤ a+ b

ab
y +

2

c
x ⇒ y − a+ b

ab
y ≤ 2

c
x

⇒ y

(
1− a+ b

ab

)
≤ 2

c
x

⇒ y

(
ab− (a+ b)

ab

)
≤ 2

c
x

⇒ y ≤
(

2ab

c (ab− (a+ b))

)
x,

6 ≤ a ⇒ 6bc ≤ abc ⇒ bc ≤ abc

6

6 ≤ b ⇒ 6ac ≤ abc ⇒ ac ≤ abc

6

6 ≤ c ⇒ 6ab ≤ abc ⇒ ab ≤ abc

6

and

2ab+ ac+ bc ≤ 4

6
abc < abc

⇒ 2ab < abc− ac− bc

⇒ 2ab

abc− ac− bc
=

2ab

c (ab− (a+ b))
< 1.
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If we take k = 2ab
c(ab−(a+b))

then we have y ≤ kx.

(M2) Let y ≤ M (y, 0, y, y, 0, y) = y
a
+ max{y,2y,y}

c
= y

a
+ 2y

c
=

(
c+2a
ac

)
y for all y ∈ R+.

Then, we get y = 0 since c+2a
ac

< 1 ( 1
a
≤ 1

6
and 2

c
≤ 2

6
implies c+2a

ac
< 1).

(M3) Let xi ≤ yi + zi, i ≤ 6, for all xi, yi, zi ∈ R+. Then we get

M (x1, x2, · · · , x6) =
x6

a
+

x5

b
+

max {x1 + x2, x3 + x4, x5 + x6}
c

≤ y6 + z6
a

+
y5 + z5

b

+
max {y1 + z1 + y2 + z2, y3 + z3 + y4 + z4, y5 + z5 + y6 + z6}

c

≤ y6
a

+
y5
b

+
max {y1 + y2, y3 + y4, y5 + y6}

c

+
z6
a

+
z5
b

+
max {z1 + z2, z3 + z4, z5 + z6}

c
= M (y1, y2, · · · , y6) +M (z1, z2, · · · , z6) .

Furthermore, we get

M (0, 0, 0, y, y, y) =
y

a
+

y

b
+

max {0, y, 2y}
c

=

(
1

a
+

1

b
+

2

c

)
y ≤ 4y

6
,

for all y ∈ R+ since 1
a
≤ 1

6
, 1

b
≤ 1

6
and 2

c
≤ 2

6
. If k is chosen such that k ∈

[
4
6
, 1
)
then we

have M (0, 0, 0, y, y, y) ≤ ky.

We give a general fixed point theorem for self-mappings of a complete metric
space using the functions belonging in the family M.

Theorem 2.1. Let T be a self-mapping on a complete metric space (X, d) and

d (Tx, Ty) ≤ M (d (x, y) , d (x, Tx) , d (y, Tx) , d (x, Ty) , d (y, Ty) , d (Tx, Ty))(2.1)

for all x, y, z ∈ X and some M ∈ M. Then we have

(1) If M satisfies the condition (M1), then T has a fixed point x. Furthermore,
for any x0 ∈ X with x0 /∈ Fix(T ) and the fixed point x, we have

d (x, Txn) ≤
kn+1

1− k
d (x0, Tx0) .

(2) If M satisfies the condition (M2) and T has a fixed point x, then the fixed
point is unique.

(3) If M satisfies the condition (M3) and T has a fixed point x, then T is
continuous at x.

Proof. For the first part of the proof, assume that M satisfies the condition (M1).
We show that T has a fixed point x. To do this, let x0 ∈ X with x0 /∈ Fix(T )
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and define the sequence (xn) in X recursively by xn+1 = Txn for n ∈ N. From the
inequality (2.1), we get

d (xn+1, xn+2) = d (Txn, Txn+1)

≤ M

(
d (xn, xn+1) , d (xn, xn+1) , d (xn+1, xn+1) ,
d (xn, xn+2) , d (xn+1, xn+2) , d (xn+1, xn+2)

)
.

By the triangle inequality, we have

d (xn, xn+2) ≤ d (xn, xn+1) + d (xn+1, xn+2) .

Since M satisfies the condition (M1), there exists k ∈ [0, 1) such that

d (xn+1, xn+2) ≤ kd (xn, xn+1) ≤ kn+1d (x0, x1) .(2.2)

Hence for all n < m, by using triangle inequality and (2.2), we have

d (xn, xm) ≤ d (xn, xn+1) + d (xn+1, xm)

≤
[
kn + kn+1 + · · ·+ km−1

]
d (x0, x1)

≤ kn

1− k
d (x0, x1) .

Taking the limit as n,m→ ∞, we get d (xn, xm) → 0. This proves that {xn} is
a Cauchy sequence in the complete metric space (X, d).

Then we have xn → x ∈ X. Furthermore, taking the limit as m→ ∞ we get

d (xn, x) ≤
kn

1− k
d (x0, x1) .

This implies that

d (Txn, x) ≤
kn+1

1− k
d (x0, Tx0) .

Now we prove that x = Tx. Using (2.1), we find

d (xn+1, Tx) = d (Txn, Tx)

≤ M (d (xn, x) , d (xn, Txn) , d (x, Txn) , d (xn, Tx) , d (x, Tx) , d (Txn, Tx))

= M (d (xn, x) , d (xn, xn+1) , d (x, xn+1) , d (xn, Tx) , d (x, Tx) , d (xn+1, Tx)) .

Since M ∈ M, taking the limit as n→ ∞ we get

d (x, Tx) ≤M (0, 0, 0, d (x, Tx) , d (x, Tx) , d (x, Tx)) .

Using the condition (M1), we have d (x, Tx) ≤ k.0 = 0. This shows that x = Tx.
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For the second part of the proof, assume that M satisfies the condition (M2).
Let x and y be fixed points of T . We show that x = y. Using (2.1), we obtain

d (x, y) = d (Tx, Ty)

≤ M (d (x, y) , d (x, Tx) , d (y, Tx) , d (x, Ty) , d (y, Ty) , d (Tx, Ty))

= M (d (x, y) , 0, d (x, y) , d (x, y) , 0, d (x, y)) .

SinceM satisfies the condition (M2), then we have d (x, y) = 0 and hence x = y.

For the last part of the proof, assume that M satisfies the condition (M3) and
T has a fixed point x. Let (yn) be any sequence in X such that yn → x ∈ X. We
prove that Tyn → Tx. By (2.1), we have

d (x, Tyn) = d (Tx, Tyn)

≤ M (d (x, yn) , d (x, Tx) , d (yn, Tx) , d (x, Tyn) , d (yn, T yn) , d (Tx, Tyn))

= M (d (x, yn) , 0, d (yn, x) , d (x, Tyn) , d (yn, Tyn) , d (x, Tyn)) .

Since M satisfies the condition (M3) and by the triangle inequality

d (yn, T yn) ≤ d (yn, x) + d (x, Tyn) ,

we obtain

d (x, Tyn) ≤ M (d (x, yn) , 0, d (x, yn) , 0, d (x, yn) , d (x, yn))

+M (0, 0, 0, d (x, Tyn) , d (x, Tyn) , d (x, Tyn))

≤ M (d (x, yn) , 0, d (x, yn) , 0, d (x, yn) , d (x, yn)) + kd (x, Tyn)

and therefore

d (x, Tyn) ≤
1

1− k
M (d (x, yn) , 0, d (x, yn) , 0, d (x, yn) , d (x, yn)) .

Since M ∈ M, taking the limit as n → ∞ we get d (x, Tyn) → 0. This proves
that Tyn → x = Tx, that is, T is continuous at x.

Remark 2.1. In Theorem 2.1, the existence of a fixed point of the self-mapping T de-
pends on the function M satisfying the condition (M1) in the Definition 2.1. If T has a
fixed point and the function M satisfies the condition (M2), then T has a unique fixed
point. If T has a fixed point and the function M satisfies the condition (M3), then T is
continuous at the fixed point.

Corollary 2.1. Let T be a self-mapping on a complete metric space (X, d) satis-
fying

d (Tx, Ty) ≤ d (x, y) + ad (x, Tx) + b [d (y, Tx) + d (x, Ty)] + c [d (y, Ty) + d (Tx, Ty)]

d
,

for some a, b, c, d ∈ R+, a, b, c ≤ 1, d > 6 and all x, y ∈ X. Then T has a unique
fixed point in X. In addition, T is continuous at the fixed point.
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Corollary 2.2. Let T be a self-mapping on a complete metric space (X, d) satis-
fying

d (Tx, Ty) ≤ d (Tx, Ty)

a
+
d (y, Ty)

b

+
max {d (x, y) + d (x, Tx) , d (y, Tx) + d (x, Ty) , d (y, Ty) + d (Tx, Ty)}

c
,

for some a, b, c ∈ R+, a, b, c ≥ 6 and all x, y ∈ X. Then T has a unique fixed point
in X. In addition, T is continuous at the fixed point.

Now we give another fixed point theorem using a modified version of the number
Nd (x, y) given in (1.1).

Theorem 2.2. Let (X, d) be a complete metric space, T be a self-mapping of X
and the number N∗

d (x, y) be defined as follows:

N∗
d (x, y) = αmax {d (x, Tx) , d (y, Ty)}

+βmax

{
d (x, y) , d (x, Tx) , d (y, Ty) , θ

d (x, Ty) + d (y, Tx)

2

}
+µmax

{
d (x, Tx) , d (y, Ty) ,

d (x, y)

1 + d (x, y)
,

d (y, Tx)

1 + d (y, Tx)
,

d (Tx, Ty)

1 + d (Tx, Ty)

}
,

with the coefficients α, β, µ ∈ R+, α+ β+µ ∈ (0, 1) and 0 ≤ θ < 1. If the following
inequality holds for all x, y ∈ X

d (Tx, Ty) ≤ N∗
d (x, y) ,(2.3)

then T has a unique fixed point in X. Furthermore, T is continuous at the fixed
point.

Proof. The proof follows from Theorem 2.1 with the function

M (x, y, z, s, t, u) = αmax {y, t}+ βmax

{
x, y, t, θ

s+ z

2

}
+µmax

{
y, t,

x

1 + x
,

z

1 + z
,

u

1 + u

}
.

Indeed, M is continuous. First, we have

M (x, x, 0, z, y, y) = αmax {x, y}+ βmax

{
x, x, y, θ

z + 0

2

}
+µmax

{
x, y,

x

1 + x
,

0

0 + 1
,

y

1 + y

}
= αmax {x, y}+ βmax

{
x, y, θ

z

2

}
+ µmax {x, y}

= (α+ β + µ)max {x, y} ,
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with z ≤ x+ y. So, if y ≤M (x, x, 0, z, y, y) with z ≤ x+ y, then y ≤ (α+ β + µ)x
or y ≤ (α+ β + µ) y. Therefore, T satisfies the condition (M1). Next, if

y ≤ M (y, 0, y, y, 0, y) = αmax {0, 0}+ βmax

{
y, 0, 0, θ

y + y

2

}
+µmax

{
0, 0,

y

1 + y
,

y

1 + y
,

y

1 + y

}
= βy + µ

y

1 + y
,

then y = 0 since βy+µ y
1+y < y. Therefore, T satisfies the condition (M2). Finally,

if xi ≤ yi + zi for i ≤ 6, then

M (x1, x2, · · · , x6) = αmax {x2, x5}+ βmax

{
x1, x2, x5, θ

x3 + x4
2

}
+ µmax

{
x2, x5,

x1
1 + x1

,
x3

1 + x3
,

x6
1 + x6

}
≤ αmax {y2 + z2, y5 + z5}

+ βmax

{
y1 + z1, y2 + z2, y5 + z5, θ

y3 + z3 + y4 + z4
2

}
+ µmax

{
y2 + z2, y5 + z5,

(y1 + z1)

1 + (y1 + z1)
,

(y3 + z3)

1 + (y3 + z3)
,

(y6 + z6)

1 + (y6 + z6)

}
≤ αmax {y2, y5}+ αmax {z2, z5}

+ βmax

{
y1, y2, y5, θ

y3 + y4
2

}
+ βmax

{
z1, z2, z5, θ

z3 + z4
2

}
+ µmax

{
y2, y5,

y1
1 + y1

,
y3

1 + y3
,

y6
1 + y6

}
+ µmax

{
z2, z5,

z1
1 + z1

,
z3

1 + z3
,

z6
1 + z6

}
= M (y1, y2, · · · , y6) +M (z1, z2, · · · , z6) .

Moreover we get

M (0, 0, 0, y, y, y) = αmax {0, y}+ βmax

{
0, 0, y, θ

y + 0

2

}
+ µmax

{
0, y,

0

1 + 0
,

0

1 + 0
,

y

1 + y

}
= (α+ β + µ) y.

Therefore, T satisfies the condition (M3) since α+ β + µ < 1.

Example 2.3. Let X = [0, 1] ⊂ R be the usual metric space and consider the number
N∗

d (x, y) with the coefficients α = 1
3
, β = µ = 0. Define the self-mapping Tx = x

4
for all
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x ∈ [0, 1]. Then we have

|x− y|
4

≤ 1

3
max

{
3 |x|
4

,
3 |y|
4

}
= max

{
|x|
4
,
|y|
4

}
.

Therefore, T satisfies the condition of Theorem 2.2 and x = 0 is the unique fixed point of
T .

Example 2.4. Let us consider the set X = [0, 1] with the usual metric and the number
N∗

d (x, y) with the coefficients β = 1
2
, a = µ = 0 and θ = 1

2
. Define the self-mapping

Tx = x
3
for all x ∈ [0, 1]. Then we have

|x− y|
3

≤ 1

2
max

{
|x− y| , 2 |x|

3
,
2 |y|
3

,
1

2

[∣∣x− y
3

∣∣+ ∣∣y − x
3

∣∣
2

]}
.

Therefore, T satisfies the condition of Theorem 2.2 and x = 0 is the unique fixed point of
T .

Remark 2.2. Let us consider the number N∗
d (x, y) with the coefficients a = 1

3
, β = µ =

0 and the self-mapping T defined in Example 2.4. Then we have

|x− y|
3

≤ 1

3
max

{
2 |x|
3

,
2 |y|
3

}
=

2

9
max {|x| , |y|} .

This shows that T does not satisfy the condition of Theorem 2.2 for x = 0 and y = 1 and
hence we deduce that the converse statement of Theorem 2.2 is not true everywhen.

Example 2.5. Let us consider the set X = [0, 1] with the usual metric and the number
N∗

d (x, y) with the coefficients µ = 1
6
and a = β = 0. Define the self-mapping Tx = x

8
for

all x ∈ [0, 1]. Then we have

|x− y|
8

≤ 1

6
max

{
7 |x|
8

,
7 |y|
8

,
|x− y|

1 + |x− y| ,
∣∣y − x

8

∣∣
1 +

∣∣y − x
8

∣∣ , |x−y|
8

1 + |x−y|
8

}
.

Therefore, T satisfies the condition of Theorem 2.2 and x = 0 is the unique fixed point of
T .

Remark 2.3. Let us consider the number N∗
d (x, y) with the coefficients β = 1

2
, a = µ =

0, θ = 1
2
and the self-mapping T defined by

Tx =

{
3
4

; x ∈ (0, 1]
1
4

; x = 0
.(2.4)

Then we get Tx = 1
4
for x = 0 and Ty = 3

4
for y = 1

8
. Hence we obtain∣∣∣∣14 − 3

4

∣∣∣∣ ≥ 1

2
max

{∣∣∣∣0− 1

8

∣∣∣∣ , ∣∣∣∣0− 1

4

∣∣∣∣ , ∣∣∣∣18 − 3

4

∣∣∣∣ , 12
[∣∣0− 3

4

∣∣+ ∣∣ 1
8
− 1

4

∣∣
2

]}

=
1

2
max

{
1

8
,
1

4
,
5

8
,
7

32

}
=

5

16
.
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This shows that the condition of Theorem 2.2 is not satisfied. Similarly, let N∗
d (x, y) has

coefficients of µ = 1
6
, a = β = 0 and T be defined as in (2.4). Then we get Tx = 1

4
for

x = 0 and Ty = 3
4
for y = 1

8
. Hence we get∣∣∣∣14 − 3

4

∣∣∣∣ ≥ 1

6
max

{∣∣∣∣0− 1

4

∣∣∣∣ , ∣∣∣∣18 − 3

4

∣∣∣∣ , 1
8

1 + 1
8

,
1
8

1 + 1
8

,
1
2

1 + 1
2

}
=

1

6
max

{
1

4
,
5

8
,
1

9
,
1

9
,
1

3

}
=

5

48
.

This shows that the condition of Theorem 2.2 is not satisfied and hence we deduce that
the converse statement of Theorem 2.2 is not true everywhen.

3. New types of Fc-contractions

In this section, we obtain new fixed-circle results using the numbers Nd (x, y)
and Md (x, y) given in (1.1) and (1.2), respectively. We define new types of Fc-
contractions.

Definition 3.1. Let (X, d) be a metric space, T be a self-mapping on X and the
coefficients of the number Nd (x, y) given in (1.1) be chosen such that 0 ≤ θ <
1, α, β, µ ∈ R+ and α + β + µ ∈ (0, 1]. If there exists F ∈ F , τ > 0 and x0 ∈ X
such that for all x ∈ X the following holds

d (Tx, x) > 0 ⇒ τ + F (d (Tx, x)) ≤ F (Nd (x, x0)) ,

then the self-mapping T is called an FN
c -contraction on X.

From now on, we will use the number r defined below:

r = inf {d (Tx, x) : x ∈ X,x ̸= Tx} .(3.1)

Using the notion of an FN
c -contraction, we give the following fixed-circle theo-

rem.

Theorem 3.1. Let (X, d) be a metric space, T be an FN
c -contraction with x0 ∈ X

and r be defined as in (3.1). If d (Tx, x0) ≤ r for all x ∈ Cx0,r then, the set Fix (T )
contains the circle Cx0,r. Furthermore, if d (Tx, x0) ≤ r for all Dx0,r then we have
Dx0,r ⊂ Fix (T ).

Proof. Assume that Tx0 ̸= x0. From the definition of an FN
c -contraction, we find

d (Tx0, x0) > 0 ⇒ τ + F (d (Tx0, x0)) ≤ F (Nd (x0, x0)) = F ((α+ β + µ) d (x0, Tx0))

≤ F (d (x0, Tx0)) .

This is a contradiction since τ > 0 and so, it should be Tx0 = x0. Let x ∈ Cx0,r

be any point. If Tx ̸= x then d (x, Tx) ̸= 0 and by the definition of r, we have
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d (x, Tx) ≥ r. Hence, using FN
c -contractive property, the hypothesis d (Tx, x0) ≤ r

and the fact x0 ∈ Fix(T ), we get

F (r) ≤ F (d (x, Tx)) ≤ F (Nd (x, x0))− τ < F (Nd (x, x0))

= F


αmax {d (x, Tx) , d (x0, Tx0)}

+βmax
{
d (x, x0) , d (x, Tx) , d (x0, Tx0) , θ

d(x,Tx0)+d(x0,Tx)
2

}
+µmax

{
d (x, Tx) , d (x0, Tx0) ,

d(x,x0)d(x0,Tx0)
1+d(x,Tx) , d(x,x0)d(x0,Tx0)

1+d(Tx,Tx0)

}


≤ F

(
αmax {d (x, Tx) , 0}+ βmax

{
r, d (x, Tx) , 0, θ 2r

2

}
+µmax {d (x, Tx) , 0, 0, 0}

)
≤ F ((α+ β + µ) d (x, Tx))

≤ F (d (x, Tx)) .

This is a contradiction. Therefore, we find d (x, Tx) = 0 and so Tx = x. Since
the point x ∈ Cx0,r is arbitrary, we deduce that the set Fix (T ) contains the circle
Cx0,r.

Now, we prove that the set Fix (T ) contains the disc Dx0,r under the hypothesis
d (Tx, x0) ≤ r for all x ∈ Dx0,r. Similarly, for any x ∈ Dx0,r with Tx ̸= x, by the
FN
c -contractive property and the hypothesis d (Tx, x0) ≤ r, we get

F (d (x, Tx)) ≤ F (Nd (x, x0))− τ < F (Nd (x, x0)) < F (d (x, Tx)) .

Again, this contradiction requires d (x, Tx) = 0 and so Tx = x. Consequently, we
have Dx0,r ⊂ Fix (T ).

Now we give an example for Theorem 3.1.

Example 3.1. Let the set X be defined as follows and the metric d be the usual metric
on X :

X =
{
0, 4, e, e2, e4, e8, e8 − 4, e8 + 4, e16, e16 − 4, e16 + 4, e16 − e8 + 4, e16 + e8 + 4

}
Let the self-mapping T be defined as follows

Tx =

{
e8 + 4 ; x = 4

x ; x ̸= 4
,

for all x ∈ X. Then, the self-mapping T is an FN
c -contractive self-mapping with F =

lnx+ x, τ = β, x0 = e16 + 4 and a number Nd (x, y) with the coefficients be chosen such
that α+ β+µ = 1. Indeed, we get d (Tx, x) = e8 and d (x, x0) = e16 for x = 4. Hence, we
obtain

β + 8 + e8 < β
(
e16 − e8

)
+ (α+ β + µ) e8 + ln

(
αe8 + βe8 + µe8

)
< αe8 + βe16 + µe8 + ln

(
αe8 + βe16 + µe8

)
= F

(
αe8 + βe16 + µe8

)
= F

 αmax
{
e8, 0

}
+ βmax

{
e16, e8, 0, θ

(2e16−e8)
2

}
+µmax

{
e8, 0, e16.0

1+e8
, e16.0
1+e16−e8

}
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and hence
τ + F (d (Tx, x)) ≤ F (Nd (x, x0)) .

By the definition of r, we get

r = min {d (Tx, x) : x ∈ X,x ̸= Tx} = e8.

Clearly, Fix (T ) contains the circle

Ce16+4,e8 =
{
e16 − e8 + 4, e16 + e8 + 4

}
and the disc

De16+4,e8 =
{
e16, e16 − 4, e16 + 4, e16 − e8 + 4, e16 + e8 + 4

}
.

Now we give an example which shows that the converse statement of Theorem
3.1 is not always true.

Example 3.2. Let (C, d) be the usual metric space and the self-mapping Tξ be defined
as follows:

Tξz =

{
z ; |z − 1| ≤ ξ
1 ; |z − 1| > ξ

,

for all complex numbers z ∈ C and the number ξ > 0 .

We show that the self-mapping Tξ is not an FN
c -contractive self-mapping for the point

z0 = 1. If |z − 1| > ξ for z ∈ C, by the FN
c -contraction definition, we get

d (z, Tξz) = d (z, 1) > 0 ⇒ τ + F (d (z, 1)) ≤ F (Nd (z, 1))

= F


αmax {d (z, Tξz) , d (1, Tξ1)}

+βmax

{
d (z, 1) , d (z, Tξz) , d (1, Tξ1) , θ

(d(z,Tξ1)+d(1,Tξz))
2

}
+µmax

{
d (z, Tξz) , d (1, Tξ1) ,

d(z,1)d(1,Tξ1)
1+d(z,Tξz)

,
d(z,1)d(1,Tξ1)
1+d(Tξz,Tξ1)

}


= F ((α+ β + µ) d (z, 1))

≤ F (d (z, 1)) .

This is a contradiction since τ > 0. Consequently, the self-mapping Tξ is not an FN
c -

contractive self-mapping but Fix (Tξ) contains all circles C1,ρ for ρ ≤ ξ.

Now we give the following definition.

Definition 3.2. Let (X, d) be a metric space, T be a self-mapping on X and the
coefficients of the number Md (x, y) given in (1.2) be chosen such that α, β, µ ∈ R+

and α + β + µ ∈ (0, 1]. If there exists F ∈ F , τ > 0 and x0 ∈ X such that for all
x ∈ X the following holds

d (Tx, x) > 0 ⇒ τ + F (d (Tx, x)) ≤ F (Md (x, x0)) ,

then the self-mapping T is called FM
c -contraction on X.

We give the following theorem using the FM
c -contractive property.
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Theorem 3.2. Let (X, d) be a metric space, T be an FM
c -contractive self-mapping

with x0 ∈ X and r be defined as in (3.1). If d (Tx, x0) ≤ r for all x ∈ Cx0,r, the set
Fix (T ) contains the circle Cx0,r. Furthermore, if d (Tx, x0) ≤ r for all x ∈ Dx0,r

then we have Dx0,r ⊂ Fix (T ).

Proof. First, assume that Tx0 ̸= x0. By the definition of an FM
c -contraction, we

find

d (Tx0, x0) > 0 ⇒ τ + F (d (Tx0, x0)) ≤ F (Md (x0, x0))

= F


αmax {d (x0, Tx0) , d (x0, Tx0)}

+βmax

{
d (x0, x0) , d (x0, Tx0) , d (x0, Tx0) ,

d(x0,Tx0)+d(x0,Tx0)
2

}
+µmax

{
d (x0, x0) , d (x0, Tx0) , d (x0, Tx0) ,

d(x0,Tx0)(d(x0,Tx0)+d(x0,Tx0))
1+d(x0,Tx0)+d(x0,Tx0)

}


= F ((α+ β + µ) d (x0, Tx0))

≤ F (d (x0, Tx0)) .

This is a contradiction since τ > 0 and so it should be Tx0 = x0.

Let x ∈ Cx0,r be any point. If Tx ̸= x, by the definition of r, we have d (x, Tx) ≥
r. Hence, using the FM

c -contractive property, the hypothesis d (Tx, x0) ≤ r and the
fact Tx0 = x0, we get

F (r) ≤ F (d (x, Tx)) ≤ F (Md (x, x0))− τ < F (Md (x, x0))

= F


αmax {d (x, Tx) , d (x0, Tx0)}

+βmax
{
d (x, x0) , d (x, Tx) , d (x0, Tx0) ,

d(x,Tx0)+d(x0,Tx)
2

}
+µmax

{
d (x, x0) , d (x, Tx) , d (x0, Tx0) ,

d(x0,Tx0)(d(x,Tx0)+d(x0,Tx))
1+d(x,Tx)+d(x0,Tx0)

}


≤ F

(
αmax {d (x, Tx) , 0}+ βmax {r, d (x, Tx) , 0, r}

+µmax {r, d (x, Tx) , 0, 0}

)
≤ F ((α+ β + µ) d (x, Tx))

≤ F (d (x, Tx)) .

This is a contradiction. Therefore, we find d (x, Tx) = 0 and so Tx = x. Conse-
quently, Fix (T ) contains the circle Cx0,r.

Now, we prove that Fix (T ) contains the discDx0,r under the hypothesis d (Tx, x0) ≤
r for all x ∈ Dx0,r. Again, using the FM

c -contractive property and the hypothesis,
we obtain

F (d (x, Tx)) ≤ F (Md (x, x0))− τ < F (Md (x, x0)) < F (d (x, Tx)) .

This is a contradiction. Therefore, d (x, Tx) = 0 and so Tx = x. Consequently, we
have Dx0,r ⊂ Fix (T ).
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Example 3.3. Let X = (0,∞) and (X, d) be the usual metric space. Consider the
self-mapping T defined by

Tx =

{
x ; x ≥ 1
2 ; x < 1

.

It is easy to check that the self-mapping T is an FM
c -contractive self-mapping with F =

lnx, τ = ln 3
2
and x0 = 6 and the number Md (x, y) with the coefficients α = 2

3
, β = 0, µ =

1
3
. We have

r = min {d (Tx, x) : x < 1} = 1.

Clearly, we have Fix(T ) = [1,∞) and this set contains the disc D6,1 = [5, 7].

Now, we obtain another fixed circle theorem with a different technique using the
number N1

d (x, y) defined by

N1
d (x, y) = αmax {d (x, y) , d (x, Tx) , d (y, Ty)}

+βmax

{
d (x, y) , d (x, Tx) , d (y, Ty) , θ

d (x, Ty) + d (y, Tx)

2

}
+µmax

{
d (x, y) , d (x, Tx) , d (y, Ty) ,

d (x, y) d (y, Ty)

1 + d (x, Tx)
,
d (x, y) d (y, Ty)

1 + d (Tx, Ty)

}
,

where α, β, µ ∈ R+ with α+ β + µ = 1 and 0 ≤ θ < 1.

Theorem 3.3. Let (X, d) be a metric space, T be a self-mapping on X, the number
r be defined as in (3.1). Consider the number N1

d (x, y) with the coefficients α, β, µ ∈
R+ with α + β + µ = 1 and 0 ≤ θ < 1. If there exists some x0 ∈ X satisfying the
following two conditions, then we have Tx0 = x0 and the set Fix (T ) contains the
circle Cx0,r :

(1) For all x ∈ Cx0,r, there exists δ (r) > 0 such that

r ≤ N1
d (x, x0) < r + δ (r) ⇒ d (Tx, x0) ≤ r,

(2) For all x ∈ X,

d (Tx, x) > 0 ⇒ d (Tx, x) ≤ ϕ
(
N1

d (x, x0)
)
,

where ϕ : R+ → R is such that ϕ (t) < t, for each t > 0.

Proof. First, we show that Tx0 = x0. Suppose that Tx0 ̸= x0. Using the condition
(2), we get

d (Tx0, x0) ≤ ϕ
(
N1

d (x0, x0)
)

< N1
d (x0, x0) = (α+ β + µ) d (x0, Tx0) = d (x0, Tx0) ,

a contradiction. Hence we have Tx0 = x0.
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Let x ∈ Cx0,r be any point. Suppose that Tx ̸= x. Then using the condition
(2), we get

d (Tx, x) ≤ ϕ
(
N1

d (x, x0)
)

< N1
d (x, x0) = αmax {d (x, x0) , d (x, Tx) , d (x0, Tx0)}

+ βmax

{
d (x, x0) , d (x, Tx) , d (x0, Tx0) , θ

(d (x, Tx0) + d (x0, Tx))

2

}
+ µmax

{
d (x, x0) , d (x, Tx) , d (x0, Tx0) ,

d (x, x0) d (x0, Tx0)

1 + d (x, Tx)
,

d (x, x0) d (x0, Tx0)

1 + d (Tx, Tx0)

}
.

Using the fact that Tx0 = x0, we obtain

d (Tx, x) < αmax {r, d (x, Tx) , 0}+ βmax

{
r, d (x, Tx) , 0, θ

(r + d (x0, Tx))

2

}
+µmax {r, d (x, Tx) , 0, 0, 0} .

Using the condition (1), we have

θ
r + d (x0, Tx)

2
≤ r

and so we get
d (Tx, x) < (α+ β + µ) d (Tx, x) = d (Tx, x) ,

which is a contradiction. Consequently, we have Tx = x and Fix (T ) contains the
circle Cx0,r.

Now we give an example for Theorem 3.3.

Example 3.4. Let the set P = {x ∈ C : |x| = 2} be the metric space with the usual
metric and the self mapping T be defined by

Tx =

{
kx ; 0 ≤ arg (x) < π

3

x ; π
3
≤ arg (x) < 2π

,

for all x ∈ P , where

arg (kx) = arg (x) +
5π

3
, |kx| = 2.

Then the self-mapping T satisfies the conditions of Theorem 3.3 with ϕ (t) =
√
3

2
t, δ (r) = r,

x0 = −2 and r = 2.

Let arg (kx) = 2π − β and arg (x) = α for any Tx ̸= x, then we get 0 ≤ α < π
3
and

2π − β = α+ 5π
3
. Hence we obtain

α+ β =
π

3
.
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For any point x with Tx ̸= x, we get

|x− kx| =

√
(2 cosα− 2 cosβ)2 + (2 sinα+ 2 sinβ)2

=

√
4 cos2 α− 8 cosα cosβ + 4 cos2 β + 4 sin2 α+ 8 sinα sinβ + 4 sin2 β

=
√

8− 8 (cosα cosβ − sinα sinβ)

=
√

8− 8 cos (α+ β) =

√
8− 8

1

2
= 2.

Now we shall determine the elements of the circle C−2,2 = {x ∈ P : d (x,−2) = 2}. Since
x = 2eiθ that

d (x,−2) = |x+ 2| =
√

(2 cos θ + 2)2 + (2 sin θ)2 = 2.

Then we get 4 cos2 θ + 8 cos θ + 4 + 4 sin2 θ = 4, cos θ = − 1
2
, θ1 = 2π

3
, θ2 = 4π

3
and

C−2,2 =
{
2ei

2π
3 , 2ei

4π
3

}
. Calculating the number N1

d (x,−2) for x ∈ C−2,2 we get

N1
d (x,−2) = αmax {d (x,−2) , d (x, Tx)}

+βmax

{
d (x,−2) , d (x, Tx) , θ

(d (x,−2) + d (Tx,−2))

2

}
+µmax {d (x,−2) , d (x, Tx)}

= (α+ β + µ) d (x,−2) = 2

and

2 ≤ Nd (x,−2) ≤ 4 ⇒ d (Tx,−2) ≤ 2.

So, the condition (1) of the Theorem 3.3 is satisfied.

Now we show that if the argument of x approaches to 0, then d (x,−2) is increasing.
We have

d (x,−2) = |x+ 2| =
√

(2 cosα+ 2)2 + (2 sinα)2

=
√

4 cos2 α+ 8 cosα+ 4 + 4 sin2 α

=
√
8 cosα+ 8.

Hence for α → 0 we get d (x,−2) > 2
√
3. Consequently, we obtain

2 = d (Tx, x) ≤
√
3

2
Nd (x,−2)

= αmax {d (x,−2) , d (x, Tx)}+ βmax

{
d (x,−2) , d (x, Tx) , θ

(d (x,−2) + d (Tx,−2))

2

}
+µmax {d (x,−2) , d (x, Tx)}

and so the condition (2) of the Theorem 3.3 is satisfied.

Remark 3.1. The converse statement of Theorem 3.3 is not always true. Let the self-
mapping T be as in Example in 3.2. Since d (Tz, z) > 0 for |z − 1| > ξ, we get

d (Tz, z) = d (1, z)
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≤ ϕ (Nd (z, 1))

= ϕ


αmax {d (z, 1) , d (z, Tz) , d (1, T1)}

+βmax
{
d (z, 1) , d (z, Tz) , d (1, T1) , θ (d(z,T1)+d(1,Tz))

2

}
+µmax

{
d (z, 1) , d (z, Tz) , d (1, T1) , d(z,1)d(1,T1)

1+d(z,Tz)
, d(z,1)d(1,T1)

1+d(Tz,T1)

}


= ϕ (d (z, 1))

< d (z, 1) ,

which is a contradiction. Hence the self-mapping T does not satisfy the condition (2) of
Theorem 3.3 but C1,ξ is a fixed circle of T . Moreover, the self-mapping T fixes the disc
D1,ξ.

Now we give another fixed-circle theorem using a classical technique.

Theorem 3.4. Let (X, d) be a metric space and Cx0,r be any circle on X. Let us
define the mapping

φ : X → [0,∞) , φ (x) = d (x, x0) ,

for all x ∈ X. If there exists a self-mapping T : X → X satisfying

(1) d (x, Tx) ≤ max {φ (x) , φ (Tx)} − r,

(2) d (Tx, x0)− hd (x, Tx) ≤ r,

for all x ∈ Cx0,r and h ∈ [0, 1), then Cx0,r is a fixed circle of T .

Proof. Let x ∈ Cx0,r be an arbitrary point. If max {φ (x) , φ (Tx)} = φ (x) then
using the condition (1) we have

d (x, Tx) ≤ max {φ (x) , φ (Tx)} − r = φ (x)− r = r − r = 0

and so d (x, Tx) = 0. Hence we get Tx = x.

If max {φ (x) , φ (Tx)} = φ (Tx) then we obtain

d (x, Tx) ≤ max {φ (x) , φ (Tx)} − r = φ (Tx)− r,

and using the condition (2) we find

d (x, Tx) ≤ φ (Tx)− r ≤ hd (x, Tx) + r − r = hd (x, Tx) .

This implies d (x, Tx) = 0 since h ∈ [0, 1). Hence, we get Tx = x.

Consequently, Cx0,r is a fixed circle of T .

We give some illustrative examples.

Example 3.5. Let X = R be the metric space with the usual metric. Let us consider
the circle C0,5 and define the self-mapping T : R → R as

Tx =

 1 ; x ∈
{
− 10√

5
, 1
}

10x+25
√
5√

5x+10
; x ∈ R\

{
− 10√

5
, 1
} ,
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for all x ∈ R. Then the self-mapping T satisfies the conditions (1) and (2) in Theorem 3.4.
Hence C0,5 is a fixed circle of T . Notice that C3,2 is another fixed circle of T and so the
number of the fixed circles need not be unique for a given self-mapping.

Example 3.6. Let X = R be the usual metric space. Let us consider the circle C0,4 and
define the self-mapping T : R → R as

Tx =

{
10x+40

√
5√

5x+4
; x ∈ (−5, 5)

15 ; otherwise
,

for all x ∈ R. Then the self-mapping T satisfies the condition (1) but does not satisfy the
condition (2) in Theorem 3.4. Clearly, C0,4 is not a fixed circle of T . This example shows
the importance of the condition (2) of Theorem 3.4.

In the following example, we give an example of a self-mapping which satisfies
the condition (2) and does not satisfy the condition (1) of Theorem 3.4.

Example 3.7. Let X = C be the metric space with the usual metric. Let us consider
the circle C0,10 and define the self-mapping T : C → C by

Tx =

{
Re (z) + i Im(z)

2
; Im (z) ≥ 0

Re (z)− i Im(z)
2

; Im (z) < 0
,

for all z ∈ C. Then it is easy to check that the self-mapping T satisfies the condition (2)
but does not satisfy the condition (1) of Theorem 3.4. Clearly, C0,10 is not a fixed circle
of T .

Now we use Theorem 2.2 to obtain a uniqueness theorem for fixed circles of
self-mappings.

Theorem 3.5. (X, d) be a metric space and T : X → X be a self-mapping with
the fixed-circle Cx0,r. If the contractive condition (2.3) is satisfied for all x ∈ Cx0,r,
y ∈ X\Cx0,r by T then Cx0,r is the unique fixed circle of T .

Proof. Assume that there exist two fixed circles Cx0,r and Cx0,ρ of the self-mapping
T . Let x ∈ Cx0,r and y ∈ Cx0,ρ be arbitrary points with x ̸= y. If the contractive
condition (2.3) is satisfied by T then we obtain

d (x, y) = d (Tx, Ty) ≤ N∗
d (x, y)

= αmax {d (x, Tx) , d (y, Ty)}+ βmax

{
d (x, y) , d (x, Tx) , d (y, Ty) ,

θ d(x,Ty)+d(y,Tx)
2

}
+µmax

{
d (x, Tx) , d (y, Ty) ,

d (x, y)

1 + d (x, y)
,

d (y, Tx)

1 + d (y, Tx)
,

d (Tx, Ty)

1 + d (Tx, Ty)

}
= βd (x, y) + µ

d (x, y)

1 + d (x, y)

≤ (α+ β + µ) d (x, y)

= d (x, y) ,
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which is a contradiction. Hence, we get x = y. Consequently, Cx0,r is the unique
fixed circle of T .

Finally, we note that the identity map IX : X → X, defined by IX (x) = x for
all x ∈ X, satisfies the conditions of Theorem 3.4 (resp. Theorem 3.1, Theorem 3.2
and Theorem 3.3). Now, we determine a condition which excludes the identity map
in Theorem 3.4 (resp. Theorem 3.1, Theorem 3.2 and Theorem 3.3).

Theorem 3.6. Let (X, d) be a metric space, T : X → X be a self-mapping and
the mapping ψr : R+ → R (r > 0) be defined as follows:

ψr (k) =

{
k − 2r ; k > 0

0 ; k = 0
,

for all k ∈ R+. The self-mapping T : X → X satisfies the condition

d (x, Tx) < ψr (d (x, Tx)) + 2r(3.2)

for all x ∈ X if and only if T = IX .

Proof. Let x ∈ X be any point and assume that Tx ̸= x. Using the inequality (3.2),
we get

d (x, Tx) < ψr (d (x, Tx)) + 2r = d (x, Tx)− 2r + 2r = d (x, Tx) ,

a contradiction. Then, we have Tx = x and hence T = IX .

Conversely, it is clear that the identity map IX satisfies the inequality (3.2).

Corollary 3.1. If a self-mapping T : X → X satisfies the conditions of Theorem
3.4 (resp. Theorem 3.1, Theorem 3.2 and Theorem 3.3) and does not satisfy the
inequality (3.2) then T ̸= IX .

4. An overview of activation functions

Several fixed point results such as Banach fixed point theorem and Brouwer’s fixed
point theorem have been extensively used in the theoretical studies of neural net-
works. It is well known that the type of activation functions plays an important
role in the multistability analysis of neural networks. Especially, continuity and
discontinuity of activation functions are crucial (see, for example, [11, 17, 18, 19]
and the references therein). Geometric viewpoint is also an efficient tool for many
studies. For example, using the Brouwer’s Fixed Point Theorem and a geometric
approach to locate where the fixed points are, the existence of a fixed point for
every recurrent neural network was proved [13].

In this section, we consider some continuous and discontinuous activation func-
tions used in the artificial neural networks and associate them with the results we
have obtained. First, we give the following proposition to determine discontinuity
(or continuity) of a self-mapping T on its fixed points without any hypothesis on
the metric space and the self-mapping.
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Proposition 4.1. Let (X, d) be a metric space and T be a self-mapping on X.
Then T is continuous at z ∈ Fix (T ) if and only if limx→z Nd (x, z) = 0.

Gaussian-wavelet-type functions are one of the classes of activation functions
used in the study of neural networks to increase the storage capacity of the neural
network (see for example [18] and [19]). Gaussian-wavelet-type functions are defined
by

fi (x) =


ui , −∞ < x < pi

li,1x+ ci,1 , pi ≤ x ≤ ri
li,2x+ ci,2 , ri < x < qi
li,3x+ ci,3 , qi ≤ x ≤ si

vi , si < x < +∞

,(4.1)

where pi, ri, qi, si, ui, vi, li,1, li,2, li,3, ci,1, ci,2 and ci,3 are constants with −∞ <
pi < ri < qi < si < +∞, li,1 > 0, li,2 < 0, li,3 > 0, i = 1, 2, · · · , n.

In [17], it was shown that the storage capacity of the neural networks can be
considerably expanded by use of discontinuous activation functions. Brouwer’s fixed
point theorem is used to establish the existence of multiple equilibrium points for
neural networks considered in [17]. The following class of discontinuous nonmono-
tonic piecewise linear activation functions is introduced in [17] :

fi (x) =


ui , −∞ < x < pi

li,1x+ ci,1 , pi ≤ x ≤ ri
li,2x+ ci,2 , ri < x ≤ qi

vi , qi < x < +∞

,(4.2)

where pi, ri, qi, ui, vi, li,1, li,2, ci,1 and ci,2 are constants with −∞ < pi < ri < qi <
+∞, li,1 > 0, li,2 < 0, ui = fi (pi) = fi (qi), fi (ri) = li,2ri + ci,2 and vi > fi (ri),
i = 1, 2, · · · , n.

Let X = R and the function d : X2 → R be defined by d (x, y) = |x− y| +
||x| − |y|| for all x, y ∈ R. Then the function d : X2 → R is a metric on R. Now,
we consider the circle C2,4. We get

C2,4 = {4} ∪ [−2, 0] .

By choosing pi = −2, ri = 0, qi = 2, si = 4, ui = −2, vi = 4, li,1 = 1, li,2 = −1,
li,3 = 5

2 , ci,1 = 0, ci,2 = 1 and ci,3 = −6, we get the following discontinuous
activation function f1 (x) belonging to the class defined in (4.1) :

f1 (x) =


−2 , −∞ < x < −2
x , −2 ≤ x ≤ 0

−x+ 1 , 0 < x < 2
5
2x− 6 , 2 ≤ x ≤ 4

4 , 4 < x < +∞

.
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Obviously, we get C2,4 = Fix (f1 (x)). The continuous activation function f1 (x)
does not satisfy the conditions of Theorem 3.1, Theorem 3.2 and Theorem 3.3 but
satisfies the conditions of Theorem 3.4. We determine the continuity of f1 (x)
at its fixed points by use of the number Nd (x, y). For any t ∈ [−2, 0], we have
limx→tNd (x, t) = 0 and hence f1 (x) is continuous at x = t. Also, we have
limx→4Nd (x, 4) = 0 and hence f1 (x) is continuous at x = 4.

By choosing pi = −5, ri = −3, qi = −2, ui = −2, vi = 10, li,1 = 1, li,2 = −2,
ci,1 = +3, ci,2 = −6 and vi = 10, we get the following discontinuous activation
function f2 (x) belonging to the class (4.2) :

f2 (x) =


−2 , −∞ < x < −5
x+ 3 , −5 ≤ x ≤ −3

−2x− 6 , −3 < x ≤ −2
10 , −2 < x < +∞

.

Now we consider the usual metric on R and the circle C4,6 = {−2, 10}. Obviously
we get C4,6 = Fix (f2 (x)). The discontinuous activation function f2 (x) does not
satisfy the conditions of Theorem 3.1, Theorem 3.2 and Theorem 3.3 but satisfies
the conditions of Theorem 3.4. Since limx→−2Nd (x,−2) does not exist, f2 (x) is
discontinuous at x = −2. We have limx→10Nd (x, 10) = 0 and hence f2 (x) is
continuous at x = 10.

These examples show the effectiveness of our theoretical results for contribution
to the study of neural networks in the context of designing a new neural network
with a more generalized activation function. Similar results can be investigated
based on new contractions, and their possible applications can be discussed (see,
for example [1]).
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8. U. Çelik and N. Özgür: A new solution to the discontinuity problem on metric
spaces. Turkish J. Math 44 (2020), 1115–1126.
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23. N. Taş and N. Özgür: A new contribution to discontinuity at fixed point. Fixed Point
Theory 20 (2019), 715–728.

24. A. Tomar, J. Meena and S. K. Padaliya: Fixed point to fixed circle and activation
function in partial metric space. J. Appl. Anal. 28 (2022), 57–66.
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