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SUMMARY

This paper presents new developments on a weakly-intrusive approach for the simplified implementation
of space and time multiscale methods within an explicit dynamics software. The “substitution” method
proposed in previous works allows to take advantage of a global coarse model, typically used in an industrial
context, running separate, refined in space and in time, local analyses only where needed. The proposed
technique is iterative, but the explicit character of the method allows to perform the global computation
only once per global time step, while a repeated solution is required for the small local problems only.
Nevertheless, a desirable goal is to reach convergence with a reduced number of iterations. To this purpose,
we propose here a new iterative algorithm based on an improved interface inertia operator. The new operator
exploits a combined property of velocity Hermite time interpolation on the interface and of the central
difference integration scheme, allowing the consistent upscaling of interface inertia contributions from the
lower scale. This property is exploited to construct an improved mass matrix operator for the interface
coupling, allowing to significantly enhance the convergence rate. The efficiency and robustness of the
procedure is demonstrated through several examples of growing complexity.
Copyright c⃝ 2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION

When dealing with large problems, a common engineering practice is to start by a global
(macroscale) analysis of the structure in order to localize the potential area of stress concentration,
possibly giving rise to non-linearity and failure. The problem is then re-analyzed. A first approach is
to define an updated finite element model taking into account nonlinearity and fine structural details,
and to run the full model again. Nevertheless, this procedure can be very costly and, therefore,
sub-modeling is often used. The method consists in a re-analysis of the local (microscale) area
of interest, to which suitable boundary conditions, deduced from the global analysis, are applied.
Although widely available in commercial codes and numerically efficient, sub-modeling suffers
from a strong limitation: it ignores the effect of the local response on the global structural behavior.
As a consequence, it cannot assess phenomena such as stress redistributions and tend to introduce
uncontrolled errors due to the inaccuracy of local boundary conditions. This is one of the reasons
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2 BETTINOTTI ET AL.

why concurrent multiscale methods in space [1, 2, 3, 4, 5] but also in time [6, 7] have been the
subject of intensive research in recent years. To deal with damage and delamination, which is one
of the motivations of this work in the case of impact [8], specific extensions of previous multiscale
approaches have been developed [9, 10, 11, 12, 13].

In the case of dynamics, monolithic strategies were first proposed (e.g. implicit-explicit
algorithms [14, 15] or multi-time-step methods [16, 17]). More recently, non-overlapping dual
domain decomposition methods [18, 19, 20], mixed [21] or overlapping methods like in the Arlequin
framework [22] have been developed. A quite demanding aspect of those methods is the need to
partition the global mesh and to establish interface conditions between adjacent subdomains. This is
usually a complex operation to be implemented in a commercial code, often requiring a substantial
modification of the code architecture (for this reason we use the word “intrusive”). Moreover, this
operation should be performed a large number of times in the case of problems where the domain
to be refined evolves in time.

The main goal of the non-intrusive approach proposed in [23], which will be hereafter referred to
as “substitution” method, is to avoid this operation, though at the price of iterations. The approach is
said to be non-intrusive, because data exchanges between the global analysis and the locally refined
one concern only nodal velocities and forces at the interface, quantities which are easily accessible
in commercial codes. The versatility of the approach is such that, in principle, different codes could
be used to solve the problems defined at the different scales. The method has already proved its
efficiency in allowing the use in commercial finite element codes of advanced techniques such as,
e.g., XFEM [24].

First developed in statics, non-intrusive approaches have attracted attention also in dynamics. For
example, for thermal shock problems [25, 26], a non-intrusive version of the Generalized Finite
Element Method (GFEM) was proposed. Recently, a proposal for simplifying the use of the non-
overlapping dual domain decomposition methods [19] in the case where two different codes are used
was presented in [27]. The search of non-intrusivity is in this case focused on the programming of
data exchanges between the two codes.

As in statics, the dynamics version [28] of the substitution method consists of an iterative coupling
between a global analysis of the entire structure and a refined local analysis restricted to the regions
of interest. An appealing feature of the proposed approach in explicit dynamics is that the global
problem analysis has to be performed only once per global time step. Iterations have to been carried
out only on the local region of interest. This is in contrast to the implicit case, where iterations
involve repeated global analyses. This is for example the case of global-local approaches [29, 30]
which motivates the development of non-intrusive acceleration techniques [31, 24].

The iterative process is substantially different in statics and in explicit dynamics. In the latter case,
conditional stability of the time integration scheme requires very small time steps and the number
of operations to be carried out at each time step turns out to be critical from the computational
standpoint. Therefore the number of iterations has to be kept as small as possible, which is the
concern of this paper. To this purpose, the fixed point algorithm proposed in [28] has been revisited
and improved in two aspects. The first one consists of an improved initialization of the time step
algorithm, taking into account the result of the previous global time step. This always allows to
reduce the number of iterations, up to a factor of two, depending on the test case. The second aspect
concerns a new definition of the inertia interface operator, which is the core of the paper.

The inertia interface operator carries interface information from the micro- to the macro-scale
and its definition is based on a peculiar property of the time interpolation scheme of the interface
velocities. In [28] it was shown that a stable formulation could be achieved through a Hermite
interpolation in time of the interface macroscale velocities. This implied to express interface
velocities in terms of velocities and accelerations at the beginning and at the end of the global time
step. In this paper we show that assigning velocities interpolated in this way as boundary conditions
on the local problem implies that not only velocities, but also accelerations on the interface coincide
at the local and global scale at the end of the global time step. The fact that inertia forces at the local
and global scale originate from identical acceleration histories, allows to derive an inertia interface
operator (in other words a modified mass matrix) at the global scale, implementing the coupling
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A FAST WEAKLY-INTRUSIVE MULTISCALE METHOD IN EXPLICIT DYNAMICS 3

between the two scales in a way consistent with the adopted time and space discretization. When
using this operator, the rate of convergence is roughly increased by a factor 3, leading to a reduced
number of iterations per global time step, usually between 1 and 3 for the different tests conducted
so far.

The paper is organized as follows. In Section 2, the algebraic reference multiscale problem is
formulated. The time and space up-scaling and down-scaling operators are introduced. Then the
acceleration compatibility property across the scales is derived. Since communication between the
scales takes place at the interface between the region of interest and the rest of the structure, special
attention is devoted to the derivation of the interface conditions, which are at the foundation of the
problem formulation. In Section 3, the main concepts of the substitution methods are presented
along with the equations to be satisfied by the method. In Section 4, the associated iterative scheme
is described. Section 5 is devoted to examples of various nature obtained by means of a Matlab
prototype. In the first example, results obtained with the proposed scheme are compared to those
obtained using the algorithm presented in [28]. Then the method is applied to two other types of
problems. In the first type, inhomogeneities not considered in the global model are introduced in the
local problem. The results confirm the robustness of the method also in cases where the global model
is far to be equivalent to the local one. The last example concerns the propagation of delamination,
showing the possibility to use the method in an adaptive way, keeping the same global model and
varying the definition of the local problem, depending on the history of deformation of the structure.

2. REFERENCE PROBLEM

For the presentation of the method, use will be made of a problem of the type shown in Figure 1,
which will be referred to as the “reference problem”. It consists of a simple structure composed of
two parts. The part on the left, referred to in what follows as the “local” region and denoted by Ωℓ,
is characterized by fine features, such as, e.g., small geometric details, microvoids or microcracks,
highly localized loading conditions, structured material and so on, which require a fine resolution
both in time and in space. The part on the right, referred to as the “complementary” part and denoted
by Ωc, requires only a coarse resolution, both in space and in time, such as in the case of regular
geometry, smoothly distributed loading, homogeneous material.

Figure 1. Structural problem to be analyzed, exhibiting two geometric and temporal scales.

We assume that the problem has been discretized using a displacement-based finite element
method using a heterogeneous mesh. The fine mesh, referred to as “local mesh”, is constructed
in such a way that the nodes on Γ of the coarse mesh, referred to as “complementary mesh”, are
always matched by a corresponding node of the local mesh in Figure 2.

The problem is solved integrating the motion using an explicit central difference scheme. The
different time scales of the two regions require different time steps to properly resolve the dominant
frequencies of each region. Furthermore, since only conditional stability is guaranteed by the central
difference method, the smaller mesh size leads to a smaller critical time step. We define ∆tℓ and ∆tc
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4 BETTINOTTI ET AL.

(a) spatial mesh

(b) temporal discretization

Figure 2. Heterogeneous discretization in space and time of reference problem.

the time steps used in the two regions. Although not required, in order to simplify the discussion,
they are chosen such that ∆tc = M∆tℓ, where M is a integer greater than 1 (Figure 2).

2.1. Space and time down- and up-scaling operators and associated properties

Kinematic compatibility along the interface Γ between the two regions is enforced at the nodes of
the coarse mesh. Velocities of the remaining nodes of the local mesh on Γ are obtained by means
of linear interpolation of velocities of the nodes of the complementary mesh. Denoting by Vℓ,Γ and
Vc,Γ velocities at nodes of the local and complementary meshes, respectively, on Γ, we set

Vℓ,Γ = Π1
hVc,Γ (1)

where Π1
h is the downscaling spatial operator enforcing the compatibility condition at the interface

between local and complementary regions. The 1 at the exponent denotes the linear spatial
interpolation between nodes of the coarse mesh.

As in [28] time compatibility is enforced on Γ through Hermite interpolation of complementary
velocities Vc,Γ and accelerations Ac,Γ. Let us consider a time step ∆tc going from the macroscopic
time tn to tn+1 = tn +∆tc. Let tm = tn +m∆tℓ, 0 ≤ m ≤ M , be a generic time point at the local
time scale, within the same macroscopic time step. One can write

m+1Vℓ,Γ = Π1
hΠ

3
t

(
nVc,Γ,

n+1Vc,Γ,
nAc,Γ,

n+1Ac,Γ

)
(2)

where Π3
t is the Hermite interpolation operator, which in this case plays the role of downscaling

time operator, allowing to express the local velocities on Γ Vℓ,Γ(t) as a cubic function of time.

Remark 1
Velocities at times tn or tn+1 are not usually calculated in commercial finite element codes based on
the central difference scheme, but they can be defined in function of mid-step velocities and current
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accelerations as
nVc,Γ = n− 1

2Vc,Γ +
∆tc
2

nAc,Γ

n+1Vc,Γ = n+ 1
2Vc,Γ +

∆tc
2

An+1
c,Γ

m+1Vℓ,Γ = m+ 1
2Vℓ,Γ +

∆tℓ
2

m+1Aℓ,Γ

(3)

Let us note, for instance, that within the Abaqus software the velocities at tn+1 are available when
some options of the so-called “Co-Simulation technique” are activated.

Let s(t) = (t− tn)/∆tc, 0 ≤ s ≤ 1, tn ≤ t ≤ tn+1, be an intrinsic local time. Hermite
interpolation allows to write

Vℓ,Γ(s) = (1− 3s2 + 2s3)Π1
h(

nVc,Γ) + ∆tc(s− 2s2 + s3)Π1
h(

nAc,Γ)

+(3s2 − 2s3)Π1
h(

n+1Vc,Γ) + ∆tc(−s2 + s3)Π1
h( An+1

c,Γ)
(4)

Hermite interpolation was used in [28] rather than linear interpolation since it was shown that
linear interpolation would lead to numerical instability of the local accelerations along the interface.

Hermite interpolation of interface velocities, when used in conjunction with a central difference
scheme at both scales, exhibits an additional important property which was not noticed in previous
works. According to the central difference scheme, velocities at the end of a time step are expressed
in terms of accelerations at the two scales as

n+1Vc,Γ =nVc,Γ +
∆tc
2

(nAc,Γ + An+1
c,Γ)

m+1Vℓ,Γ =mVℓ,Γ +
∆tℓ
2

(mAℓ,Γ +m+1Aℓ,Γ)

(5)

The first of Equations (5) shows that n+1Vc,Γ is not an independent parameter in (4) and it can
be eliminated from (4) expressing it in terms of the other three parameters. If the first of the (5) is
substituted in (4), one obtains

Vℓ,Γ(s) = Π1
h(

nVc,Γ) + ∆tcs Π
1
h(

nAc,Γ) + ∆tc
s2

2
Π1

h( An+1
c,Γ −nAc,Γ) (6)

which reveals that a quadratic evolution of interface velocities is actually enforced at the lower scale.
We are able now to show that the accelerations on the interface at the local time steps, as obtained

by the application of the central difference scheme, have the following expression:

mAℓ,Γ =
(
1− m

M

)
Π1

h(
nAc,Γ) +

m

M
Π1

h( An+1
c,Γ) (7)

This in turns implies that the accelerations obtained by the proposed numerical scheme coincide
at each local time step with the expression of the derivative of the velocities on the interface (6)
with respect to time at each local time step. This result, which could appear as trivial at first, is in
general not valid for a Newmark scheme and for the central difference scheme either. It is only the
peculiar expression of the prescribed velocities at the interface which ensures this property which
therefore has to be proven. More important this also implies that the local and global accelerations
on the interface coincide at each global time step i.e. at m = M . Let us note that it is not the case in
multiscale methods in time where the connection at the interface is made by assuming the equality
of velocities which in general, does not imply the equality of the accelerations on the interface.

Expression (7) is valid for m = 0 that is 0Aℓ,Γ = Π1
h(

nAc,Γ). This either follows from the initial
condition 0Aℓ,Γ = 0 and 0Ac,Γ = 0 or is prescribed when the local region is activated in the analysis
at a given global time step.

At the local level the central is applied. Therefore, from (5), noting that s(tm) = m∆tℓ/∆tc, it
follows:

mAℓ,Γ +m+1Aℓ,Γ =
2

∆tℓ
(m+1Vℓ,Γ−mVℓ,Γ) (8)
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6 BETTINOTTI ET AL.

Taking into account the expression of the velocities on the interface (6) in the previous expression
(8) leads to:

mAℓ,Γ +m+1Aℓ,Γ = 2Π1
h(

nAc,Γ) +
2m+ 1

M
Π1

h( An+1
c,Γ −nAc,Γ) (9)

Assuming that the relation (7) is valid for a given m and introducing this expression of the
acceleration at m in the previous relation (9), it follows:

m+1Aℓ,Γ =

(
1− m+ 1

M

)
Π1

h(
nAc,Γ) +

m+ 1

M
Π1

h( An+1
c,Γ) (10)

which means that relation (7) is also valid for m+ 1. Therefore, invoking recurrency, expression (7)
is valid for any value of m and therefore at m = M which means that local and global accelerations
on Γ coincide at each global time step.

Remark 2
The equality between global and local accelerations is valid for all the Newmark’s time integrations
schemes with γ = 1/2 [32], as the central difference scheme.

2.2. Interface equilibrium in the reference problem

In addition to kinematic compatibility, also equilibrium of the interface Γ should be enforced at each
global time step. In order to do so, Γ is considered in what follows as a massless entity subjected to
the actions transmitted by the local and complementary regions (Figure 3) and possibly to point or
line loads directly applied on the interface. The equilibrium of nodes of the complementary mesh
on the interface is written in term of nodal forces as follows

Figure 3. Free body diagram of interface between local and complementary regions in the reference problem.

Π1T
h Rℓ,Γ +Rc,Γ + Fext

Γ,Γ = 0 (11)

In (11), Π1T
h is the linear spatial upscaling operator, Rℓ,Γ and Rc,Γ are the reaction forces

transmitted to the interface by the local and the complementary regions, respectively (Figure 4),
Fext

Γ,Γ are equivalent nodal forces due to possible point or line loads directly applied on the interface.
From equilibrium of the local and complementary parts, one has:

Rℓ,Γ = Fext
ℓ,Γ −Mℓ,ΓAℓ,Γ − Fint

ℓ,Γ, Rc,Γ = Fext
c,Γ −Mc,ΓAc,Γ − Fint

c,Γ (12)

where Mℓ,Γ and Mc,Γ are lumped nodal masses, Fint
ℓ,Γ and Fint

c,Γ are equivalent internal nodal
forces and Fext

ℓ,Γ and Fext
c,Γ are equivalent nodal forces accounting for body forces in the local and

complementary regions, respectively.
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A FAST WEAKLY-INTRUSIVE MULTISCALE METHOD IN EXPLICIT DYNAMICS 7

In summary, at the level of the interface Γ, the solution of the reference problem is characterized
by: a) the compatibility of velocities at each local time step, thanks to the use of the Hermite
interpolation in time (equations 1 and 2); b) the interface equilibrium (11), where the reaction forces
at the interface, which include inertia terms, are defined by the equilibrium (12) of the local and
complementary parts.

Figure 4. Reaction forces on local and complementary regions.

3. SUBSTITUTION METHOD AND MULTISCALE COMPATIBILITY CONDITION

As discussed in the introduction, heterogeneous problems can be tackled in at least two ways. A
common industrial practice is to start with a global analysis (like the one in Figure 5). The problem
is then re-analyzed in order to take into account non-linearities and fine structural details, or simply
using a more refined mesh to assess the initial computation. This can be done either performing a
complete reanalysis of the whole problem, or by making use of sub-modeling techniques, with the
inherent limitations of those approaches. Another possibility, usually not available in commercial
codes, is to rely on domain decomposition methods. The so called “substitution” method presented
in [28] combines in a way those different approaches in a non-intrusive manner. In the case of
industrial practices, what we later call the “global model” is the initial model of engineers. Let us
note that it is possible to use local and global models with different assumptions as proposed in [33].
In dynamics this possibility should be associated with the use of a selective mass scaling technique
as otherwise the small thickness of the structure could lead to unacceptably small time-steps [34].

The substitution method makes use of two meshes and associated time discretizations. The first
mesh is the coarse global one (Figure 5), where the region of interest at the left in Figure 1 has
been substituted by a coarse region, the “substitution region” (Ωh

s in Figure 5), which usually does
not contain fine geometric details and which can be furnished with a simplified material behavior.
The associated problem is run only once per global time step and will be referred to as the “global
problem”. The second mesh concerns the “local region” of interest (Ωh

ℓ in Figure 6). Additional
nodal forces denoted by P have to be applied at the interface Γh between the complementary Ωh

c and
substitution Ωh

s regions (Figure 5) to guarantee that the solution of the global problem is identical on
the interface to the one of the reference problem. Those correction forces are intended to compensate
for the different action exerted by the local region Ωh

ℓ and by its substitution Ωh
s on the interface Γh

with the complementary region Ωh
c .

The main problem in the substitution method is then the determination of the correction forces P.
Knowing those forces, the correct interface nodal velocities can be determined and applied to the
local domain. If the imposed velocities on the boundary Γ are the correct ones, its response would
then coincide with the one of the reference problem. In what follows, the equations to be satisfied by
the correction forces P are derived. In Section 4, the iterative process involving only local iterations
(i.e. making use of computations on the local and substitution domains only) is described.

When the local region is replaced by the substitution region and the correction forces are added
on Γ, the equilibrium of the interface in the global problem in Figure 5 writes

Rc,Γ +Rs,Γ +P+ Fext
Γ,Γ = 0 (13)

Copyright c⃝ 2013 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2013)
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8 BETTINOTTI ET AL.

Figure 5. Discretized global problem with substitution region and correction forces P: coarse space and time
discretization.

Figure 6. Local region: fine space and time discretization.

where
Rs,Γ = Fext

s,Γ −Ms,ΓAs,Γ − Fint
s,Γ (14)

The correction forces P are determined by imposing that the left hand sides of Equations (11) and
(13) are equal at convergence:

Π1T
h Rℓ,Γ +Rc,Γ + Fext

Γ,Γ = Rc,Γ +Rs,Γ +P+ Fext
Γ,Γ (15)

Introducing the expressions (12) and (14) of the reactions forces, rearranging and making use
of the fact that Ac,Γ = As,Γ and, in view of the acceleration compatibility property in (7), i.e.,
Aℓ,Γ = Π1

hAc,Γ at the beginning and the end of each global time step, one obtains the following
multiscale compatibility condition, which establishes the connection between the global and local
problems at different scales, consistent with the assumed definition of the reference problem(

Π1T
h Mℓ,ΓΠ

1
h −Ms,Γ

)
As,Γ +

(
Π1T

h Fint
ℓ,Γ − Fint

s,Γ

)
+P−

(
Π1T

h Fext
ℓ,Γ − Fext

s,Γ

)
= 0 (16)

Equations (13) and (16), enforced at the end of each time step, will be used in Section 4 to formulate
the iterative scheme for the computation of the correction forces P.

4. ITERATIVE SUBSTITUTION ALGORITHM

The proposed multiscale iterative method is intended to search for a solution of the reference
problem defined in Section 2, in the considered global time step ∆tc = tn+1 − tn, by means of
a solution of the global problem, to be carried out only once, and of an iterative solution of the local
problem. The procedure is constructed in two phases.

Copyright c⃝ 2013 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2013)
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A FAST WEAKLY-INTRUSIVE MULTISCALE METHOD IN EXPLICIT DYNAMICS 9

• Pre-computation phase. The global problem is solved using the coarse macroscopic space and
time discretization everywhere. Other terms involving data transmitted from the lower scale
are computed only once using information available from the previous time step.

• Correction phase. New estimates of the correction forces n+1P on the interface Γ are
computed by repeated solutions of the local problem, involving the fine space and time
discretization.

To simplify the presentation, the problem is formulated in incremental form, where incremental
quantities ∆� =n+1 �−n � are defined over the considered global time step.

Assume that the solution of the global and local problems, including the correction forces nP, is
completely known at t = tn, and that increments of external forces ∆Fext

c,Γ and ∆Fext
ℓ,Γ and possibly

∆Fext
Γ,Γ are assigned. The global interface equilibrium equation (13) and the multiscale compatibility

condition (16) in incremental form read

(Mc,Γ +Ms,Γ)∆As,Γ +
(
∆Fint

s,Γ +∆Fint
c,Γ

)
= ∆P+∆Fext

s,Γ +∆Fext
c,Γ +∆Fext

Γ,Γ(
Π1T

h Mℓ,ΓΠ
1
h −Ms,Γ

)
∆As,Γ +

(
Π1T

h ∆Fint
ℓ,Γ −∆Fint

s,Γ

)
= −∆P+

(
Π1T

h ∆Fext
ℓ,Γ −∆Fext

s,Γ

)
(17)

Summing up the two equations (17), one can eliminate ∆P, obtaining(
Π1T

h Mℓ,ΓΠ
1
h +Mc,Γ

)
∆As,Γ +

(
Π1T

h ∆Fint
ℓ,Γ +∆Fint

c,Γ

)
= Π1T

h ∆Fext
ℓ,Γ +∆Fext

c,Γ +∆Fext
Γ,Γ (18)

Some of the terms in (18) can be computed only once per global time step, using information
coming from the solution of the global problem or from the previous time step, while others have to
be computed iteratively. Terms of the first type are used to define pre-computation values ∆Aprec

s,Γ of
the acceleration increment, while terms of the second type provide iterative corrections ∆Acorr

s,Γ:

∆Aprec
s,Γ =

(
Π1T

h Mℓ,ΓΠ
1
h +Mc,Γ

)−1 [
Π1T

h Fn int
ℓ,Γ −∆Fint

c,Γ +
(
Π1T

h ∆Fext
ℓ,Γ +∆Fext

c,Γ +∆Fext
Γ,Γ

)]
(
∆Acorr

s,Γ

)i+1
=

(
Π1T

h Mℓ,ΓΠ
1
h +Mc,Γ

)−1
[
−Π1T

h

(
Fn+1 int

ℓ,Γ

)i
]

(19)
In (19)1, Π1T

h Fn int
ℓ,Γ is known from the previous step, ∆Fint

c,Γ is also known from the previous step,
since in the central difference scheme nodal displacements are an outcome of the explicit integration

and are computed directly from the known accelerations. In (19)2, Π1T
h

(
Fn+1 int

ℓ,Γ

)i

are the updated
internal forces of the local problem on the interface Γ, computed on the basis of the current estimate

of acceleration increments ∆Aprec
s,Γ +

(
∆Acorr

s,Γ

)i

. At the end of the pre-computation phase, the local

internal forces are initialized assigning on the interface the pre-computation value ∆Aprec
s,Γ only.

The iterative procedure is stopped when an assigned tolerance ē on the error on interface
equilibrium at the global level is met. The used error measure is defined as follows

e =
∥Rc,Γ +Π1T

h Rℓ,Γ + Fext
Γ,Γ∥L2(Γ)

∥Fext∥L2(∂Ω)
(20)

Compared to the direct solution of the reference problem, the proposed iterative multiscale
approach implies at each time step the solution of the global problem, which however has been
discretized by means of a coarse mesh and possibly with a simplified geometry and material
behavior. It is therefore expected to be significantly less expensive than the original problem. On the
other hand, the local problem, requires an accurate description of geometry and material behavior
and a fine mesh, but concerns a small part of the problem domain, so that its iterative solution can be
carried out with little computational effort. Once a converged estimate of ∆Acorr

s,Γ has been achieved,
the correction forces to be used for the next time step are updated using Equation (17)2:

n+1P =nP+∆P =nP−
(
Π1T

h Mℓ,ΓΠ
1
h +Mc,Γ

) (
∆Aprec

s,Γ +∆Acorr
s,Γ

)
−

(
Π1T

h ∆Fint
ℓ,Γ +∆Fint

c,Γ

)
+
(
Π1T

h ∆Fext
ℓ,Γ −∆Fext

s,Γ

) (21)
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5. APPLICATIONS

The performance of the method described in the paper is illustrated by means of three examples:
i) local region consisting of a mesh refinement of the substituted region; ii) local region with
heterogeneities of various types; iii) model adaptation in the case of delamination propagation.
In all cases, the results are compared with the first version of the substitution method presented in
[28], where the case of mesh refinement was treated and compared in detail with different domain
decomposition algorithms [18, 35, 36]. The same type of examples is used here to comparatively
assess the convergence property of the method described in this paper with respect to the one
presented in [28]. The example with heterogeneities is used to show the robustness of the proposed
method both in terms of quality of results when compared to a domain decomposition method and
of convergence rate. The last example is a first attempt to apply the method to a more complex case
involving non-linearities and model adaptation. In all cases, the tolerance criteria for the error (20)
is set at e = 1%. In fact, it was shown in [28] that with such a tolerance the results obtained in terms
of velocity match nearly perfectly those obtained by a domain decomposition approach.

5.1. Local region with mesh refinement

The elastic global model of the structure is discretized by a coarse mesh of two 4-node quadrilateral
bilinear displacement-based finite elements. The local model consists of a refined mesh made of
smaller finite elements of the same type (as in Figure 7) concerning only a limited region of the
structure, close to the fixed boundary, in order to attenuate the locking effects. The data of the
problem are the following: density ρ = 7800 kg/m3; Young’s modulus E = 210 · 109 Pa; Poisson’s
ratio ν = 0.3; length L = 30 m; height H = 10 m. A uniform and constant in time shear load
f = 3 · 106 N/m2 is applied on the right side of the structure.

Figure 7. Spatial discretization and monitored points A and B.

The time steps at the two scales are chosen in accordance with the estimation of the critical time
step at the local and global levels, so that:

• ∆tc = 0.8 · 10−3 s in the global analysis;
• ∆tℓ = ∆tc/h = 0.05 · 10−3 s in the local analysis;

where h = 16 is the global/local mesh size ratio.
Figure 8 shows time histories of accelerations at points A and B, obtained with the original and

enhanced substitution methods. It can be observed that curves corresponding to the same location
are virtually identical.

In Figure 9a, the number of iterations needed to achieve convergence with the original algorithm
[28] (dashed line) and the enhanced one (solid line) are compared. The number of iterations required
for a given tolerance in the original algorithm ranged between 3 and 9 (maximum of 8 in this
example) for all the tests that were carried out, while the range has always been between 1 and
3 for the enhanced algorithm. Therefore, no other results of this type will be displayed for the
other examples. For the example treated in this paragraph, the “periodic” pattern of the number
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Figure 8. Vertical accelerations at points A and B for original and enhanced substitution methods.

of iterations is explained by the “oscillatory” response of the structure which can be observed in
Figure 9b, where the displacement history at point B is superposed to the plot of the number of
iterations per time step. The number of required iterations is greater when the displacement is larger.
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Figure 9. Assessment of convergence property.

The fast convergence of the enhanced algorithm can be better appreciated in Figure 10, where
convergence of vertical acceleration of point B is shown over a short period of time. The blue
line represents the solution at convergence, while the square markers denote the solution in the
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12 BETTINOTTI ET AL.

pre-computation phase (iteration 0), which does not take into account the local internal forces. The
improvement of precision after the first iteration is noticed by looking at the circular markers, which
are already very close to the converged solution.
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Figure 10. Enhanced approach: evolution with iterations of vertical acceleration at point B.

Figure 11 allows to compare the rate of convergence of the two algorithms at different time
instants. at all the considered times, the enhanced method exhibits a higher convergence rate, which
does not change along the history of deformation.
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Figure 11. Convergence rate of original [28] and enhanced methods at three time instants: ti = 1+i
6 tend with

i = 1, 2, 3 and tend = 2.5 s.

5.2. Local region with heterogeneities

One of the potential uses of the substitution algorithm concerns the computation of a structure with
a part which is characterized by small features. To study this type of situation, we consider the
introduction of heterogeneities (either holes or stiff inclusions) in the previous model, as shown in
Figure 12, where point S, which will be subsequently used in the presentation of the results, has
been singled out. The substitution method allows to use the same homogeneous global model used
in the previous case, the heterogeneities being introduced at the local level only.

The introduction of holes does not modify the critical time step of the local model. This is not
the case when introducing stiff inclusions, which have been assumed to have a density equal to the
density of the surrounding material and a ten times larger Young’s modulus. For stiff inclusions, this
leads to a local time step equal to: ∆tℓ = ∆tc/h̃ = 0.0333 · 10−3 s.

The presence of heterogenities, either holes or stiff inclusions, does not affect the convergence
rate, as can be seen in Figure 13. The only minor difference with respect to the homogeneous case
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Figure 12. Local region with heterogeneities. Definition of point S at which solution is monitored.

concerns the initial error which is larger as the used global model is less representative of the real
structural behavior.
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1, 2, 3 and tend = 2.5 s), compared to convergence rate of homogeneous problem solved with original
method [28].

Figure 14 shows the numerical results in terms of velocity time histories at point B in Figure 7,
for the case with holes. The solid blue line is the solution obtained with the proposed algorithm
while the red circles denote the solution obtained with the domain decomposition method [18]. The
same agreement is found in the case of stiff inclusions.

Let σx denote the horizontal stress at point S in the static solution of the homogeneous problem
(i.e. without holes or inclusions), for an applied shear load equal to its final constant value.
Figures 15(a), for the case with holes, and 15(b), for the case with rigid inclusions, show contours of
the normalized stress σx/σx at point S at the instants when it attains its maximum value in the two
cases. In Figure 15(c), the histories of σx/σx at point S are compared with the one obtained without
heterogeneities. The expected effects of both holes and inclusions are confirmed in all cases.

5.3. Application to a composite structure with damageable interface

A detailed study of structural response up to failure often requires taking into account phenomena
which spread over multiple spatial and temporal scales. A potential application of the substitution
method is to treat this type of problems by introducing local space/time refinements only when and
where needed, avoiding complex implementation issues. In this subsection, as a first and highly
simplified test, the adaptive introduction of an evolving local region has been considered for the
dynamic simulation of delamination in an End Loaded Split test, as described in Figure 16, using a
damage mechanics approach. A test of this type is of potential interest for Airbus [37]. The structure,
composed of two linear elastic plies connected by a damageable cohesive interface, is of length
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Figure 14. Vertical velocities at the point B of Figure 7, obtained with domain decomposition and enhanced
methods.

(a) Stress σx over the local domain at the time instant
t = 0.0616 s.

(b) Stress σx over the local domain at the time instant
t = 0.0592 s.
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Figure 15. Effect of heterogeneities on the axial stress distribution.

L = 1 m and of height H = 0.1 m and is subjected to a constant concentrated tip load f = 107

N/m. The load is applied at the top right corner of the beam, as shown in Figure 16, to reproduce a
loading condition of the type encountered in impact problems.

The damage evolution law used in the cohesive interface writes:

ḋ =
1

τc

(
1− e

−< 1
2

Y −Y0
Yc−Y0

−d>+

)
(22)

where τc is the characteristic time of the fracture process, < 2 >+ denotes the positive part of the
quantity 2, Y0 and Yc are the threshold and critical thermodynamical forces, respectively, and Y is
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Figure 16. End Loaded Split (ELS) test case: monitored point A and coordinates system.

defined as:

Y = sup
τ≤t

Y (t)|τ with Y (t) =
1

2

(
< σn >2

+

k0(1− d)2
+

σ2
nt

k0(1− d)2

)
(23)

where k0 is the cohesive interface stiffness, σ is the stress in the cohesive interface and n and t
denote the directions normal and tangential to the cohesive interface. The damage variable d is
bounded between the values 0, in which case the cohesive interface is not damaged, and 1, in which
case the cohesive interface is completely damaged.

The problem data are as follows. For the linear elastic plies: ρ = 1500 kg/m3; E = 140 · 109 Pa;
ν = 0.4. For the cohesive interface: τc = 20 · 10−5 s; Y0 = 50 · 103 Pa; Yc = 230 · 103 Pa; k0 =
1012 N/m3. The adopted high value of k0 is intended to penalize possible interpenetration between
the plies.

The substitution method couples here a coarse global analysis of the whole structure with
an adaptive refined analysis of a local region that progressively increases its size to follow
the delamination propagation (see Figure 17). While the global coarse mesh remains the same
throughout the analysis, the interface between the complementary and the local regions moves to
the left as the analysis progresses.

The global coarse model Ωh,eas
g ≡ Ωh

c ∪ Ωh
s is made of 4-node EAS-7 quadrilateral elements (of

the type introduced in [38], following [39] and [40]), featuring a constant shear stress σxy and a
normal stress σx(x, y), constant along x and linearly varying along y, with 2× 2 Gauss points. The
local adaptive model is composed by an assembly of elementary local units, each one composed
by 4× 4 displacement-based quadrilateral elements and four cohesive elements placed along the
interface between elements above and below the block horizontal middle line. A new unit is added
to the left side of the local region each time that its interface Γh with the complementary region
moves to the left. The local problem is solved by making use of the domain decomposition method
proposed in [18], where each elementary local unit is treated as a subdomain of the local region.
The global time step is ∆tc = 2 · 10−6 s and the local one is ∆tℓ = ∆tc/h = 0.5 · 10−6 s.

The interface Γh, separating the substitution and the complementary regions, is defined by the
red nodes in Figure 17. In this case, as a reference solution we consider the one obtained by
applying the domain decomposition method to the structure entirely discretized by local units
since the beginning of the analysis. Since all the subdomains have in this case the same spatial
and temporal discretization, this solution coincides with the one which would be obtained by a
monolithic approach.

The adaptive definition of the local region is governed by a simple activation criterion in the
global analysis. A new local unit is activated when | σsup

x − σinf
x | /2 > σ̄, where σsup

x is the σx

stress component at the two Gauss points above the cohesive interface (in the EAS7 elements σx

is linear along y but constant along x), while σinf
x is the corresponding value in the Gauss points

below the interface. The threshold σ̄ has to be tuned in such a way that the cohesive process zone
is entirely contained within the local region. In the considered example, the interface parameters
are such that the process zone extends over the length of several units, so that new units have to be
introduced very early. Three different threshold values have been tested for σ̄: σ̄ = 100× 106 Pa,
σ̄ = 300× 106 Pa, σ̄ = 500× 106 Pa. These will be denoted in the figures as “act1”, “act2” and
“act3”, respectively.
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16 BETTINOTTI ET AL.

Figure 17. ELS test case: substitution strategy.

For example, Figure 18 shows the numerical results in terms of the vertical velocity of point A.
The dashed red line denotes the reference solution. The blue lines indicate the solution with the
adaptive substitution method: the dashed and solid lines have respectively the activation value
σ = 500 · 106 Pa (delayed activation) and σ = 100 · 106 Pa (early activation). As it can be seen
from the plot, the particular type of loading, inducing normal stresses in the interface between the
plies, activates the structure highest eigenfrequencies due to the high value of the interface stiffness
k0. This aspect is emphasized in the curves relevant to the substitution method, due to reflections
produced by the interface between the local and complementary regions. The same type of spurious
high frequency oscillations would have been obtained with any other domain decomposition method
with non-matching meshes.
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Figure 18. ELS test case: vertical velocity at point A using monolithic refined analysis (reference, red dashed
curve) and adaptive substitution method, with two different activation thresholds (blue solid and dashed

curves).

The predicted position of the delamination front also strongly depends on the adopted activation
criterion, as can be seen in Figure 19, where three different delamination fronts, obtained using
the three different activation thresholds, are compared: the dashed line corresponds to an activation
threshold σ = 500 · 106 Pa, the short-dashed line to σ = 300 · 106 Pa and the dotted line to σ =
100 · 106 Pa. In all cases, the cohesive process zone is always entirely contained in the local region.

Figure 20 shows a sequence of snapshots of the analysis. Starting from a local region discretized
by means of two units at t = 0 s, it progressively increases its size in order to include the
delamination front and process zone tip, arriving at a final size of nine subdomains at tend = 0.001 s.

Figure 21 shows the convergence rate at three representative time instants. As it can be observed,
this is comparable to the one obtained in the previous example for a purely elastic material behavior.
However, in this case the initial error is higher. This is due to the fact that the error associated to the
global coarse model is higher than in the previous examples.
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Figure 20. ELS test case: analysis snapshots at five representative time instants for σ̄ = 500 Pa (act3).

The previous example deserves several comments. First, the elements used for the global model
are quite different from the ones used in the local region as, for example, their stiffness does not
coincide with the condensed stiffness of the underlying local model. This probably amplifies the
issue of spurious reflections at the interface between the two models. Moreover, in the present
nonlinear dynamics context, the prediction of damages on the basis of the value of local quantities
and nonlinearity governed by local quantities, such as interface stresses, raises the question of the
precision of these local quantities, a question which should be addressed in future work. The use of

Copyright c⃝ 2013 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng (2013)
Prepared using nmeauth.cls DOI: 10.1002/nme



18 BETTINOTTI ET AL.

 0.001

 0.01

 0.1

 1

 10

 0  2  4  6  8  10  12

E
q

u
il

ib
ri

u
m

 e
rr

o
r

Iteration

original, t=t2
enhanced, t=t1
enhanced, t=t2
enhanced, t=t3

Figure 21. ELS test case. Convergence rate at three time instants ti =
1+i
6 tend (i = 1, 2, 3 and tend =

0.001 s) in the ELS test case.

adapted interfaces, avoiding spurious high frequency reflections, is in any case a subject of interest
in all multiscale and domain decomposition approaches in dynamics (see, e.g., [41]).

6. CONCLUSIONS

The primary goal of this study was to improve the convergence performance of the substitution
method proposed in [28]. This has been achieved thanks to the compatibility, shown in the paper,
between the central difference scheme and the Hermite interpolation used as a down-scaling time
operator. Based on this property, a consistent interface mass matrix has been derived which allows
to reduce the number of iterations to a level which is now considered as acceptable for applications
of practical interest.

The last example, concerning a delamination problem, has shown the potential applicability of
the approach to nonlinear problems and opens the way to interesting future developments. A useful
enhancement would consist, e.g., of the possibility to have a moving local region, placed around the
current process zone, while the rest of the structure remains discretized by a coarse mesh. Unlike
in the present example, where the local region can only increase its size, this would mean that
regions that at certain point belonged to the local region, could return to a coarse discretization with
a weakened constitutive behavior if a suitable indicator signals that there is no more need for a fine
discretization, in the line of what proposed, e.g. in [42, 43, 44], where a crack was embedded on top
of a given finite element model.

A pilot implementation of the method in Abaqus/Explicit is in progress, though currently
is restricted to simple truss models (upcoming work should eliminate these limitations). The
consideration of more complex models is of course mandatory to be able to test the feasibility of the
method in problems of industrial interest. Current work also concerns the theoretical determination
of the rate of convergence of the substitution method both in static and dynamics.
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